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1. Summary-.

-\

This report describes the syntactic, semantic arid tutorial romponents of the ILIAD language

instruction system and the steps that have been taken-to implement ILIAD on a microcomPuter. The

-goal of thia work has been .to design and implement an English language instruction system capable

Of generating a broad range of aleaningfu! sentences as examples or exercises in tutorial lessons.

This goal has been re-athed. -

The ILIAD design allows for high:y interactive tutorials in whictl the learner specifies the content

oft each lesson; ,ILIAD in turn creates an individualized lesson according to the learner's

specilications. Because of the generative capability of ILIAD, the system continues to present

examples or exercises for as long as the learner desires to study a particular grammatical or

functional aspect of language use...,

The ,prototype computer implementation Of ILIAD has been written in InterLISP on a DEC

System120 computer at Bolt Beranek and Newman. Over the past two years a prototibe

microcomputer version of. ILIAD has been designed and implemented. The microcomputer design

has involved evaluation and modification of InterLISP ILIAD components for use in a UCSD-Pascal

program. The microcomputer implementation, MicrolLIAD, is now a functional language generation

system with a subset of ILIAD syntactic capabilities and a flexible system of semantic repventation.

The MicrolLIAD semanttc system has allowed for a variety of tests and subseOuent improvements of

the original ILIAD semantics.

Foi twoyeals ILIAD has been used by deaf children at the Boston School for the Deaf, by-deaf

children using a terminal in their humes, and by adults with access to the Deafnet Computer

commun;cation system in the Boston area. Having deaf children and adults use and comment on

prototype versio.ns of ILIAD has been an impor,tant component in the design process of the ILIAD

system.
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2. Overview
This .chapter surveys 'the linguistic and tutorial features" of the ILIAD syitem._ It provides a

dendise overview Of ihePhilosophy and design underlying tlie tutorials and Capsule summaries Of the
_

various subcomponents of the ILIAD system.

2.1 the Problem
Recent technological developments' have opened doors of opportunity for millions of

handicapped people, yet many problems are exceedingly complex and require considerable

innovation to reach even a partial solution. Foremost among these is the dilemma of language

development in deaf children. Profound Congenital deafness results in extreme delay in all aspects of

language acquisition as well the formation of certain persistent4)deviant strategies for lanpage

vimprehension and prodt4on.

Studies of deaf children indicate that English grammatical processes such as passivization,

negation, question formation, relativization, complementeon, and the formation of complex verb

phrases pose particular problems for deaf students, Even students who appear to have mastered

these constructions in isolation may be unable to cornbine them in a' single utterance or to

compiehend them when combined in complex sentences.

Hearing chitdren_learaiheidanguage while constantly immersed in it; they are surrounded by

people and things (TJ and radio) that use language almost incessantly. Deaf _.hildren, in contrast, are

cut off from most sources of language and thus do not' have the data from which to form h aotheses

about how their language works. ILIAD is an attempt to increase the language data available to deaf

children. It is an environthent allowing a child (perhaps under parent or teacher supervision) to

exmience language in a manner that is carefully controlled though not limited. Opce a tutorial has

been started and tailored to the student's specific needs, ILIAD can generate an unlimited number of

sentences far illustration and practice,

2.2 ILIAD's Approach to a Solution
The ILIAD Project has had as its goal the development of a generative computer system to aid

deaf students in both the production and comprehension of written Evlish sentem.es. The focus of

the system is not on what to teach but rather on how to learn. For this reason, it is designed to be a

3
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tutorial resource which is in large part under student control. Within certain limitations, the learner

decides the content and basic features of each interactive tutorial session.

The basic characteristics of the ILIAD language tutorials are as bllows: (1) the student has

immediate control oyer the tutorial dialogue (i e., The student can simplify a. lesson or make it more ,
complex according to his/her current level of language understanding); (2) examples of correct

usage are provided using vocabulary within appropriate contexts and at the student's level of

comprehension; and (3) the system is sufficiently motivating to encourage exploration of new areas ofA
English with unlimited opportunity for continued practice on aspects of English not yet completely

learned. -.

To provide sophisticated language tutorials meeting individual needs, ILIAD has been

implemented using teaniques of artificial intelligence. Its intelligence is in the form of "knowledge':

about the structure of English along with "skills" to provide highly individualize'd tutorials focusing on

different aspects of language use. The linguistic knowledge provides its capability to generate a

broad range of simple to extremely complex English structures. The generative capacity is primarily

syntactic, but ILIAD also knows a small amcunt abc3ut English semantics and the pragAtics

(functions) of certain English sentence for.rns. With its knowledge of the English language, ILIAD has

very powerful resources to individualize iristruction in both grammatical and functional aspects of

language use.

The IL IAD design has two flexible subsystems, one ,specializing in linguistic capabilities and

the other in tutorial interaction with the student.. Given a set of sentence constraints (such as: past

tense,, negative, no relative clauses, and pronominalized subject), ILIAD will create an unlimited

number of sentences meeting these exact specifications (such as: "It wasn't green", "She might not

cry"). Such sentence:, are used to demonstrate grammatical or functional aspects of language use or

as part of tutorial sessions to exercise the student's languaje skills. It is important to note that the

goal of ILIAD is to help students learn language, not grammar.

ILIAD is also a linguistics research project, beyond its applications as a sophisticated comPuter

program to meet a specific need. As in other artificial intelligence and computational linguistics

projects around thp country (principally in the Boston and Palo Alto areas). ILIAD has been developed

t:ing the InterLISP progi amming s'ystem which provides a very resourceful dovelopnient environment

for building and1.1cling intelligent system:). ILIAD' reprut.tnts-one 01 tl.0 fimt elfin ts to pul intt:Iligenee

ii to omputer bused language nn.truction.

4
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Once the prototype design was implemented !n interLISP and briefly tested, a Gonversion

process was started to implement ILIAD on a nlicrocomputer. The UCSD-Pascpl implementation,

MicrolLIAD, has been.started and a very preliminary version can now generate simple sentences.

MicrolLIADJakes advantage of some portions of the InterLISP sysT and in other cases, particularly

wheramicroprocessor capabilities are relatively limited, new designsstlive been developed.

. .

The long range goal of ILIAD has been to become an "expert" lapguage tutor. By exPert we

mean a system that has some knowledge of its domain, the English language, at least ina syntacitc

sense, and to some degree in terms of the functions and semahtie; bf language. The system, has

been designed as a "linguistic playground" wherein ILIAD is not so much* tieacheriairector as a

playmate/advisor. A successful student leaarhow to exercie the generative msources of ILIAD to

explore a wide range of simple tcricomplex language forms.
P

e

Throughout the design phase of ILIAD, constant effort was made to elicit and incorporate

suggestions frorn deaf children and adults, teachers, parents and sahool administrators. While ILIAD

does represent a .sophistieated, intelligent system relative to existing CAI (Compliter Atded

Instruction) programs, prctotype implementations have Incorporated a wide range of comments from'

deaf children arld adults who have used ILIAD and for whom the system is intended. Thqugh ILIAD

has some way to go before it is a field4ested language instructioa system, it has demonstrated that a

knowledgebased tutorial system can be successful and useful in the complex domain of langudge

structure and function. 4.

2.3 ILIAD Linguistics
The heart of ILIAD is a sentence generation component based on the linguistic paradigm oi

1

transformational grammar. This system is quite powerful and is capable of producing sentences

ranging from simple, single clause sgrttences to complex structures which contain clausal

complements of all types, such as, relative clauses ("The man who was angry chased Nan"), finite

complements ("Dan said that Bette is intelligent") and infinitival compfements ("Bill persuaded the

girls to be nice").

More important,than the range of sentences coveNd by this component is the 'way in which the

Ontences are represented The sentence generator possesses dutaile51 knowledge of the syntactic

structure of each sentence it producer;'. For example, it maintains a record of thap.ut of speecii of

5
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each word in a sentence (noun, verb, determiner, etc.), it notes the tense of each clause, and it is

capable of determining the grammatical relations borne by different constituents; for exampie, which
z

noun in a sentence is its subject, drect object or indirect object.- In transformationtterms ILIAD

produces phrase structure trees for both the deep and surface structures of each sentence.'

Sirrce ILIAD creates a detailed syntactic representation for each senterice that it generates, it is

capable ohgenerating not only a sirigie serilence, but related sentences, as well. For example, if

ILIAD generated the fbll owing sentence:
., .

John ate the. apple.
%

it could alsO generate related interrobative arid pronominal forms, such as:

Did John eat the apple?
What did John eat? -

'Who ate the apiple?

What did Johndo to the apple?
He ate it. .

0

as well as other relatbd forms not listed here. 3

The ability of ILIAD to generate related sentenCes allows it to help students realize which

syntactic constructions are related For example, the question "What did John eat?" may be

generated by ILIAD alogside the declarative "John ate the apple", showing the student that both

sentences are transitive (though this "metalinguistic" terminology is avoided) and ,That they are
,

related by a number of simple procedures which may interact to produce more complicated

structures.

S" Ns.
In addition to its ability to produce a wide range of sentences either singly or in groups of

related forms, ILIAD is also capable of producing ungi amaralical forms. Though this may not seem

like an advantage, this feature of ILIAD is used in a diagnostic tutorial which tests the student's ability

to distinguit4 grammatical utterances from ungrammatical ones (see Section 4.2). Moreover, the

ungrammatical forms produced by iLIAD are not simply an ad'hoc collection of ra ndom errors.
0

I:father, these forms replicate the ungrammatical utterances observed in the actual writings of deaf,

children. Thus, this tutorial may be used to help students to realize that these forms are not

acceptable as standard English. At file same time the teacher may be pi ovided with diagnostic

information about winch ungrainnutical foi ins students currently accept as correct.

6
3
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Finally, ILIAD uses its representation of the syntactic structuresOf the sentences it generates to

produce helpful tutprial information. For example, in a tutorial which requires the student to change

the number of the subject (e.g. to make isingular if it was plural, or vice versa), II_IAD.cpn inform the

student what the subject,pf the sentence is and whether it is inflected regulady or irregularly.

2.4 !LIND Language Tutorials
ILIAD tutorials focus on a a wide variety of language skills. The 'tutorial generates sentences

relating to the skill it is designed to exercise and interacts with the student in a friendly 1.41y, eliciting

resdonses from the student and gauging and monitoring those responses. The language tutorials

allow the. student to_specity the difficulty level that'the student.wishes to work with and also allOw the

student to specify what type of sentences, within the framework or that tutorial's parlicular skillthe
4

student would like tq see. Figure 2-1 shows schematically the relationship between the tutorials and

the language generator-

e.

ILIAD currently has six tbtorials, each of which addresses a different grammtical topic and a

different area of capability in the ILIAD system. "The tutorials, which are discussed.i., more depth in

Chapter 4 below, are as follows:

Sentence Judgement: In this tutorial the system presents sentences to 'the students and
asks whether they ar'e good or bad. This tutorialdemonstrates that ILIAD can generate
'both standard and non.standard structures.

,Subject-Arb Agreciment: This tutorial exercises the studerit's ability to change singular
sbi?jects-to plural or vice-versa and to change the verb phrase to agree with the subjeci.
This tutorial demonstrates that ILIAD can provide hints *to the4tudent based upon
structural elements in the target sentence.

,
Question Formation: This tutorial deals With yes.no questions, wh-subject question
formation, and wh-object question formation. This tutorial-demonstrates that multiple
transformations may be specified for the exercise sentences generated by ILIAD.

Sentence Patterns: This tutorial was requested by a teacher at the Boston School for the
Deaf who uses basic sentence patterns in early language instruction. Students must be
able to recognize up to five common sentence types._ This tutorial demonstralpd that a
tutorial could be developed to meet a spetific need, it the re4quesLof a,teacher, in a short
period of time (one week). 0.

Politem,s of Roque; ts This tutorial fobuC-5 nlot on English grammar but tathet on one of
the lingtth.tic skills noodnd to pwduce rogue:As. It Introduct.s the Itudent, to a wide

TI ,
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Figure 21: ILIAD Tutorials in Relatij on to the Generator
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variety of r(quest forms from those which are,strongly impelative to those which are very
polite. ILIAD can generate over one hundred different sentence forms for a single
request.

,

Use of Please in Requests: This tutorial exercises the. studen t's knowledge of the proper
places to use PLEASE in aereguest. This tutorial utilizes a form of input which is
convenient tor students and produces a broad range of sentence forms that test their
understanding of the use of PLEASE'.

2.5 MicrolLIAD 41/41""kftaiwoopow=0::

o
MicrolLIAD is now a pittotype.language generation systenirunning on a microcomputer. Its

overall structure is similar to the ILIAD, system implemented in InterLISP, but much of the deSign is

different, due to the more limited computing power of the microprocessor and its memory constraints,

and because the microcomputer imipmentation has been used to explore different types of semantic

components. f:

The design of MicrolLIAD has focused on achieving <several goals of importance for a

mierocomputer-based Tten. These are:

Portability The system is written in UCSDPascal, a widely used Microcomputer
Implementation of Pascal designed to !educe hardware and implementation
dependencies. One version of MicrolLIAD has been run without modification on an Apple
II computer after development and compilation on a Z.13045ased computer. DVelopmerit
work has been ane:on both the Z-80 and the Applatwith relatively minor problems in
compatibility of prOgfams between the. tWo.

Efficiency The internal structure of ,MicrolLIAD relies extensively on the se of
inf9rmation coded in very compact ways (typically single bytes &storage) which ca also
be manipulated quickly. This has,allowed the system to include all *grams end data
structures in memory without overlays and with room for expansion for additional
graMmatical capabilities, while achieving -a sentence generation time for single clause

tr
sentences of 3.6 real time seconds (Z80 gocessor).-

Mbdularity The 4sic processing,in the ientene generation system is divided into
74 separate modules for generation of the base tree, semantic' analysis, and

transformational prbcessing (including morphology), so any basic element can be
modified without altering the remainder of the system. There are_alco,a number of utility
modules for performing commonly needed probessing and for maintaining various files of
datastructores.

Compatibility with IntwLISP, ILIAD Total compatiWity with InterLISP II.IAD is not

4.
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z

consistent with the -othar design goals of MicrolLIAD, but a substantial measure so!
compatibility ,has been achieved by the use of alternative data structures for system
information. One data structure for a given type of information will be in Interl..ISF format,
while another' will be in a more compact internal representation, and programs are
provided to convert automatically between the two data structures. This has allowed the
InterLISF ILIAD transformations to be used in MicrolLIAD in a form which is suitable for
efficient processing.,

1

The MicrolLIAD system has been used to explore alternative semantic representations in order

to determine strengths and weaknesses of these .representations for selitence generation. The

syntactic.portibp of MicrolLIAD has been kept relatively simple'coNared to InterLISP ILIAD (with only

single clause sentences and a small number of transformations) in order to allow more time-.to be

devoted to this semantic exploration.

Three major semantic systems were investigated, and two were. implemented. The first system

explored was a semantic network representation like that of InterLISF ILIAD (see Section 3.2.1).

While this representation is feasible for use on a microcomputer, the time and space required are

quite large for the level of semantic analysis done and are not likely to be Corr;patible with our

efficiency goals, so this semantic network representation was not implemented.

IP an effort to gain the effect of a network semantics with more efficiency, a feature-based

semantid representation was implemented. In this system, each word had one or more fields of

features (either features of,the word itself or Katz & Fodor style selectional restrictions) represented

as sets. Simple and fast set operations (union, intersection, and membership tests) could carrJut

the repuired seMantic tests. This allowed an efficient implementation of a rough but "ser ble

semantics, but would have required a more elaborate language for representing semantieconstraints

not expressible as featUreS, (such as the complex requirements on gender and relationships' between

the subject and object of 'kiss").

!it
'The' feature semantics Was iMplemented with vocabularies in two domains. In a limited

playgroend vocaVlary, a small set of features sufficed Jo rule gut most anomalous sentences,

producing sentences such as "The sports instructors catch An old soccer ball" and "The cheerful

boy gives the bully a new football". A slightly expanded set of features was applied to a vocabulary

choden from newspaper stories, toviXe sentences with varying, degrees of coherence, from "The

ounding president escapes the assassination attempt" and "The angry Secret Sorvice agent

10
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shows the cameraman thebrave movie star", to a not-sosuccessful "The uncomfortable psychiatric

examination departs". Clearly, a more sophisticated (semantics is necessary to cover this vocabulary

range.

A more fundamental difficulty is present for both the network-based and feature-based

semantics. Both are set up to rule out anomalous sentences (things we "can't say") but are not

designed to create sentences based on things we have some reason to say. So we may get

sentences such as,"The cat is on the mat" and "Alicia saw the pen", both of which are grammatically

and semantically, correct but which, given no prior context, have no discernible relationshiP to ech

other or to a hbothetical situation where both might be true, in order to deal with this problem, a neiv

semantic component was designed which is based on a" representation of possible real-world

situations in' addition It) general information, with sentences being generated which express some

aspect of the situation. In this way, sentences can be generated which are related to each other,

because they each express aspects of the same situation.

This semantic 'system is based on the ideas of KLONE, a knowledge representation language

developed over the past five years at Bolt Beranek and Newman. Use of the KLONE approach has

allowed the semantics to represent not just hierarchical information as in a semantic network, but also

relational information (e.g. properties of objects, participants in actions). This formalism

distinguishes between general information (e.g a ball' is a toy) and specific information (e.g Mary is

sad). Generation proceeds from nodes representing specific information, so consistency is
.maintained, while the general information is used to give alternative expressions for the same

situation. For exaniple, we might gen'erate "Mary threw the baseball", or from the same information

produce the paraphrase "The sad girl threw the ball". (For a 'irther discussion of the KLONE system,

see Section 3.2.b.)

111
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3. The Linguistics Of ILIAD
:The niechanisM of transformational grammar was chosen for ILIAD bedeuse it offered beth

tight control over the surface syntactic form of a sentence and a good model for the production of

groups of sentences that are syntactically relateci. Figure 3-1 showS the organization of the sentence

generator.

Figu re 3- 1: The Sentence Generator

Sutffict.
Taus

tStuTtoceS)

Owing to its 'linguistic sophistication, ILIAD is able to produce a wide variety of English

sentences. They range from commonly used constructions (transitive sentences, questions,

passives, etc.) to expressions of great complexity, such as sentences with multiple question words

("Who gave what to whom?"), elaborate request forms ("Would it be possible for you to open the

door, please?"), relative clauses ("The boy who baked some cookies was kissed by the girl who ate

them."), etc. The following list presents just a few examples of' sentences illustrating the many

sentence types that can be generated (more examples are given in Appendix A).

Intranbitive sentences:
The dogs are barking.
Bette giggled.

C.

Stt.

1 u
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Transitive Sentences:
The nice girl forgave the bullies.
The policeman closed the doors.

Transitive sentences with indirect object;
The teacher wrote the woman a letter.
The man gave a doll to Alicia.

Predicate adjective sentences:
Chris is h ,spy.

The yell e, ple is sweet.t
Predicate nominal sentences:

Jake is a boy.

The doctor is a teacher.

Predicate adverb sentences:
The baseball is in the dirt.
The kids areen the slide.

Request sentences:
Tell the girls the story.
Let Bob tell the girls the story.

Tough-Movement sentences:
The girls were hard for Varda US ridicule.
The girls were hard to ridicule.

Comparative sentences:
The girl is hungriertlian Bob.

2 Relative clause sentences:
The boy who was on the bike fell.
She saw theiioman who baked that cake.

Want-Complement sentences:
Lyn wants the girls to hide.

Control-Complement sentenced:
The teacher askedthe boys to hurry.
Dianne promised to remain happy.

(Object Control)
(Subject Control)

,

RepOrt No. 4771

The ability to innorate ILiAlY's total range of sentences requires 280 tr:m:Jormations. In

14
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,

addition, 60 transformations were developed to generate sentences typically produced by deaf
0

students;these transformations are- Currently usédit the-Judgement Tutorial (See Section 4.2).

Presently, the only major sentence types which are not generated are sentence conjunction,

gerunds, and indirect questions. In the case of conjunction, we have deliberately refrained from

adding the necessary base structures because of the semantic problems presented by conjoined

segtences; for instance, the necessity of maintaining semantic relatedness between conjuncts (to

prevent, for example, "Candy is sweet and John likes Mary"), the requirement that conjuncts appear

in the cortect temporal order ("John died and was buried." rather than "John was buried and died."),

and so on, but projected changA to the semantic component will handle these correctly (see section

3.2.3).

3.1 Syntactic Capability
The sentence generator is composed of three major parts: a base component that produces

base phrase structure trees, a transformer that applies the transformational rules to derive a surface

structure tree, and a set of mechanisms to control the operation of the first two components. We will

discuss each of these components separately.

3.1.1 Base Component

The base c6mponent .produces the base tree which is associated' with the sentence to be

generated. The input to this component is.a list of constraints which contain syntactic information

about the type of sentence to generate (e.g. whether it is to be passive, have a relative clause on the
0

subject, etc.) Thg output is a tree stiucture to which the transformations apply, to produce the

desired dentence as well as related sentences (in the appropriate tutorials).

The base constraints which are the input to the base component determine the form of the base

tree that is constructed. Most constraints take the value + or - ; others allow, in addition, a list of

constraints, each of whose values is specified. A complete list of base constraints appears in Fgure
9

The output of the base .component.is a tree structure which lepresents syntactic categories as

in the X bar system of phrase structure. In this system, the major syntactic categones (N(oun), V(erb),

A(djective) and P(repo:,itinn)) are treated as complcx symbok, wluch are decomposable into the

feature.; [.!. NI mu I [:.1- VI. I lin, Ow um:, city.. ilk ation of tht; ,t: catojorqz in Figure 3,3.
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Name: Value:

TNS PRESEa, PAST, FUTURE; ANY, NOT-HABITUAL

SUBJECT <a list of constraints indented below>
DIROBJ - or <a list of the indented constraints>
INDOBJ - or <a list of the indented constraints>

VERB <a verb to be used as the head of the S>, NIL

PASSIVE + --
13.AOGRESSIVE

, FOR-COMPL <a list of sentence-level constraints>
THAT-COMPL
WANT-COMPL

CONTROLCOMPL
SUBJ-TOUGH
IMPERATIVE 2, 3, NIL

COMPARATIVE - or <a list of Constraints indented below>

TRANS <asnumber Or pointer to transf constraint list>

PRED-ADJ + , -,<a word to be used as the adjective>

PRED-ADV +1-
PRED-NOM - or <list of constraints indented below>

{The following constraints apply within the context of a noun phrase.)

EMPTY + , - (may be absent)

WH + , - (may be absent)

NU SG, Pl.:, ANY

PER 1, 2, 3 .

DEF + -
ADJ + , ?, <a word to be used as the adj>

NOUN <a word which is to be the head.noun>, NIL

PROPER + if NP must be a proper noun, - if can't be,
it does not Matter

REI.-SUBJ - or <a list of sentence-level constraints>
RELOBJ
RELINDOBJ
MASS

APPEAR + ?

Figu re 32: Base Constraints and Their Values

16
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Figure 3-3: Features in the X.Bar SysteM

The feature "N" marks a given category as "nounlike" (and thus corresponds to the traditional

grammatical notion of "substantive") while "V" markb a category is :'verblike". Nouns and

adjectives Are [+ N] because they share certain properties (e.g. adjectives can be used in nominal

contexts; in highly inflected languages, adjectives and nouns typically share the same inflectional

paradigms, etc.) Adjectives and verbs are [ +V] because they share (among other things) iarious

morphological traits (e.g. certain verbal forms, such as participles, have adjectival properties). Verbs

and prepositions are [ N] because they display common complement selection attributes (e.g. they

both regularly take Nominal complements that bear Accusative Case).

In addition, each syntactic category contains a specification of its rank (given in terms of

number of bars, hence the term "X.bar" system). For instance, a noun (N) is of rank 0 and is m ked

with no bars whereas the noun phrase which it heads is of the same category but different (higner)

rank. Intermediate structures are also permitted; for instance, V' (read "V bar") is that portion of the

verb phrase which consists of a verb and its complements (e.g. direct and indirect objects, clausal

complements, prepositional phrases, etc.) while V" (read "V double bar") includes V' as well as

AuXiliaiy elements. For our- pUrposes, we have adopted a uniform twolevel structure across

categories; that is, each category X is taken to have X" as its highest rank, so that noun.phrase (NP) in

our system is N", verb phrase is V", etc. Minor categories (such as DET(erminer), AUX(illary),

NEG(ative), etc.) stand outside this system, as do S(entence) and S' (a sort of super sentence, which

contains S and clause introducing elements (or "subordinating conjunctions") such as that). These

categories are not decomposable into the features [±N] and [±V], and, except for S and S', they do

not have different ranks. Figures 3.4 shows p. representative tree structure.

3.1.2 Transformations

The transformational component modifies the base tree thraigh the operation' of certain rules

18
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S' [ TRANS.1 ]

COMP [ -WH ]

N" [ +NI-V PER.3 +DEF NU.SG GENDER.FEHALE +HUMAN +PROPER SOCSTAT.2 ]
[ IN -V P,ER.3 +DEF NU.SG GENDER.FEMALE +HUMAN +PROPER SOCSTAT.2 ]

N [I+N rV PER.3 +DEF NU.SG GENDER.FEMALE +HUMAN +PROPER SOCSTAT.Z ]

V" [ -N +V -INDOBJ +TRANS ?PASSIVE ]
AUX [ -NEG ]

TNS [ +M +A -H ]
past

[ -N +V -INDOBJ +TRANS ?PASSIVE ]
V [ -N +V -INDOBJ +TRANS ?PASSIVE ]

steal

N" [ +11 -V PER.3 +DEF Nu..SG ]

DET [ +DEF NU.SG ]
the

N'' [ +N -V PER,3 +DEF NU.SG ] -

N [ +k -V PER.3 +DEF NU.SG ]
book

"Chris stole the bo,A."

Figure 3-4: Sample Base Structure

(transformations) to create a representation of the surface syntactic form ,of the sentence (the final

tree). 'Transformations are composed .of three parts: a Structural Description, which is a pattern the

tree, must match If the transformation is to be applied, a Condition (optional) which must be fulfilled in

addition to the Structural Description if the transformation is to be applied, and a Structural Change

which describes the modification(s) to be made to the tree.
.

The Structural Change of each transformation consists of one or more functions, analogous to

the transfocmational elementaries of traditional transformational theory. The operations that are

performed byNthe rules are .a combination of classic transformational operations (substitution,,

adjunction, deletion, insertion of non-lexical elements such as "there" and "flo"1, and operations that

linguisti sometimes relegat to the base or post-transformational processes (insertion .of pronouns,

morphing of inflected forms). Byjnaking these operations rulespecific, many related forms.can be

produced from the same base tree ,.1 the control mechanisms outside the generator itself can

specify-which forms are to be produced.' The Condition of a transformation may be an arbitrarily
N,

complex Boolean expression or general LISP fort which either describes relations among parts of

- N
N,
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-the-treSitierctfertifthe StrudVardeioriptiOrieripeeifies that some other traniformation must have

applied (or must not have applied). ksample trapsforniation is shemn in Figure 3.5. .
SUBJECT-AUX-INVERSION

SD: (S' (FEATS (TRANS.1)) COMP (FEATS .(WH.+))
1 2

(S N", TNS (OPT NODE (FEATS (M.+) ))))
3 4 5 6

SC: (DeleteNode 6)
(DeleteNode 5)
(LChomsky 2 6)
(LChomsky 2 5)

Condition: [NOT (EQ (QUOTE +)
(FeatureValue (QUOTE WH)

(RootFeats 4]

Figure 3-5: Sample Transformation

The ILIAD system possesses a lransformational component which can produce a wide variety

of Syntactic constructions. These include all 0 the most commonly used, simple sentence forms

which the beginning student will need to learn, as well as some of the more complex forms which the

advanced student mighrwish to become familiar with. Further, for the convenience of those working
. .

on the ILIAD project, all the transformations -which are associated with a particular *tactic

construction or with a range of related constructions are.flagged with the same mnemonic prefix.

(For example, those transformatiOns Tesponsible for the generation of ouestions an begin with the

prefix WH-Cthose associated with relative clauses begin with RELATIVE-, and so on.) Thus, the,

transformations of the present ILIAD titmsformational component are broken up into several,.

''families" of related transformations asmell as several general "utility" transformations which are not

associated with any particulai syntactic construCtion but which enter into the derivaticns of various

types of sentences. (Such "utility" transformations include NUMBER-AGREEMENT, AFFIX-

HOPPING, various DO- insertion transformations, etc.) A complete listing of the transformations can

be found in the report "ILIAD Data Base.Reference" cited in Section 7.1.

Transformations are not only divided into families, the transformations, as a whole, are divided

into two tyims of tiansformatignk cyclic trarnicrination;, and pc:A cyclic tranf..formations. The cyclic

(
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,

transformations are further-subdivided into those transfosNations which are used in the generation of

grammatical sentences and "mangler" transformations which are used to generate ungramrhatical

utterances which are used in the Judgement Tutorial. Of the 346 transformations which exist now,

320 are cyclic transformations and 26 are postcyclic, 260 of the cyclic transformations are used in

the generation of grammatical' sentences, and 60 are "mangler" transformations. We will detail the

syntactic capabilities of each of these types of transformations separately.

Tile transformations which generate grammatical sentences dre divided into the following

families (in this and the following lists of families of transformatione, each entry begins with the

mnemonic flag associated with that family; .the number in parentheses which follOws this flag

represents the number of transformations currently in that family):

ADJECTIVE- transformations (4), which are used-to form the comparative ("smarter",
"more beautiful") and superlative ("sweetest" "most upset") degrees of adjectives.

DATIVE- transformations (3), which allow for the alternation of indirect object phrases
with and without "to" and "for" ("John gave Mary the book" "John gave the book to
Mary").

`)

GR. ( = Grammatical Relations) transformations (11), which are used to find the subject,
direct and indirect objects, main verb, and other relationally defined portions of a
sentence, for ute in the Helcrsystem.

INF- (8) and INFERENCE- (3) tranformations, which were designed for use in a pr jected
, inference tutorial.

MODAL- transformations (14), which insert the various modal verbs: "can",
"must", "shall", "will? "is able to", "needs to", and "ougheto".

NEGATIVE. transformations (9), which include noun phrase negation ("no boys") as well
as verb phrase negation ("The boy does not like candy").

- ONE- (2) transformations, which insert the pronoMinal element "one", as in "I like the
green one",

PASSIVE. transforpatibns (51, which produce passive sentences, including l'agehtless" .

passives, such as ?The girl was humiliated",

PERFECTIVE- (2) and PROGRESSIVE- (1) transfoimations, 'which produce sentences
with porkctive ("The door has closud") and prow es1;ive 4"The boy 15 Funning") aspect.

co 4,1
'tY
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PHRASE-BDRY. transformations (3), which are Used to insert explicit phrase boundary
nitrkers in the tree; for use in the Pattern:Tutorial: I
PLURALIZATION- (3) andSINGULARIZATION- (3) transformatioris, which are used in the
Singular-Plu ral Tutorial. 4

PRONOMINALIZATION- transformations (14), which pronominalize various noun phrase
- positions in a sentence, in first ("I am happy"0), second ("The boy saw you"), and third

(I'The girl gave him a bdok") persons,

Q- (= Quantifier) transformations (17), .which insert quantifiers such as "some" and
"every", as wellas the numbers from one thiough ten.

RELATIVE- transformations (9), which include all the restrictive relative clause
possibilities; e.g. relative clause on subject, direct ol4ject, or indirect object, with The
target of relativization either the subject or object of the relative clause. (They include
transformations to produce infinitival relative clauses, such as "A bootZ to read' a well,
although the base,structures for these forms do not exisrat present). It is also possible to

'generate sentences with extraposed relative clauses; e:g. "The boy cried who was sad"
.from "The boy who was sad cried".

,

REQUEST- transformations (72), which create various forms of requests, from stark
' impeatives (suth as'Open the 4:born to.more elaborately polite requests ('it would
appreciate, it if you would open the door"). Jhey are primarilv used in the Request
Tutorial.

.

THERE-INSERTION, which p'roduces sentences with existential "there"' ('I-There was a
boy on the slide", "There was a girl crying")..

THIS- (3) arid THAT. (3) insertion transiormatiowhich insert the demonstratives "this"
and "that".

. ,

TOUGH- 'transformations (2), which produfe sentences such as "This rule is easy to
ridicule", "it is easy to ridicule this rule", etc,

WH. transformations (22), which prpCluce yes-no questions ("Is the boy eunningr)
well as questions'involving a WH.word.(such as 'who" or "what"; e.g. "WhO is crYingr,
"What did you see?"). It is also- póssible to question ouantified phrases, producing
sentencei such as "How many apples did Jolin eatl" In addition, transformations exist to
question genitive phrases (as fri "whose book"), even thougt).geniiive phrases are not"

.

available from the base.

WHIZ-DELETION trhnsforrnations (5) of various sorts. which.relaje relative clauses such
as "The boy who ;ias on the slide" with truncated forms such as "i he boy on the slide".

I.

21
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The utility transformations include:

AFFIX-HOPPING, wiiich insures that the participles following the auxiliary verbs "have"
and "be" are given the correct inflected form and that the person and number agreement
marker in a clause is placed on the appropriate verb or modal.

COMP/. (4) transformations, which insert subordinating conjunctions (or
, J

Complementizers) such as "that" and "for" into complement clauses.

s

DET.SOME/ANY.SUPPLETION. (2) transformations, which guarantee that the* correct
form of the "polarity" item "some" appears in the appropriate contexts; e.g. as klany"

N
after negation.

DO. (4) transformations, which insert the dummy element "do" in the required contexts;
e.g. in certain negative sentences ("Dianne doesn't like Chris") and in various questions
("Do itou know the answer?"). ,

NUMBER-AGREEMENT:which pauses the appropriate verb or modal in a clause to agree
fp in person and number with thesubject of that clause.

, t
PUNCTUATION- (5) transformations, which are used to insert commas in the appropriate

- places before and/or after "please" in various request forms. s.

SUBJECT-AUX.INVERSION, which ig used in the generation of yesno and wh-questions.

Base structures can be created which permit the application of all these transformations,

exdept, as noted above. There also exist- iransformations which lack the appropriate base structures,

although they are few. Such transformations have been tested on manually constructed base trees,

so it is known that they function correctly. Such transformations include:

CONJUNCTION. transformations (14), which allow for the iiroduetibn of various elliptical
conjoined structures, including conjoined sentences with elided subject ("John Sikes
Mary and hates Sue"), as well as more complex examples. r

...
..-1, .

EQUI, Which generates sentences such as "John wants to go",

.
c.

EXTRAPOSITION-OF.P"-FROM-N", which, produces sentences such as "A book came
Outfiy Chomsky" from "A book byChomay came out". .

INTRAPOSITION, .wIiich relates sentences such as "That F.\ would dos that seems
,

strange's and "It seems st!ange thal Bill Would do that".

b IT SPELL-OUT, vi -ituola-inserts expletive "it" in sentences such as "I( seems to be ,raining".

22
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S.

13ARTICLESHIFT, which allows verbal "particles" to shift arou'nd the object cf the Ilferb,
as in "He wrote the story down" from "He wrote down the story".

RAISING, which prqz.s/sentences such as "John seems to be happy't;' .;

. .. ,. -

REFLEXIVIZATION transformationS (3), which insert refIextvea info Various rioun phrase .,
1positions in a sentence under identity; e.g. "John heltJed 'John" .--i .4.1John heipeld . .

himself". -., .
.

- 4 1 ' .
.

: .. .'.
\ t: \ ' . . 0* '

%In addition' to the transformations which produce :granimatieal seragncei, there also exist,- .'
... ,.

..) -.
. ,

"mangler" transformatiOris which deform the syntabtic structures prpduced by the !Main set of
o - ,

I .`transformations. These are of two types: those which prixfyceungramrnatical sI entences found in .the
. -

writings of deaf students, (they.are flagged with the suffix -/DE,g); and tlipsewhich produce varicps
..." 1 q . 1 1. ,, ' ,6 6

. ,r
,

deformations of grammatical structures which are pot pecessarily cifiractenspc of deaf studepts .

'
. . ,

(they are flabged with the suffix -"). At present there.are.,40 deaf traniformations and 20 detouring
4Z -

1 : ' . : XX .
i

transformations. The cönstructions for whidh deafyansformatiOns.eitist.are: '. - 1., . , ....
4 0 .6

a' :tt4
. . . .. 6..

BE- (5) and HAVE- (2) transformations. which duplice.te. Hie, ainVisiorl.'and. misuse' of,..
these twO auxiliaries by deaf students: .'tBe",end "have're Clelgted by some, of these:
transformations, and, in some cases; are sybatitutedfor each, bther...(e.g. "The boy has t V. . . ..t ,

N running", "The man is a coar). . 6.. .. ,
. h A s7. ' 1 '

. .. , ,. . ,,

. COMPLEMENT. transformations (8), Athich,combine partions of injirlitival-ahd gerundive .

complements in the ways that deaf SludéntS do; e.g.. "Th teacher asked the boy's to
..-*

0 being nice". : -. - . ':' ,
. "

. 6 ' .1 . *

X

, .
CONJUNCTION. transformationi (4), ..-"whicth\ prodtke d. formation5 of co(ijpined

'structures.
.

.% %

.

LADV"- transformations (2), which/confuse different types of 4.1erbial Musses:

,
N" transformations (1), .which oetform vanus deletions and deformations pn noLin.
phrases. 4

1 6
X

'. N ' Ix
II 6

NEGATIVE- transf,ormatiöns (6), which substitute !spd" for "not" and/or Move the -..

negative particle td pciSilionswhere negation does not,appear in standird Eilglish.
.! . ' ... .-

OBJECT-DELETION, which produces ex'amples such as "The woman got".
,. ... - .

PROGRE'SSIVEDELETION. whic)). prod.uces examples siidh as "Jake was run' . '..
-J

. C
RELATIVE-PRONOUN. transformatiorls (3)1

t
which milac various deaf rolativization

strati,Ve. o.g. ''fl1..: Oil Adiake KA lug is pretty't.. - -. . , . .

r ` 23-
I

_



A

S.

Bolt Beranek and Newman Inc. Report No. 4771

. 1.
WH- transformations (3) and SUBJECT-AUX-REINVERSION, which are used to produce
typical examples Of deaf question formation.

Deforming transformations of the following type exist:

-DELETION- transformations (10), which delete various constituents in a sentence.

REQUEST-PLEASE- insertion transcformations (3), which insert "please" in requests in
,p6sitions where it sh-ould not ()Cow'.

-SWITCH transformations (7), which scramble the order of Constituents in a sentence.

Another type ortran§formation is the Post-Cyclic,Transformation. Transformations of this type

apply after all other transformations have -applied and have as their domain the entire se4ence

Inormally, transformations are limited to a single'clause of a sentence). This type of transformation

was created in oideo allow the morphing Process (which produces the inflected form of Words

whose root form appears in the treerto be done by transformation. This allows ILIAD to retain

information about the syntactic structure of each senterice generated. This Oformation, in turn, has

t been uSed to conStruct Help and Hint mechanisms for variRuStutorials, to aid the students.

Thepoit-cyclic transformations are divided intothe following families:

MORPH- transformations (14), which produce the correct morphological forms of the
*different parts of speech; e.g. the plural forms of nouns, the inflected foriris of verbs, the

correct forms of the perlective, progressive andpassive participles, the compiratlie and
superlative forms of adjectives, etc.

'PRONOMINALIZATION-WARKING (4) and -SPELL-OUT (3) transformations, which mark
the correct Cases ,on pronouns (e.g. NOM[inative]) on Subjects of finite daises,
ACC[Usative] on Direct Objects, etc.) and produce the correct inflected forms of
pronouns (e.g. "him" for the Accusative singular form of the third person masculine
pronoun).

RELATIVE-PRONOUN-SPELL-OUT- transformations (2), which proouce the correct
forms of the relatiire pronouns; i.e. "who" in relative clauses on a Human head.noun and
"what" otherwise.

WH- SPELL-OUT transformations (3), which produce the correct forms of the WH
question words; e.g. "who" or."what" for the interrogative pronouns which question .

nounphrase positions, as well as "which" and :'what" (as in "'which stories"), "how
many" (as in ",how many boys")%nd "how" (as in "how intelligent").

4.

Figuies 3 a and 3-7 show the stiucttue of a sentonLe hefore and altar 'the application of "the
s

tipitropriatoPostCyclic Trandortnation& . ..

24 4..re
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4

S' [ TRANS.1 ]

COMP [ -WU l
71-

N" +N -V PER .3 -DEF NU.SG +HUMAN GENDER . FEMALE SOCSTAT .2 ]
DET [ -DEF NU.SG

the
N' [ -V PER.3 -DEF NU.SG +HUMAIA' GENDER.FEMALE SOCSTAT.t ]

N [ +N -V PER. 3 -DEF NU.SG +HUMAN GENDER.F EMALE SOCSTAT .2 ]

girl

V" [ -N +V +PASSIVE +INDOBJ +TRANS ]
AUX [ .ClauseNumber. 1 -NEG ]
V' [ .1-N +V +PASSIVE +INDOBJ +TRANS ]

V [ -N +V +PASSIVE +INDOBJ +TRANS ]
V [ -N +V +PASSIVE +INDOBJ +TRANS ]

ask@
TNS [ +11 NU.SG PER.3 +M +A -H ]

past
N' [ 4-N -V PER.3 +DEF NU.PL +HUMAN GENDER . MALE SOCSTAT .4 3

DET [ +DEF NU.PL ]
the

N' [ 4-N -V PER.3 +DEF NU.PL +HUMAN GENDER.MALE SOCS1AT. 4 ]
N [ +N -V PER.3 +DEF NU.PL +HUMAN GENDER.MALE SOCSTAT . 4 3

gen tl eman
N' [ +N -V PER.3 -DEF NU.SG 3

DET [ -DEF NU.SG 3 *V'
a

N' [ +N -V PER.3 -DEF NU.SG ]
N [ +N -V PER.3 -DEF NU.SG ]

question

Figure 3-6: Unmorphed Tree Structure

3.1.3 Control Capabilities

In order tO manage the creation of the base trees and the application of the transformational

rules, there are severaflayers of control mechanisms. The first of these is a set of constraints that

direct the operation,of the base component and indicate which transformations to try. The base

constraInts were discussed in Section 3.1.1; transformational constraints simply indicate which

transformations are to be tried and which are to be ignOred. There are a number of dependencies

which eXist among constraints. For example, if the transformational constraint for the passive

transformation is turned on, then the base component must be instructed to produce a direct object

and to choose a main verb that may be passivized, if the base constraint for a direct object is turned

off, tlwa the base constraint for an indirect object must be turned off as well A data base of

implirdtions contruk till application of constraint:, so that wlitm.:v,:r a Lon.,traintr:,!..i:t (or turned olf),

the hme and/or tramfornutional constraintt; that ih value implies are also set.



Bolt Beranek and Newman Inc. Report No. 4771

S' [ TRANS.1 ]
COMP [ DWH ]

N' [ DEF.NIL +N -V PER.3 -DEF NU.SG +HUMAN GENDER.FEMALE SOCSTAT.2 .]
DET -DEF NU.SG ]

the
N' [ +N -V PER .3 -DEF NU.SG -:-MUMAN GENDER.FEMALE SOCSTAT .2 ]

N [ +N -.V PER . 3 -DEF NU.,SG, +HUMAN GENDE.R. FEMALE SOCSTAT. 2 ]
girl

V" [ -N +V +PASSIVE +INDOBJ +TRANS ]
1WX [ Cl auseNumber. 1 -NEG ]
V' [ -N +V +PASSIVE +INDOBJ +TRANS ]

V [ ROOT . ask -N +V +PASSIVE +INDOBJ +TRANS ]
asked

N' ' [ +N -V PER.3 .+DEF NU.PL +HUMAN GENDER.MALE SOCSTAT.4 ]
DET [ +DEF NU ]

the
N' [ +N -V PER. 3 +DEF NU.PL +HUMAN GENDER.MALE SOCSTAT .4 ]

N [ -NU ROOT.gentleman +N -V PER.3, +DEF NU.PL +HUMAN ,

GENDER.MALE SOCSTAT .4 ]
\ivy gentlemen

' [ DEF.NIL +N -V .PER. 3 -DEF NU.SG ]
DET [ -DEF NU.SG ]

a
[ Li-N, -V PER. 3 -DEF NU.SG ]

N [41+N -V PER .3 -DEF NU.SG ]
question

Figure 3-7: Morphed Tree Structure

But constraints and implications are not sufficient to permit easif specification of syntactic

consiructions. The notion of "syntactic construction " transcends the distinction between base and

transformational constraints and does not necessarily depend on their implications. One should be

able to specify a syntactic construction such as passive cr relative clause without having detailed

-knowledge of the constraints or their implications. In addiliori, one might want to request, say, a

relative clause on ihe subject, wittiout specifying whether the target of relativization is to be the

subject or object of the embedded clause.

The ability of.NIAD. to generate different syntactic constructions is greatly facilitated by a set of

data structures called synspecs (an acronym for Syntactic Specifications). Edch synspec contains all

the information necmsary for.thageneration of given form. .This is pseful because even a seemingly
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simple construction may require the operation of several transformations, as well as particular base

structure constraints. Each synspec contains a list of the appropriate base constraints and

transformational constraints, the synspecs that could be 'used to generate a related incorrect

sentence, and a description and examplesfor purposes of documentation, and other synspecs which

are compatible or incompatible with it. When a synspec is ad:rally "processee during the

generation of a sentence, the constraints take effect so that the desired form js produced.

Because each synspec is a "specialist" for-a-single constructionsynspecs-are-of-greatutility in

both the Playground (see Section 5.2) and the tutorials. Since the number of syntactic constructions

available in ILIAD now is quite large, it would be difficult for everyone to know all the base and

transformational constraints for each construction, or even for a large subset of them. Synspecs,

however, allow a user to generate any desired construction by simply invoking the appropriate

synspec.$ince synspecs bear mnemonic names, such as "passive-sentence", "transitive-sentence",

"yes-no.question", etc., it is usually straightforward 'to find the synspec associated with a given

construction. Moreover, each synspec also contain a description and/or example of the type of

sentence it produces. Thus, in case the name of a synspec is ambiguous, it is easy to examine its

description or example to determine exactly what sentences it produces.

Synspecs have also permitted the simplification of individual tutorials. This is due tc. the fact

that, various tutorials may generate the same constructionsyes-no-questions, passive sentences,

various types of relative clauses, etc. Without saispecs, it would be necessary for each tutorial to

contain the base and transformational constraints for every construction used in that tutorial. In the

case Of constructions which appear in several tutorials, this information would be re.dundantly listed

in each of these tutorials. With synspecs, this information needs to be stated only oncein the

appropriate synspec. An individual tutorial, then, need only know about those synspecs which

produce the constructions it needs. Synspec names are also used when a student is specifying the

kinds of sentences a tutorial should produce (see Section a. 1).

In addition to information about base and transformational constraints, synspecs also cri)tain

other types of information which may be useful in different tutorials. We have already mentioned that

each synspec contains an example of the construction which jt produces. Such Examples may be

called by the Help system. ir. those tutorials which allow a student to selct different construction

types, when s/he is hot cer tain what a given construction is. Various synspecs have a Question for.

27
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Student property which may also be used in such tutorials. There is also a Possible.BadThings.to.Do

.,property, which associates with an individual synspec one or more synspecs which produce

corresponding non.standard English sentences.

A sample synspec is shown in Figure 38; the complete list of 251 synspecs is given in tile report-

"ILIAD Data Base Reference".

passive:sentence

BaseConstraints : ( ( PASSIVE

TransConstrints : ((PASSIVE-AGENT-DELETION

ontredicts :

Level :

.

(intransitive-sentence
predicate-adject ive-compari son-s entence

predicate-adjective-sentence
predicate-adverb-sentence
predicate-nominal-sentence)

1 Don tUse
2 UserChoice
3 UserChoice
4 UserChoice

UorStudent : "passive sentences?"

Ixamples : ("John was punished by the teachers.")

PossibleBadThings : (be-deletion delete4y).,

Figure 3-8: Sample SynSpec
40.

Finally, it should be noted that there is a special type of synspec, the meta synspec, which,

rather than setting up base and transformational constraints directly, can call other synspecs, by

interacting with the constraint mechanism (whiCh is discussed in Section 5.1).. This is useful in those

instances: where a construction has various subconstructions. For instance, the ,meta synspec

relptive-clause will randomly call either one of the synspecs relclause-on.subject or rel-clause-on-

object. This synspec is.useful, then, in cases where a relative clause is required, but it does not

matter whether the relative clause appears on the subject or the object of a sentence. However, in

those cases where a, relative clause must appear in one position or the other, the latter two synspecs
.;..

are available. Thus, mota synspecs allow for the creation of more geneial com.truc.tion types,
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whereas synspecs allow for the selection of specific sub-types of a given construction. An example of

a meta synspec is giveh in Figure 3-9.

question

Requ i res :

Cont radios : (imperative declaratiVe).

(yes-no-question wh-question)

Level :
1 UserChoice do
2 UserChoice
3 UserChoice
4 UsenhOice

Figure 3-9: Sample Meta SynSpec

3.2 Semantic Capability and the Dictionary
This section will describe the semantic component and the structure of the dictionary. Central

trithe capability of the semantic component is the organization of words In a hierarchical semantic

.netwOrk which will also be discussed.

3.2:1 SeMantics

As-the base component builds the base structure tree, it performs lexical insertion by picking

words at random from the syntactic category needed in the tree and then using the semantic

component to determine whether the selected word is semantically compatible with words chosen so

far. In order to accomplish this task the semantic component is equipped with the following types of

information:

1. The selected word together with its syntactic relation to the current situation.

2. A list of semantic constraints imposed by a higher syntactic structure which the
chosen word has to satisfy. F'or example the word considered as a candidate 'for
the direct object of the.verb "eat" has% satisfy the constraints attached to "eat"
under the direct object label. ThoSe constraints indicate that the candidate word

* should belong to the semantic category of FOQD objects.

3. A list of registers which include syntactic andsemantio description of th a stnicture
constr ucted so far.
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In addition to the requirement of satisfying semantic* constraints, the chosen word may cause to be

set semantic registers which convey its meaning. Those registeis are then checked against_the

current registers list to find out if they confliCt with already existing registers. In a case of conflict the

process is aborted (i.e., semantics rejects the word) and control returns to the syntactic component

for another word choice; otherwise the new registers are added to the context and generation

proceeds.

This mechanism provides the semantic component yith a sophisticated way of referring to

diffent leyels in the,base tree, and thus makes it possible to accept or reject a word on a more.global

basis than the semantic constraints permit. The following example will clarify the function of the

registers: assuming the verb "wear has been chosen as the main verb of a sentence, its subject is

tested to verify that it belongs to the semantic category of HUMAN objects. The success of the test

will invOke the setting of the subject's GENDER register because of its possible relevancy to the

selection of the direct object. Then, if the word "skirt" is passed to the semantic coMponent as a

candidate for the direct object, semantics will attempt to set the register CLOTHES-FOR to FEMALE

since skirts are intended for females only. This attempt will succeed only if the GENDER register of

the subject is set to FEMALE, thus a sentencesuch as "The pretty girl wore a skirt" may be generated

but "David wears a skirt" is rejected.

The semantic component is also aware of syntactic registers that might affect semantic

considerations.4,Information about the NUMBER register of the subject and the direct object plays an

important role when a verb like "ride" is under consideration. We do not encourage the generatiOn of

odd sentences Such as "The boys have eaten ,the cookie" ,or "Debbie rides the bikes". Instead we

generate "The boys have eaten the cookies" and "Debbie rides the bike". Determiner registers

guides the semantics of predicate noMinals: when both the subject and the predicate nominal are

known to be indefinite, the subject will have ko bear a class membership relation to the predicate

nominal, as in "A ball is a toy" .

In order to handle the semantics of relative clauses efficiently, the semantic component

includes a special mechanism for determining if a word chosen as a candidate for a verb in alower

clause is semantically compatible with the main verb in.the upper clause. This is accomplished by a

"backward" checking where all the semantic constraints of the "new" verb are checked against the

corresponding registers in the registers hct. If these new constiaints violate any exit,ting register

1-1
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values, semantics rejects the verb. For example, in generating a relative subject on the subject for the

sentence "The boy kissed Mary", the verb "cry" will be eliminated because the semantic constraints

attached to its subject slot specify a negative emotion direction, while the emotion of the subject's

register has already been set to positive when "kiss" was chosen.

The mechanisms described above provide the semantic component with powerful tools to deal

with.the semantics of the following sentence types transitive and intransitive sentences, predicate

adjectives, locative adverbs, want complements, that complements and sentences with relative

clauses The semantics of predicate nominals have been deeply investigated and have turned out not

to be trivial at all (see the thesis Representation of Nominal Concepts in Semantic Networks:

Application for Generation of Predicate Nominal Sentences by V. Shaked cited in Section 7.1).

3:2.2 Dictionary

The backbone of the dictionary structure is the semantic network which defines a hierarchical

organization within the world of actions, objects and states. Figure 3 10 illustrates a partial semantic

network. The semantic network consists of two components. concepts (IN UPPER CASE) and words

(Capitalized). Concepts which are the nodes of the network represent sets of words that are closely

semantically related Ea h concept may point to its superconcepts and/or subconcepts. Words are

the "leaves" of the network nd have links to their appropriate concepts. For example, the words

such as "boy" and "Bob" are linked to the concept "BOY" which further points to its superconcePt

"CHILD".

Currently, the dictionary contains about 112 different semantic classes (concepts), 114 verbs,

121 nouns, 37 adjectives and 9 focative adverbs as well as determiners, modals and other closed-

class words A complete listing of the dictior ary may be found in 'ILIAD Data Base Reference".

Associated with each word are 5 kinds of information:

1. Parts of speech* A word maY have more than one*part of speech. For example, the
word "kiss" is a verb and a noun.

2. Features: Syntactic, semantic, morphological and semantic "actions to be

executed" are features of words which are processed as a word is added to a
sentence Syntactic featurLs include such things as + or - pasgive Lnd + or -
transitive valuer.. Morphological features show how the (+ford is to be inflected. A
link callr?.d EXAMPLE/OF indicaltt that a certain word in an instaig. of a more
gem!: al concept It distinguishes iwtwt,en the rolation that words like "dog" or

17) 4
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ABSTRACTOBJ

GAME

Game

Football

Bob Alicia Man Woman b og Cat

Dan Girl Policeman Lady Poodle

Boy Nan Mailman Betty Bulldog

Bully Debbie Bill Mrs. Green
Gentleman
Mr. Green

Figu re 3- 10: Portion-of ILIAD Semantic Network

"cat" haye to the "ANIMAL" concept, and the rglation that the word "animal"
bears to the same concept. This link has b)een introduced mainly to assist the
semantics of predicate ndminals.

3. Constraints: Semantic constraints are specified for the various syntactic case slots
that a word might haVe. Much effort has been put in exnanding this kind of
information, and syntactic constraints were taken into consideration too. In the
event that semantic information applies to a group of words (i.e. concepts) it is
attached to the concept and is inherited by the words. The fact that nouns such as
"boy", "man", "girl", can be modified by emotional adjectives, is attached to the
concept "HUMAN". This way the necessary semantic information is stated only
once instead of repeating it for each word separately.

4. Complexity: The difficulty level of words can be specified, e.g., Level 1 words would
include "play" and "happy" while Level 4 would include more sophisticated words
such as "humiliate" and "edible".

5. Vocabulary Type: The main ILIAD vocabulary is a "Playground" vocabulary
focusing on persons. animals, objects. actions and locations msociated with a 'b

children's playground. The purpme of multiple voc,tbulaiies it; to allow tIm student

tr
t") t)
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to change the topics in the tutorials simply by changing to another vocabulary type;
changing vocabulary type, however, will have no effect on other syntactic or
semantic constraints which have previously been set. ILIAD will make it possible to
focus on grammatical aspects of English.in a variety of contexts.

As the semantic network expahded and more information was added to the dictionary, we

realized the need for a routine to control_errors that might_occur during the iqftutof new entries to the

dictionary. This word definition routine minimizes the amount of information.typed,by the user, and

interacts with him/her through a prompting process. The dictionary maintenance functions are used

when words are edited, and it herps keep track of which dictionary file's need to be remade. This

mechanism has made it possible for some people who viere not programmdrs or Clevelopers of the

ILIAD system to enter new vocabulary with a minimum of training.

3.2.3 More Powerful Semantics

The semantic network described above constrains the sentence generation of ILIAD so that

anomalous sentences ar,e avoided. But a problem arises when more than one clause is generated,

whether in a single sentence (e.g. a relative clause) or in a sequence of sentences. The clauses are

essentially independently generated (although clauses within a single sentence must satisfy inter-

clausal constraints), so they are not necessarily semantically related. A sequence of such clauses

can seem non.coherent to the ILIAD user even when each sentence is acceptable itself.

Another problem with simple network semantics arises because the semantics operate

essentially as a filter. Out of the universe cif syntAically acceptable strings, it rules out only those

which are strongly semantically anomalous. This can cause a problem with efficiency, since backup

may be needed before a semantically acceptable string is found, and It can also generate subtly

peculiar sentences such as "The fire chief writes the storles which is certainly not anomalous, but

which is a bit unmotivated.

To deal with these problems, a new semantic system was designed which allows l'epresentation

of more information, including both general semantic knowledge and representation of specific real-

world situations this system is based on the knowledge representation language KLONE, with both

deletions of substantial porticns of the present KLONE system ond a few extensions anpropiiate to

the language generation domain.

The KI.OtIF SOlh lac ::,,tuto uses the banic cure,huctn of CONCUPT (N.f.entlally a t.tructumee
,
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,

object), SUPERC (for hierarchical relations), and ROLE (for arbitrary structured relations). Syntactic

processing is facilitated by the addition of SYNCQN.CEPT (syntactic concept) nodes and POS (part of

speech) links. While these syntactic types could have been included as instances of o ther KLONE

nodes and links, their spparation from the semantic inforination partitions the network and reduces
Q .

the size of the search space when accessing network information-.

The proffem With- UtilatiVated-sentencesis-deaftwitirty-the-ROLE links. *Each'ROLE specifies

a relation between objects or classes of objects (e.g. A perdon has a height, or Jim is 6 feet tall).

These ROLEs contain exactly the information which we are likely to want to generate, so we can

search the lisslIKROLEs to determine candidates for generation rather than picking random Words

and then checking for anomalies. The semantic system' can also mark the information associated

with a ROLE as obligatory or optional and may indicate hoW this information is to be expressed (e.g..

an agent of an action might be marked as obligatory, expressed as grammatical gubject). it may even

mark the information as known but not usually expressed (e.g. every person has a head).

The problem with multiple clauses is also relatedlo the lack of sufficient information in ordinary

semantic networks. ROLE information is one type of missing information, but more important for

multiple clause coherency is the notion of specific (real-world) informatiOn. KLONE distinguishes

between wrens and individual concepts, and between role definitions and role fillers (essentially

generic and individual roles). The KLONE semantics uses this distinction to separate general

information (e.g. a boy is a child) from specific information (e.g. _Fred is tall). A collection of specific

information (e:g. a set of.facts makilig up a aescription, or a set of.actions makin a s ) is called an

instance. Sentence generation is done using the information making up tile ins ance, so thateach **.

sentence will'be related to the same set of facts, and the set of sentences will exhibit greater

coherence.

An instance describing a particular situation can tie hand-coded, but in this case the sentence

generation would be limited toexactly tile participants and specific actions coded, reducing the

fleXibility of generation which is a major feature pf t1.1 ILIAD system. To extend the generation range,

a new level of description, called the scenario, hrsinen inclOded in the KLONE semantic design. A

Scenario is a structured collection Of information whi..h includes generic as well as specific facts. For

example., an instance Might be [Joe chasiki Mary. Mary cried.], while a related scenhrio could be [A

did a negative action to a person. That purson ci led.] Using scenarios, .a wide variety of
A

p.



Reporl,No. 4771.

" ,

Bolt BefAnek and Newman Inc.

sentences can be geneFated, while btill maintainin6 the
4

coherence resulting from the use of

instpces. This is achieved IV lAstantiating a scenario and using the resulting instance for generating

a set of sentences. When an unrelated set of sentences is to be generated, a different instantiation

can Ele used. This instantiation is done by combining The information from the scenario (e.g. ,A bully

'did a negative action) with specific and general information coded in'the network (e.g. Joe is a bully.

To chase is a negative action.)
. ,

e

The use of specific instances for generation also helps with some problems relating to
.

- reference. In the networkbased se mantic system, choice of definite or indefinite articles is made

randcirnly, and pronominalization is triggered by use of the same word a second time. In the KLONE

sema ntics, eacp, word has a referent in the KLONE network, and the referents can be marked

according to whether they have been expressed, so an indefinite article is generated when an object

;tot previottsly mentioned is used, and a definite article when the object is marked as previously

express'ed In a similAr way, pronominalization could be triggered by identity pf referent rather than

jdentity of word. -
:

Many of the, ideas fOr the KLONE semantics have been implemented in the MicrolLIAD system.

, A small KLONE network waS used, containing both general and specific information, and sentence

generation demonstrated the ability to use the general information to create a variety of sentence

forms to describe a'single action, as well as the use of reference markers .to handle definite and

indefinite Articles. The majorpart of the design which has not been implemented is the use or-
te

scenarios and instantiation, as all present MicrolLIAD instances have been handcoded.

NV

2
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4..The Language Teaching of ILIAD
The language tuterials Mediate between the sentence generating mechanism and the student.

Thus, after the studeht makes,choices regarding sentence complexity, a "prescription" is passed to

the sentence generating rrlechanism which determines the complexity of sentences to be generated

for a particular'tutorial. A fundamental principle of ILIAD tutorials is to provide the student With as

much control as possible over the content of each tutorial 'session. This requires a c6ntrol
_

mechanism which allows the student to make all sorts of sPecifications as to the type of sentences to

be generated, without falling.;nto the trap of making invalid or contradictory specifications. This

meghanism takes the burden off the student of understanding precisely what each type of

specification entails or prohibits and in so doing frees the student to experiment and try out new

sentence types. This, in turn, leads to greater.variety in the tutorials and greater student interest ai

well as a fuller use of the system.

ILIAD has several language tutorials which are described below in detail. The examples given

wer all produced in actual use, though the interaction §. have been slightly edited for 6revity and

ity.

. -

4 1 General Tutorial Featu res
The tutorials are all designed to to epee& as uniferm as possible to the student so that the

in erection remains familiar no matter which tutorial is being used. This section discusses those

fealures which are common to alithe tutorials.

%

4.1.1 Levels

The tutorials have four different level§ of difficul4, which the student can- choose among. As
-

the difficulty level increases the range of possible sentence types increases dtts this in turn allows ihe

student a greater variety of sentence types fo work with. For instance, sentences involving relative

clauses are only presented at the higher levels.'

In addition to the difficulty level, the student can also specify one of four vocabulary.levels,

ranging from very simple words to those which a deaf student might not be expected to know even at

the high school level. This governs the types of words that the tutorial will make use of fn the

sentences it produceb.and in 'the comments ft makes to the student.

_I r)
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These two Jevel specifications give the ILIAD tutorials the potential to be Used by a widely

differing range of students from the very naive te the quite sophisticated In addition, as a stUdent

progresses and begins to master,one level s/he:can simply increase the levet of the tutorhi ancAe

freshfy stimplaMd with more complicated sentences. ;The ability to control the Icabulary level

independently of the syntactic level makes it possible for a student to experiment with these variables

in order to find the combination.that s/he is most corrifortable with, as well as permitting the overall

complexity Of the sentences produced to be increased very gradually.

The followig transcript shows a student's interaction with ILIAD.

ILIAD Version 6

What is your name?
>jack

Thanks, Jack.

[The student's name is remembered for later use. Now the set of possible.tutorials is
st3own.]

You can...
1. decide vitmither sentences are good or bad
2. play with singular and plural se.ptences
3. make questioni
4. match sentence patterns .4.
6.. learn how to use Please

,6. learn about pol ite reqUests

lio you want 1, 2, 3, 4, 6 or 6?
>3

You can see...
1. short sentarices
2. aedium. sentences
3. long Aentences
4. very long sentences

Do you want ar1, 2, 3 or 4 ?
>3 ,

[This is the syntictic level choice.)

4.
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The sentences can use...
1. very easy words
2. easy words
3. , medium words

4. hard words

DO you want 1, 2, 3, or 4 ?
>4

f

. [This is the vocabulary level choice. At this point, ILIAD branches to the particular iutorial
that was chosen.]

4.1.2 Messages,to the Student

Congratulatory messages are printed in response tb a correct answer.by the student. The eiact

message printed depends on the level that the -student is Working at and sometinles includes the'

student's name. This is interided to make the tutorials friendly and to hold the student's interest so

that a sophisticated,student is rewarded with stimulating and unusual messages. On the other hand,

the messaged.giver in response to 'a wrory_answer are short and direct so as not to reinforce

incorrect answers; these too vary depending on the syntactic level selected by the student.

4.1'.3 Uniform Commarids,

To make the ILIAD system as' easy as possible to use for Students who are not necessarily

familiar with computers, it was decided to make the entire student interaction uniform and

homogeneous in the sense that. all points of interaction will h.ave the same reqUesti* format and

standard options for student input. This was achieved by having One function that co ntrols the

.student interaction. This function can have many different types of arguments so that it can,tie made

to expect,pne of three types of input from the student: (1) a sentence, (2) one word, (3) some option

from an options list.

The uniformity is in the standard options that can always betyped by the student to the ">"

prompt. Thus the student has to know only these few standard options to be able to use the system. In

fact, the student has only to remember one, the questien mark, since typing that will show all the other

available options.

.,
The standard options which are always available are to end the lesson, to send a message to

. .. . .

the system developers (this feature has twen very useful for conveying suggeLtions and bug repot tr,
..

0
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to the programmers responsible for maintaining the system), to change the student's,choices about

the kinds of sentences to be produced, to repeat the most recent question, and to get help or a hint.

If the student uses the Help option, s/he is given a message that provides some useful

information relevant to that particular, point in the system. For example, when the system asks the

student if s/he wants to see negative sentences and the student not knowing what is meant by

negative sentences, types Help to find out, some examples of negative sentences are given and then

the > prompt is given again:

Do you want to see ...
negative sentences?

elp
0

Mere are some exampl es to help you.
The apple isn't good.
John did not see Mary.

Si>

'At this point, Help messages have not been built into all parts of the system. However, the Help

mec h ia ism has been set up so that adding those various messages s now a simple matter.

If the student chooses the Hint option, s/he is given a hint relevant to that particular point inlhe..

system. This is similar to the Help option above, but can be more specific.

Since the ILIAD system has extensive "knowledge" of syntax which it uses to build a sentence,

it can use this information to further instruct the student. The Help and Hint mechanisms do just ihat.

Thus, they can provide informafion as to the various syntactic parts 6i a sentence, suth as what the

subject or object is, or information concerning the verb and how to chan9e its tense. This use of the

Help/Hint mechanism will be illustrated in the tutorial examples below.

4.1.4 Syntactic Choices

The synspec constraint mechanisin -allowS the tutorials to make full use of the wide variety of

sentence types that the sentencegenerating component can generate. The constraint mechanism
-

was necessary tb ensure that only sentences desired by the s'tudent 'andftplicaLle to each tutorial

were gen arated. The constraint mechanism allows tlie tudent to specify wirious choices to control

the 'typvs of sentences that are generated within each tutorial The student is piaented with a set bf

clioit-xs of syntactic structures the elements of which are (tete! nuncd by the syritactici6el s/he has
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already chosen. 11 le student can choose any number of these structures, and can refuse any number

of them as well. As- the choices are made, the set of subsequent choices expands and contracts so

that at all times ILIAD displays only choices which are compatible with the tutorial, the student's

previous choices, and the current level Of syntaclic complexity. The choices made by the student

remain in effect for the duration of the tutorial, but before each sentence is generated the tutorial

makes further random selections to produce a variety of structures in the exercises. Additional

explanation of the constraint mechanism is given in Section 5.1.

4.2 Sentence judgement Tutorial
The judgement tutorial generates sentences of various syntactic types and requires the student

to judge whether the sentences are grammatical or not. The major syntactic constructions used in

'the tutorialinclude negation, yes no questions, wh-questions, and relative clauses on the subject and

object; the use of these constructions is governed both by the syntactic level chosen by the student

and by requests for specific types of sentences.

The judgment tutorial shows the full paver of using a transformational model in that it is

possible tp generate socalled "Deaf English" sentences. This means that the tutorial can present

sentences that are incorrect in a way that is typica: of the types of mistakes that deaf students make.

An example of an interaction in this tutorial is the following:

SYNTAX TUTORIAL - you will decide whetker sentences are goad or b'ad

Now you will choose the kind of sentences you want.
Type choices to see additional choices; type go when finished.

[The constraint choice mechanist() illustrated here was implemented in the last six months
of the project and an appropriate student interface has not been rveloped. The system
appropriate for stuident use would present examples to communicate choices rather than
a list of linguistic terms.] .

declarative
qu, estion
predicate-nominal-sentence
negative-sentonce
>>declarative
>>go

- imperative
predicate-adjective-sentence
predicate-adverb-sentence
relative-clause
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Ok. Now we will start!

1. - The bullies bought Mary a baseball.
Is that sentence good or bad, Jack?

I can't wait any longer, Jack.

[The tutorial is designed to wait a certain amount of time,'at which point, if the student has
not responded at all, the correct answer is given and the next exercise is presented.]

You can say
The bullies bought Mail; a baseball.

2. The child stays on the bike.
Gbod or bad, Jack?
>good

Absolutely right!
You can say

,The child stays on the bike.

3. The girlswill no send the clever bylly a baseball.
Good or bad, Jack?
>good

That was wrong.
It could b

The girls won't send the clever bully a baseball.

4.3 Question Tutorial
The quqption tutorial generates statements and asks the student to change them to yesno or

wh-questions. The student .! -termines the complexity of the statements the system creates, choosing

whether,or not to include such sentence characteristics as negatives and, if working at a high level,

relative clauses.

4
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iti******44,6***************************************.**********************

[In this example, the student chose to work with .yes-no questions at level I with
vocabulary level 1.]

1. The kid was smiling.
Make a yes-no question.
>was the k d smiling

[Noie that the student does not have to have the correct capitalizgon or punctuation to
have the answer judged correct.]

Good thinkingl
Yes, the kid was smiling.

4

Z. The coats stay on the sled.
>0*

[Here the student requests the complete answer by typing *3

Do the coats stay on the sled?
Yes, the coats stay en the sled.

3. Pat we.s smiling.

[Now the student will request one word of the answer at a tims by typing a . The italicized
portion of each line was typed by the system.]

>Was *
>Was Pat
>Was Pat smiling?
Yes, Pat was smiling.

4. The boys played.
>did the boys played
>Did the boys play
Good thinking, Lynl
Yes, the boys played.

5. The toy was new.
>hint
Type ifi a YES,NO. question.
>was the' toy new?
Super!
Yes, the toy was new.

[In the following transcript. the student chose to work with wh questions on the object of
the sentence, at level.4 wit-h vocabulary level 4. Notk.e thafthe congratulatory messages
are more compla than those biven above.]

43
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1. The adults brought Ms. Brown a dog.
Make a WH-question about the.object.

>what did the adults bring Ms. Brown?
A worthy effort, Lynl

2. The boys loved a woman.

[The student requested that the whole answer be displayed. Since she did not completp
the answer herself, no congratulation is given.]

>Who did the boys love?

3. The old teacher will mail Mr. Green a letter.
>*
>What will the
>What will the old teacher mail Mr. Green
Prodigious!

4. The old fire chief got the woman a pet.
>what did
>What did the
>What did,the old
>What did the old fire
>What did the old fire chief get the woman
>What did the old fire chief get the woman
Superior!

6. Jane wrote Andi a letter.
>hint
Type An a WH question.
>what did Jane wrote Andi?
>What did Jane
>What did Jane write andi
I couldn't have done it batter myself!

2
[The following examples were taken from a session in which the student wanted to work
on whquestions about the subject of the sentence, at level 1 with vocabulary level 4.[

1. Kevin was smiling.

Make a WH-quostion about the subject.
>who was smiling?
Super 1

44
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2. The boy wasn't skiriping.
:Make WH-qaZtion about the subject.
>who wan ' t skipping?'
>Who wasnt
>Who wasn ' t skipping
Super l

3 . Nan didn 't lock the gate.
Make a WH-question about the subject.

. >who didn' t lock the gate?
Nicol

4. The poodle wasn't barking.
>.
>What wasn' t barking?
Super I

h,
-6. Dr.G.Unski was riding the bike.
>who was .
Who was riding the bike?

("1

4.4 Subject-Verb Agreement Tutorial
The subject-verb agreement tutorial asks the student to change singular subjects to plural, and

vice versa, and to make the apPropriate morphological adjustments to nouns and verbs. The student

may also control the syntactic complexity of sentences in this tutorial.

Here is an example of the interaction in the singular.plural tutorial where the diffica, level is

set at 4 and the vocabulary level is set at 2:

1110111.1111111111114110111414114110414111W401011411.11M111.11111110411.41101010101010111111114141411.1111011101M1110*.MMIO

SINGLE/PLURAL TUTORIAL - You wi 1 I change sentence; .

Now choose the kind of sentences you want.
Type choices to see addi tional choices; type go when finished.

transitive-sentence-with'-indirect-object
predicate-adjective-sentence

predicate-adverb-sItntence predi cat4-norni n.al -sentence
negative-sentence relative-clause
>>predicate-norninal -sentence
>>go

Thank you.. Now we can start .
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...

Here is a sentence with a singular subject:

. 0

1. The cat has been stolen by the child who Mr. Green tripped.

Now type it with a plural subject:
>The cats has been'

[The student typed part of Ihe sentence followed by a return. The tutorial only accepts as
much of the sentence as is correct. Thus it echoes back only "The cats". Now the
student doesn't know what was wrong with the other part that s/he typed so s/he types
"hint" to get some clue.]

>The cats hint

[The tutorial gives the student the information that the verb might also have to be changed
and alio tells the student what the verb is. This is only suppose:Ito be a clue to keep the
student thinking. It is not intended to give the answer away.]

The verb, "has been stolen", may also have to be changed.
>The cats have been stolen by

[The student tries changing the verb and then types a return to .see if that was correct._

The student then realizes that the rest-of the sentence remains unchanged, and types 1*
to save typing by having the tutorial complete the sentence.]

>The cats have been stolen by 'es
the child who Mr.. Green tripped.

,.

The singular-plaral tutorial best demonstrates thd Help system, showing how the tutorial can

use its knowledge about the sentence to provide the student with inforination that is relevant to that,>

tutorial. In this case, it is able to tell the student what the verb is and can remind the student that the

verb may have to be changed so that there is number agreement. This type of knowledge concerns

syntactic. structure. The next example shows that the Help system can also use its kowledge about

the morphological information in the dictionary.
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Here is a sentence with a plural subject:

2. The adults have been. b'aking Jay a cake.

Bolt Beranek and Newman Inc.

Now type it with a singular subject:
>hint
The subject is: the adults
>help
To singularize "adults" , drop the "s" from the end of the word.
>The adult has been baking Jay a cake.
Terrific!

4.5 Pattern Tutorial
The pattern tutorial was created at the specific request of teachers at the Boston School for the

Deaf ILIAD generates sentences according to the five sentence pattern types in the Rhode Island

School for the Deaf curriculum, which is in use at the Boston School. The student can determine the

syntactic complexity of .the sentences and also the number of different pattern types that will be

generated within one session. At the Hint command, ILIAD displays the sentence broken into

constituent parts.

The pattern tutorial dmonstrated that.it is a relatively simple task to prpduce a tutorial which

conforms to the specific needs of students. The tutorial waS tailored so as to Use the terminology with

which the students ar3 familiar: This tutorial also makes use of ILIAD's detailed knowledge of the

structure of the sentences it generates Thus it possible forethe tutorial to give the breakdown of the

sentence to aid the student in identifying-the attern.

The following example shows the interaction in the pattern tutorial:

PATTERN TUTORIAL - you will identify sentence patterns.

Choose which sentence patterns you want.
1 -
2 -

PATTERN 1

PATTERN 2

N

N

V

V N

3 PATTERN 3 N LV(be)
4 - PATTERN- 4 N LV(be)
6 PATTERN 5 N LV(be)

1, 2, 3, 4, 6 or All ? all

.P

Adj'

when/where
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.1. The banana will be sweet.
What type is that, Jack?
> 4

No, Jack , look at it again.
The banana / will be / sweet.

.Try again, Jack.
>3
'face gotngt-

2. The man was unhappy;
What type is that, Jacl?
>3
Well done!

3 . Bette wi ll make up the story.
What type is that?
>hint

The sentence parts are:
Bette / wi 1 l make up / the story.

>patterns

[If the student forgets what the sentence patterns are, s/he can see them again by typing
"patterns".]

Remember the sentence patterns.
PAtTERN 1 N V

PATTERN 2 N V N

PATTERN 3 N LV( be) Adj
PMTERN 4 N LV( be ) N

PATTERN 6 N LV( be) when/where

Bette wi 11 hake up the story.
What type is that?
>2
Absolutely right!

4. Jay hugged Mary.
What type is that?
>6
No, Jack, look at it again.
Jay_ / hugged / Mary.

Answer it again, Jack.
>2
Nice going! tjo
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6: Bill was kind.

WIllat type is that, Jack?
>3

Gqpd going!

6'. Kim tripped the kids.
What type is that, Jack?
>2

Are you a genius?'

7. The man will be happy'.

What type it that, Jack?
>6

WRONG!

The man / will be / Nappy.

Try again, Jack.
-What type is that, Sick?

Bolt Beranek and Newman Inc.

Wrortg again.
The correct answer is PATTERN 3

"[Since the student got it wrong twice the correct answer is given.]

8. The old toy is on the cement. What type is th0.? >score ,

[Thestudent can ask to see his/her score so far by typing "score".]

Your score in the PATTERN TUTORIAL is as follows:

8 right. 1 wrong. 0 answers given by the computer.
7 total presented. .
[The column "answers given by the computer" refers to situations where the student
didn't respond at all within a certain amount of time at which point the system gives the
student the right answer.]

AON

4.6 Politeness Tutorial
The politeness tutorial is set up ;to that the student is presented with a situation in which some

'person wants somebody else to do something This is followed by a request that might be used in that

situation. The student has to identify the politeness level 'of that request. The various levels are

BOSSY. STRONG. POLITE arib VERY POLITE, For example. if ono wanted. Mary 16-opm the door,

sot pc ihIt requo.-3 fornri aro a3 (allows:
,

5.:
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BOSSY WAYS -4 Open the doorl
You open the door!

STRONG WAYS , Can you open the door?
Will you open thedoor?
Open the door,, please.'

-"N\Please, open the door. -
POLITE Wt+YS -4 Please, can you open the door?

Can you lease open the door?
Can you open the door, please? ,

VERY POLITE WAYS -4 I would appreciate it if you would open thedoor.
Would it be possible for you to open the door?

Of course the various politeness categories are not absolute, but they are designed to at least

give the student a feel for dijferent categories.

The politeness tutorial demonstrates that a tutorial can exercise a student in the functional

aspects of language as opposed to the purely syntactic. It is *igned to give the student a feel for

the subtlety of the various ways requests can be made and the ma% of using language to elicit some

response from another person. This tutorial has a very large set of requezt forms which are

applicable .to the real world and which can easily be expanded to include various regional

expressiong'and slang.

Here is an example of a transcript in which the student selected long sentences (level 4) and

medium vocabulary (level 2)..

41441100114WOW1141114140WIDIOWS1011414111111WWIM*1011141100111111001111111411100111001111W0111101141011411011411

POLITENESS TUTORIgt. - You' wl 11 judge the politeness of sentences,

Requests can b OSSY, STRONG, POLITE or VERY POLITE.

Here are some requ sts.
Are they BOSSY , STR NG, POLITE or VERY POLITE?
Type b for BOSSY, $ for STRONG, p for POLITE, v for VERY POLITE.

5
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1. Greg want4,a kid to'help Dr. Johnion.
He says, '"You help Dr. Johnson!"
Is he being BOSSY, STRONG, POLITE or VERY POLITE?
>very polite

VERY POLITE is way off, George.
Greg is being more direct.
Try again.

>strong
You can do better than thatl
Greg is being BOSSY.

[Note that the messages given attempt to direct the student toward the right answer by
indicating whether the Original answer was close ta the correct one or not. The same
basic situation is used to generate exercises until the student requests a new basic
sentence. This permits the student to see'rnaiiy different ways" of. framing the same
request.]

Z. Greg wants a kid to help Dr. Johnson.
He says, "I would be happy if you would:help Dr. Johnson."
Ls he being BOSSY, STRONG, POLITE or vERy POLITE?:
>very polite
Will wonders never cease?

3. Greg wants A kid to help a.. Johnson.
He says, "Would it be possible for you to help 'Dr. Johnson'?"
Is he being BOSSY, STRONG, POLITE or VERY POLITE?
>polite
I couldn't have done it better myself! ,

4. Greg wants a kid to help Dr.'Johnson.
He says, "Can you please help Dr. Johnson?"
Is he being BOSSY, STRONG, POLITt or VERY POLITE?
>new-sentence

Ok, we will make a new sentencu.
First. finish this one.
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Hao sayt, "Can you please help Dr. Johnson?"

Is he being BOSSY, STRONG, POLITE or VERY POLITE? .

>bossy

Shape upl

Grig is being POLITE.

[The tense and pronouns used in all parts o( the interaction agree with the.basic sentence
that was generated. This illustrates _that the tutorials-can use detailed syntactic
information about parts of the sentences.produced-tVie generator.]

4

6. Nancy wanted the kid to get the sad lady a yellow apple.
She said, "It wouldn't he so hard,te get the sad lady a
yellow apple now, would it?"

Was she being BOSSY, STRONG, POLITE or VERY POLITE?
>polite

I couldn't have done it better myself!

8. Nancy wanted the kid to get the sad lady a yellow apple.
She said, "Please, would it be possible for you to get
the s8d lady a yellow apple?"

Was she being BOSSY, STRONG, POLITE oP VERY POLITE7%

// >very polite
You got it! It

4.7 Please Tutorial
The please tutorial presents the student with a request and requires the student to insert the

word PLEASEin the appropriate places within that request. This tutorial also includes sentence

forms which do not take PLEASE, to ensure-that students realize that PLEASE cannot always occur at

the beginning or end of requests. To minimize the amount of typing by the student, all s/he has to do

is type a sequence of the characters "W" and "P"; W causes the next word in the sentence to be

printed, P causes the word PLEASEto be printed If the student makes an error. XXXX is printed and

the student can trv again After the PLEASE has been inserted, the rest"of the request is given, since

there is no poinein slavishly completing the request once the-point where thePLEASE can be inserted

has been robpd.

For sentences with modals there are three places where the word PLEASE can be insetted to

inlke a !egad('
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Please could you open the door?
Could you please open the door?
Could you open the ,door, please?

For ordinary cOmmands there are two places PLEASE can be inserted:

Please open the doorl
Open the door, please!

For longer or more round-about requests there is usually only one place that PLEASE can be

inserted:

I would like you to open the door, please./
For some sentences PLEASE cannot be used at-all:

You open the dopr

Here is an example of one exercise:

1. Would it be posrible ;for you to grease the bidycle?

[The student types WWWWWWWWWWP but sees the following line print out.]

>Would it be possible fop you to grease the bicycle,. please?
There is 1 more way to add PLEASE to this request.

[Here the student just types "P", ILIAD types the rest of the request.]

>Please, would it be possible for you td grease, the bicycle?
That's right!

2. Write ',le sad bull ies a story!

. [The student types P.]

, >Please, write the sad bullies a Story! -

There is 1 more way to add PLEASE to this request.

[The student types WWWWWWP.]

>Write the sad bullies a ftOry, please!
Prodigious!

3. I want you to tell the teacher a sad story.
>Please, J.wstint you to tell the teachor a sad story. ,

Thor() is 1 more way to add PLEASE to this request.
>1 want you to tell the teacher a sad story, please.
Commundable!

14 5
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4. Could you help?
>Please, could you help?
There are g. more ways to add PLEASE to this request.
>Could you please help?
There is I more way to add PLEASE to this request.
>Could you help, please?
Will wonders never cease?

54
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5. System Development Tools

5.1 Constraint Mechanism
T,he constraint mechanism in ILIAD is a highly flexible device for specifying which synspecs

should be used to generate sentences for tutorial exercises. As choices are made, a context is

created incorporating the various relationships between transformations; these relations have to do

with which transformation, can co-occur and which have dependency relationships since some

transformations cannot apply unless other transformations have modified the underlying sentence

structure. The ruleS-,which, determine just how the specification- of some syntactic choice will affect

the context depend vefy much on the relationships among the choices previously made. The data

base of synspecs contains all the possible syntactic choices and the relationships among 4hem. The

relationship between any two synspecs in the data base can to be expressed in terms of a few

primitive relations. The constraint system "knows" about these primitiVes and determines the effects

of, making a syntactic choice. It is this part of the constraint mechanism that is easily extended or

modified, sinCe new priMitives can be defined and new functions which know about these primitives
-

can b, e integrated into the constraint mechanism.

5.1.1 Relationships between Synspecs
-N.

"Therepre certain inherent end desire() relationships that exist between synspecs. For example,

certain synspecs such as passjve-sentence and intransitivesentence are mutually exclusive while

others have more complicated relationships involving several synspecs. "OW

All the _relationships between the synspecs have been worked out and detailed. This

information is part of the definition of each synspec. Thus, each synspec has information as to what

other synspecs it conflicts with, expects to be enabled with or involves in some way.

In order to specify these relationships in a concise and adequ6teway, a "language" was

detmed which had to be powerful enough to capture all the possible rblalionshins that might ariSe

between synspecs. This "language" must have-endugh power. in terms of the primitives that make it

up, to enable all the necessary relationships that are required 'tor the particalar set of items to be

expressed and at-the same trine,it must be6imple. so that thos relationships can be "coded" into it

without requiring a detailed l.nowledge of the internals ol -the constraint system.

E6,
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The language is made up of the following three primitives:

1. *contradicts*

X *contradicts* (Y1, Y2, Y) is defined as mearung that synspec X cannot be
chosen together with any of the synspecs (Y1, Y2, ...

. ., yes-no.question *contradicts:, (question-on.object question-on-subject)
.

because a question can only be of one type.
. .

'his does not imply ,that for each 'item Yi for 1 < i < n there is a corresponding
relationship in the data base of the form Y, *contradicts* X for eachi 1 < i < n. That
is, an item X can contradict another item Y without it necessarily being the case
that Y conhadicts X. However, in most cases this will not be the case and items will
mutually contradict each other.

2. *allows*

*altows (V1, Y2, Y) means that if synspec X is chosen then each synspec Yi
1< i < n is now a possible choice to be offered.

passive-sentence saltows* agent-deletion

If pasSive is chosen then it is meaningful to spedfy that the sentence should have
agent orteletion; making the difference between;

The cootie was eaten by the boy
The cookie was eaten. .

The possibility of agentdeletion must be presented onlyiaterjt has been specified
that the sentence is to be passive, but agent-deletion does pot have to be chosen
merely because it is a possibility.

3. *requires*

X *requires* (Y1, Y2... Yd which means if synspec X is chosen then at least one of
the synspecs Y, 1< i < n must be chosen.

e.g., question 'requires' (question-on.object, question-on-subject,- yes-no-
question)

5.1.2 Action of the Lonstraint Mechanism

The constraint mechanism starts off with a small subset of items that can be chosim at the top
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level. As choices are made new choices are presented to the student and some other choices are

removed from the student's range of choices. When the student has finished specifying his/her

choices, thewstem might make some further choices depending on the set of options remaining.

The sentence generating system will make choices in the same way as the student, using the same

constraint mechanism, so that conceptually there is no difference between the student and the

sentence generator making various specifications. All the constraint mechanism is concerned about

that valid choices aYe made, but who chooses them is irrelevant.

The progren works with three sets:

CHOSEN, which includes the choices chosen so far.

PRESENTED, which includes all the choices that can be chosen at some point.

EXCLUDED, which includes all the choices that can no longer be,chosen.

When a new choice is made it is added to the set CHOSEN and removed from the set

PRESENTED. Any choices that are now able to be 'presented as a result of the new choice aie added

to the set PRESENTED. Any choices that are now disallowed for any reason as a result of the new

choice, are removed from PRESENTED (if they were in PRESENTED) and added to the set

EXCLUDED.

5.1.3 Efficiency COnsiderations

The total number of synspecs that are used by the constraint mechanism is about 250. Since

this, is a fairly large set it is important that the constraint mechanism be efficient in terms of the

amount of work it has to do to compute the state of the world after a synspec is chosen. The access

rnethods for the data base of synspecg and their relationships must be fast and efficient. These

efficiency goals have been achieved. The amount of work'done after 'each choice is not dependent

on the size of the data base of synspecs.

5.2 Thè Syntactic Playground
As one side effect of the development of the generative sistem. we have built .a debugging

environment called the syntactic.playground in which a linguist or programmer can develop and test

various components of the spntenëe generator. This environment is more useful than th-e tutorials in

testing syntactic hy çoth --, and exploring the pc14,1r of the geneRnor. Using the pl4ground

hivrinui tool:. di( honary ttii, tran.lodhations implwations aiid yrroers an he creatcd.
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edited, and saved using interactive routines that ensure the correct format of those data types. It is

also possible to give commands to activate synspecs using the same interface that the tutorials use to

the generator, or to set constraints "by hand". Flexibility is provided to control the generation

process in a number of ways facilitating the development and testing of the generator.

The full power of the I nterLISP system is available to the playground user as well as the specific
7

commands designed for the interface. Thus a base tree can be edited directly, as can any version of

the tree during the deriv tion process. Transformations can also be "broken" like functions so that

when a transformgo s about to be tried the generator go"es-into a "break" and conducts an

interactive dialogue with the User who can then control the matching of the Structural Description,

examine the results of the match, allow (or prohibit) the application of the Structural Change, edit the

transformation and try it again, and perform many of the operations that are available in tlie

playground. In addition to the break package, there is a trace option which prints a variety of

information during the production of a sentence such as the constraints selected by the system, the

words chosen for the base tree, the transformations which are attempted and whether they succeed

or fail. The playground has proved tate a powerful tool for exploring and demonstrating the

interaction of various rules and, the efficacy of the whole generation package. A complete list of the

commands that are available in the Playground is given in "ILIAD Data Base Reference".

511
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6. Microcomputer Implementation
The Micro ILIAD generation system has two subsystems, the utility section and the generation

section. The utility section provides definitions and proCessing procedures for a variety of data

structures used by the generation section. This has no analogue in the InterLISP version of ILIAD,

since InterLISP prL ides these functions in the language itself. The generation section corresponds

to the generation part of ILIAD, and includes a syntactic base component, a semantic component,

and a transformational component. Two different semantic components have been implemented to

test different methods of semantic representation. The tutorials have not yet been converted to

Pascal.

6.1 Utility SectiOn
A major design consideration for MicrolLIAD has been to make use of existing InterLISP ILIAD

code where possible, in order to ensure coMpatibility between the systems and to reduce the

programming effort as modifications are made. To provide for this capability, a list processing system

has been implemented in Pascal which handles most of ihe functions normally provided by a sMall

interUSP syste'm but which has the function definitions in Pascal (rather than using a separate

interpreter) to allow intermixing of InterLISP-Iike and Pascal oper'ations. Thus all the Inter LISP ILIAD

data structures (alphabetic atoms, small integers, and arbitrary structures built from these) can be

represented, although not all the vast collection of InterLISP functions havebeen, defined in the

Pascal system.

As the MicrolLlAD system evolved, ittbecame dear that the time and memory requirements for

having a system with lists as the primary data structure would be prohibitive, so other data structures

have been designed. The trees used throughout the system for representing sentences are stored

efficiently using Pascal records linked together. TO minimize space used by large collections of data

(such as the transformations and the dictionary), an extremely compact coding has been developed

where most of the significant data objects in the ILIAD system node names, names of structural

change functions, semantic categories, feature names and values, structural description elements)

have been assigned single byte codes, alternately treated as small integer:3 (for subscript

computations) and characteis (for storage tr.; elements of character strings). One of the major utility

moduk.s provides definitions of the various' codes and other data structures and routines to

in.trupulate thu tictures
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In order to retain some compatibility with the InterLISP ILIAD system, as new data structures

have been used in MicrolLIAD, these new structures have been designe'd to be 'isomorphic to the

InterLISP ILIAD structures, and programs have been provided to convert between the two sets. It is

now possible to take an InterLISP ILIAD tree and convert it to MicrolLIAD form, and to take a

transformation from the InterLISP ILIAD transformation list and convert it automatically to MicrolLIAD

form. These conversions allow checking' of transformations by directly comparing the operation of an

InterLISP ILIAD transformation applied to a certain base tree with the result of the converted

transformation applied to the converted base tree. Similarly, a grammatical rule expressed in

InterLISP form can be converted to internal MicrolLIAD form. (Although these InterLISP grammatical

rules are not actually used within the ILIAD system, they have been written for part of the base

grammar, and provide a readable version of this grammar.)

6.2 Generation Section'
The generation section has the same major tasks as in InterUSP ILIAD, but the division oflabor

among them is different. In MicrolLIAD, generation of a syntactic base structure is separated from

lexical insertion and semantic analysis. This allows backup for alternate choices of words to meet

semantic constraints without the necessity.of replacing already generated syntactic structures. The

transformational component operates very similarly to the InterLISP version, including in both

systems a transformational morphology component.

6.2.1 Base Component

The base component is the first generation module used in the course of generating a

sentence. Its function is to start with a set of base constraints specifying information about the

syntactic form to be generated and to create a base tree, with nodes where lexical insertion will occur

indicated by markers (e.g *NOUN' **VERB' , etc.).

The base constraints are stored in Pascal records of two types, clause level constraints

(specifying for example whether the verb is transitive or intransitive) which in turn point to constraint

records for the noun phrases associated with the clause (subject, direct object, etc.). The noun

conStraints give information such as presence or absence of adjectives, person and number, and

whether the phrase is definite or indefinite. In the case of noun phrases containing relative clauses

(nut presently us4:d), the noun constiaints will point to the clause constraints of the relative clause.
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The otherinput to the base component is the base grammar. The grammar is -originally

specified as a LISP data structure in the form of an association list, giving possible expansions for
.... ,_

each type of node depending on the base constraints. BL,fr,e use in MicrolLIAD, it is converted by

program FILEGRAM into a Pascal record, where each set of possible expansions for a..given .iode is

indexed by the code for that type of node. This allows much faster access to the grammatical rules

for a node. Logic coded within the base component determines which of a set of expansions is

appropriate for a given set of base constraints. When an expansion is chosen, the nodes to be

generated by the expansion are linked into the base tree and in 'turn expanded by a recursive call to

the basic tree building function.

., The output of the base component is a tree with nodes and features the same as the base tree

of InterLISP ILIAD, but the data representation is_different, and the leaves of the tree contain markers

specifyirg the part of speech rather than words. Thls tree is then passed to the semantic component

which replaces the markers with words to criafe the final base tree.

6.2.2 Feature-Based Semantics %.

The first semantic system implemented was based on use of semantic features. .It operates

after the base tree has been generated, gnd finds words to fill in the nodes marked with part of speech

markers (e.g. 'NOUN '). The system does lexical insertion in such a way that each word inserted is

compatible with the base structure and all previously inserted words.

Each word has,two types of features. One feature set is the features belonging to the word

itself. For example, a verb might be marked as transitive, or a noun as HUMAN. The other type gf

features corresponds to Katz & Fodor style selectional restriction. For example, a verb might be
l

marked as requiring an animate subject. Each word has one set of self-features plus up to three sets

of selectional restrictions. These are generally used in r onventional manner, such as selectional
'-

restrictions applying from the verb to the nouns in its case frame, but could potentially apply in the

opposite direction (e.g. a noun might have restrictions on an associated verb for which it is an object).

This would be useful for allowing MicrolLIAD to deal with idioms, in which such restrictions on the

verb that a particular noun can occur with are common (e.g. the noun "headway" can only freely

occur after the verb "make").

Each feature is. in fact. encodld a3 a for of ittms corresponding to the leatun, ,iiid its opposite

-
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(e.g. ANfMATE, INANIMATE). A feature which has a Certain definite valee will be marked by both the

presence of the feature and the abS'ence of ifs opposite (e.g. ANIMATE, NOT INANIMATE), while an

optionbl or unspecified feature will have both the feature and its opposite specified. Selectional

restrictions ard coded similarly, except that an unspecified selectional restriction is coded by having

neither the feature nor its opposite (e.g. NOT ANIMATE, NOT INANIMATE). In this way, a selectional

restriction can be tested by simply checking whether its features specified are a subset of the features

of the item to which the restriction applies. Also, by reversing the "don't care" coding, the selectiona I.
,

restrictions can be merged (using a set intersection operation) with the original features to give the

effect of "transfer features". Wor example, theyerb "bark" might be .marked as requiring a dog as

subject (ignoring seals for the sake of this eximple), so in the sentence "The animal barked", the

selechonal restriction would imply that "the animal" was, in fact, a dog,)
:

Each word in the dictionary is marked with its part of speech and its feature set, and words of

the appropriate class and compatible features are randomly selected for insertion into the base tree.

As the words are inserted, a combined feature representation (original features plus transfer features)

is built for each word, so that all words Will_ becompatible when lexical insertion is finished. The final

output from the semantic component is the original base tree with the part of speech markers

replaced by words, ready for proCessing by the transformational component.

6.2.3 KLONE-Based Generation

The description of the semantic design based on the KLONE language is given in section 3.2.3.

This section describes the particular implementation used fOr MicrolLIAD, including issues of the

interaction between the base component and the semantic component. The KLONbased

generation system uses a somewhat different control structure than the feature.based smantics

system. In the feature-based version, the base tree was generated initially, then semanticswas called

to find words to fill in nouns, vei bs, and adjectives in the tree. In the KLONE version, generation is

initiated by the KLONE system's interpreting a KLONE structi)T which determines both the base

constraints and the wordS to eventually be inserted in the base tre Then., the base constraints are

passed to the base component to generate the base tree. and finally the KLONEselected words are

inserted in the tree. This organization allows a higher level of interaction between syntax and

semantics while stdl maintaining some &Tee of modularity The KLONE system does not do direct

generation of base trees; instead, generation is mediated by the' same base consiraint:?. used in the

62



Report No 4771 Bolt Beranek and Newman Inc.

previous system, so the KLONE semantics needs to know about base constraints but not about the

grammar.
4

At present, the KLONE network on which generation is based is a unitary network which

contains both general knOwledge and specific instances' of scenarios. A specific action node is

selected for Verb generation. and this node contains fillers for the various roles (actor, ect, etc.),

which are then used tb generate the associated noun phrases Most nodes contain a printable name

by which they can be referenced. During generation, this name is selected as one of the words to be

inserted in the base tree in the appropriate location. The generator allows a reference to be either to

the specific node in the scenario (e.g. "Joe"), or to a node on the SUPERC chain (e.g. "the, child").

There isa rule of thumb that no more than 2 SUPERC links can be traversed to find a node governing

a print-name (to avoid, for example, "the human"), and no node with a nonprintable name (e.g.

:PHYSOBJ*) will be used during generation.

As the KLONE structure is traversed, syntactic information also stored in the network is

checked in order to set base constraints (e.g if a node has part-of-speech 'PROPERNOUN*, then

base constraints will be set to skip generation of ndjectives and deternliners for this node) and to

determine that the node has the correct part of _speech for the portion of the base tree being

generated (for ex.ample, a modifier role for a noun 'might be syiitactically expressed as either an

adjective or a prepositional phrase, and the part-of-speech hnks would distinguish these casg).
.fr!

Using the KLONE nodes which have been visited. the KLONE-basedegenerator makes a table of parts
,

of speech, grammatical relations (e.g. subject. dnect- object) and the words selected for these

categories. It then passes the base constraints which have b'een determined to the base component,

takes the base tree output, and inserts the words fi om its table. The result is a lexicalized base tree

ready for processing by the transformational conlponent.

6.2.4 Transformational Component

The transformational component operates on the base tree after the semantics component has

done lexical insertion, and produces a final tree ready to be passed to the sentence pnnting routine

The leaves of the transformed true contain the final sentence form except for soin 2 details such as

capitalization and punctuatron which are dorie by tht2 pnnting !online

There are hvo c ci Ii u for rna;ton,, .synt,u. c nd low pholonc al 1 he syntar tic
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transformations add, delete, or reorder constituents, while the morphological ones operate on the

words at the leaves of the tree. The MicrolLIAD transformations have the sarrie information, although

a different iepresentation. as the InterLISP transformations described in Section 3. t2

Each transformation has two major parts, the Structural Description and the Structural Change,

plus a section for flags (for example, to Indicate if the transformation is repeatable). The Structural

Description and Structural Change are both represented as a sequence efcedes. In the Structural

Desc.ription; these ,codes are interpreted as node names, variables, or other objects specifying how

the StrucCural Description is to match the tree In the Structural Chrige, they specify 'functions to

perform and-parameters for the functions,

As 1:vith the base grammar for MicrolLIAD, there are two forms for representation of the

transformations. One formas a list structure, identical to the tnterLISP representation, and, in fact,

transferred directly from I nterLISP ILIAD 'to MicrolLIAD. The other forM is a Pascal record containing

the sequences of codes describ"! above. An the second fnrm, each transformation is indexed by

number (to reduce the size of the transformation file by eliminating long names). The use of numeric

indices and coded transformations reduces the size so that the present transformation list is all

available in primary merhory when' MicrolLIAD is run. A utility program. FILTRANS, is used to convert

the LISP format transformations into MicrolLIAD format.

During operation. the transformational- cOmponent first attempts to match the Structural

Description to an input tree. taking into account specificatiOns of specific nodes, variables, features,

and optional constituents. If the Structural Description is matched, the Structural Change is

interpleted and applied to the tree, moving or modifying constituents as specifred. When the ordered

list of applicable transformations has been applied, the result is a final tree whose leaves are the

words of the output sentence in the correct sequence, which are then printed by the output routine.
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7. Dissemination
ILIAD has been disseminated in the form of reports and presentations to interested educators

and designers of computer-based instructional systems. ILIAD has been disseminated via the

ILIAD/Deafnet project in a more direct way allowing deaf children and adults to use the system via

terminals in their homes or classrooms.

7.1 Reports and Presentations
The following reports and papers have beelirsjoduced during the ILIAD project.

Technical Reports:

Kirk Wilson and Madeleine Bates, ILIAD: A Generative Computer System to Teach Language to the
Deaf, Technical Progress Report, Sept., 1978 . April, 1979.

Kirk Wilson and Madeleine Bates, ILIAD: A Generative Computer System to Teach Language to the
Deaf, Technical Progress Report, April, 1979 - Sept., 1979.

Kirk Wilson and Madeleine Bates, ILIAD: A Generative Computer System to Teach Language to the
Deaf, TechnicJ2ojress Report, Sept., 1979 - March, 1980.

Kirk Wilson and Madeleine Bates, ILIAD: t. Generative Computer System to Teach Languageto the
Deaf, Technical Progress Report, March, 1980 Sept., 1980.

Kirk Wilson and Madeleine Bates, ILIAD: A Generative Computer System to Teach Language to the
Deaf, Technical Progress Report, Sept., 1980 - March; 1981

Kirk Wilson and Madeleine Bates, ILIAD Data Base Re erence, Technical Report, Sept. 1981.

Papers.;

Kirk Wilson and Madelerne_Bates. "A Generative Computer Sys'tem to Teach Language", Conference
of the Association for the Development' of Computer-based Instructional Syste..ps, March 1979,
San Diego, California.

Madeleine Bates and Kirk Wilson. "A Natural Language .1vlicro-Computer System for. nglish
Instruction". Conference of the Society for Learning Technology, May. 1979, Washington, D.C.

Kirk Wilson, "Using computers in language and reading instruction,", Second Annual Oassachusetts
Office of Deafness Convention for Service Providers to Hearing Impaired Ind viduals, October
29, 1979, Franungh im, Mas'fAchusetts.

16
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Madeleine Bates and Kirk Wilson, "Project Report on LIAD", Conference of the Association for
Development of Computer-based Instructional Systems, March, 1980, Washington, D.C.

Madeleine. Bates and Kirk Wilson, "Language instruction without pre-stored sentences", 1080, in
Proceedings of the 3rd Canadian Symposium on Instructional Technology, Vancouver, British
Colombia.

Madeleine Bates, Jack Beinashowitz, Robert Ingria and Kirk Wilson, "Generative Tutorial Systems",
1981, in Proceedings of the 1981 Association for the Development of Computer-Based
Instructional Systems Conference, Atlanta, Georgia, March 3.

Kirk Wilson and Madeleine Bates, "Artificial intelligence in computer-based language instruction",
1981, in F.Withrow (Ed.) Learning Technology and the Hearing Impaired, Alexander Graham
Bell Association for the Deaf, Washington, D.C.

Madeleine Bates and Robert Ingria, "Controlled Transformational Sentence Generc an", 1981, in
Proceeding's of the 1981 Annual Meeting of th, Association for Computational Linguistics,
Stanford, California, July 1.

Kirk Wilson. A Bibliogtaphy of English Language Development in Deaf Children and Adults, 1981,
Gallaudet College Press, WashingtOn, D.C.

Thoses:

Jack Beinashowitz, A Constraint Based Interface which Protects the User from Making Incompatible
Specifications, M.A. Thesis, Department of Mathematics, 1981, Boston University.

Varda Shaked, Representation of Nominal Concepts in Semantic Networks: Application for

Generation of Predicate Nominal Sentences, M.A. Thesis, Department of Mathematics, 1981,
Boston University.

Presentations:

Presentations of ILIAD were given at the Uffiversity of Massachusetts at Amherst, Columbia
University, Gallaudet College. University of California Medical S.chool at San Francisco,
California State University at Northridge and the California School for the Deaf at Berkeley.

7.2 ILIAD/Deafnet Noject
The ILIAD/Deaf net project was supported by the'Handicapped Media Services and Captioned

Films Program to introduce ILIAD to deaf children and 'adults and to bring deaf people into the design

process of the ILIAD language instruction system. Since the ILIAD/Dealnet project was in direct

suppoi t of the objectives of the main ILIAD project it is appropriate to indicate briefly in whdt ways

ILIAD I n lit I from tilt. niiit GI deaf ankh ,-,11 and a, kills
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Over the past two years the ILIAD system was introduced to (1) deaf adults using the Deaf

Community Center Deafnet, (2) a class of deaf children at the Boston School for the Deaf, and, (3)

during summers, eight deaf children of parent members of the Massachusetts Association fo-r Deaf

and Hard of Hearing Children. Users of ILIAD were taught how to'use Hermes, an electronic message

facility and the ILIAD message system, which allows students to send comments about ILIAD while

within a tutorial (thereby avoiding the necessity to get out of the ILIAD tutorial program and into the

Hermes message system to compose a message). In addition to messages received from the students

regarding the positive and negative aspects of tutorials, the content of each tutorial session was

recorded and reviewed to determine what kinds of problems students were having and which tutorials

seemed to be most interesting (based on the frequency with which tutorials were selected and the

number of items completed for each tutorial session).

The classroom at the Boston School for the Deaf included ten and eleven year old deaf children

with immediate access to ILIAD via a terminal located in the clasiioom. ILIAD was extremely well

received by the teacher coordinating the student training at the school. Two of the ILIAD tutorials
i were developed in response to teacher requests and a large number of teacher suggestions for

tutorial designs have been catalogued for future implementation. A more complete review of the

ILIAD/Deafnet project is available in ILIAD/Deafnet technical reports (0.E. Grant # G007904514,

Paul Andereck: Project Officer).

\
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8. Future of ILIAD

Bolt Beranek and Newman Inc.

A substantial syntactic capability has been developed within the-ILIAD language tutorial system

and considerable design effort has been given to ILIAD semantics. With tills linguistic foundation and

our experience in the design and implementation of language tutorials for handicapped children, the

ILIAD system has reached a point where a prototype system for dissemination may now be

implemented on a low-cost microcomputer system. At the same time, a parallel effort snould continue

to expand the linguistics of ILIAD to incorporate an even broader range of syntactic strutures, more

features of KLONE semantics and an inference generation component.

With a prototype implementation should come field-testing and refinement of the user interface

to ILIAD. The user interface involves both the student's degree of understanding and control in ILIAD

tutorials as well as the teacher's use of the system as a supplement to classroom instruction.

Determining how to introduce ILIAD concepts and interactive power to a language'delayed student-

user has been an on-going and unresolved problem. Considerable work remains to design an

effective English or graphics-based metalanguage for controlling ILIAD tutorials. This work will

include design of a simple interface ior setting system constraints and for student-computer

dialogues within tutorials. The student's ability to truly interact with the ILIAD system, particularly in

using Help and Hint information, will be crucial to the system's usefulness and suácess.
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A. Sentences Generated by ILIAD
1. Transitive Sentences

1. The buHies ch.ased the girt

2. What did the bullies do to the girl?
3. They chased her.

4. Who chased the.girl?
5. The bullies chased her.
6. Who did they chase?
7. Whom did they chase?

8. They chased the girl.
9. How many bullies cl'ised the girl?

10. Eight bullies chased the girl.
11. HoW many bullies chased her?

12. Eight bullies chased her.
13. Who got chased?
14. The girl got chased.

15. She was chased by the bullies.
16. The girl was being chased by the bullies.

2. Intransitive Sentences

1. What did the girl do?
2. She cried.
3. Who cried?:

4. The girl cried.

3. Indirect Discourse

1. Dan said that the girl is sad.
2. Dan said that she is sad.
3. Who said that the girl is sad?

4. Transitive Sentence with Indirect Object

1. The generous boy gave a dolt to the girl.

2. The generous boy gave the girl adoll.
3. The girl was given a doll.
4. A doll was given to the girl.
5. Who gave the girt a doll?
6. Who gave what to whom?
7. What did the generous boy give the girl?

8. He Two her a doll.
9 What did the gown ous boy give to the girl?

i*
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10, He gave a doll to her.

11. Who gave a doll to the girl?
12. Who gave the girl a doll?
13. Which boy gave the girl a doll?
14. The generous boy gave her a doll.
15. Which boy gave a doll to the girl?
16. The generous boy gave it to her.
17. How many dolls did the generous boy give the girl?
18. He gave her one doll.

5. Comparath.ie Sentences

1. The soldier was better.
2. The gentleman will be more unhappy.
3. Alicia is hungrier than Jake.
4. The children were angrier than Andy.

6. Superlative Sentences

1. A policeman caught the nicest butterflies.
2. A sheepdog was the sickest pet:
3. The fire chief looks most generous.
4. The smartest man swore.
5. The oldest bulldog broke the dolls.

7. Sentences with Infinitives

1. The teacher wanted Kathy to hurry.
2. The gentleman promised the lady to close the door.
3. The girls were hard to ridicule.

8. Relative Clauses

1. Whoever embraced the kids will embrace the ladies,
2. The girl who was intelligent cheated the adults.
3. The woman who greased the tricycle mumbled.
4. The tbacher who lost the bulldogs swears.

9. Negative Sentences

1. Kim won't help.'
2. Claire didn't help.
3. The children won't shout.
4. Do not slap the poodles.
5. Do not cry,
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10. Varieties of Quantifiers

1, No toy breaks.

2. Some excited boys kissed the women.
3. Some hungry people eat.
4. Two men cried.

5. Every new toy broke.

6. Not every man slips.

7. The boy won't give the dogs any oranges.

8. The girl doesn't see any cats.
9. The oid men didn't tell the boys any thing.

10. The girl didn't love any body.

11. Varieties of Pronouns

1. Bette is the sad one.

2. Gloria is the happy one.
3. Kevin is the saddest.
4. Kathy is the most cheerful.
5. Varda liked the sweet apple.
6. Varda liked the sweet one.
7. The child tore the skirt.
8. That child tore the skirt.'"

hiichild tore the skirt.
10. he child tore this sk t.
11. hechild tore that sk rt.

This child tore that irt.
13. That child tore th skirt.

12. TH Sente

1. There were some toys in the dirt.
2. There were no toys in the dirt.
3. There weren't any toys in the dirt.
4. There wasn't any one on the bike.

13. -/DEAF Sentences

1. People no will eat.

2. The woman will no tell the replies.

3. The cookies were no eaten by the man.
4. People not will eat.

5 No the people did eat.
6 The people did eat no
7. Bully kirlovpped the girls.
8 sevun 101(1 the people the reply.

Mfr.?
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9. Six excited person told the girls the answer.
10. TO nice man was play with the dog.
11. The cats are hide.
12. The children will have tripping the woman.
13. The creatures have running away.
14. The balls have nice.
15. The dog have young.

16. The cats be run away.
17. Alicia be slipped.
18. What the men give the dogs?

19. What the girls tell the people?

14. -** Ungrammatical Sentences

1. Played the game4 who?

Why)did lose Greg?
3. Played the old teacher the games.
4. Surprised who the youngsters?
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