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SUMMARY

The report addresses the question of the structure of cognitive abilities,

i.e. how many different abilities should be identified and the relations

between abilities. Models suggested by Spearman, Thurstone, Guilford,

Vernon, Cattell-Horn and others are reviewed. It is noted that while some

models include a general factor (G), others do not. Another difference is

that in some models all abilities are placed at the same level, while in

other models some abilities are subsumed under others in a hierarchical

pattern. It is pointed out, however, that by combining features of the

Vernon and Cattell-Horn models it is possible to construct a more general

model, of which most other models are special cases.

Problems associated with exploratory factor analysis are discussed and it

is concluded that the LISREL technique of J6reskog and Sbrbom may be

particularly well suited to test the model. Two reanalyses of published

data are presented, which both provide good support for the suggested

integration of models.

An empirical study is presented in which a test battery of 16 tests was

administered to some 1200 pupils in the 6th grade. The test battery was

designed to reflect above all the Cattell-Horn factors fluid intelligence

(Gf), crystallized intelligence (Gc), and general visualization (Gv). The

report describes the test battery in rather great detail and presents

analyses of each of the tests. Above all, however, a sequence of

LISREL-models is presented in which the suggested model for the

organization of abilities is tested. Good support is obtained for the

model.

Sex differences are also analyzed with the LISREL technique. The sex

differences in level of performance match a commonly established pattern

with a higher performance for boys on numeric factors, and a higher

performance for girls on verbal factors. In addition there are some sex

differences in the variance of factors, fac, r loadings, and error

variances of tests.

In relation to interpretations of G (or Gf) suggested by Simon and Snow it

is proposed that this factor represents the ability to create and execute

new assemblies of processes. Gc and Gv are interpreted to reflect above

all the ability to process verbal and figural information, respectively,

both as a function of the specific processing requirements posed by these

types of information, and as a consequence of previously acquired

knowledge.



1 INTRODUCTION

Research within the field of differential psychology has traditionally been

concerned with questions such as the organization of human abilities, group

differences in ability, and with the etiology of individual differences.

Lately, however, research on individual differences has sought partly new

directions, in attempts to seek a deeper understanding of ability in terms

of process constructs derived from cognitive psychology.

One of the reasons for this development is a dissatisfaction with the

highly empirical, atheoretical nature of much of the differential

psychological research (e.g. Resnick, 1976). Another reason is the insight

that the road to further practical applications is blocked urless a better

understanding of individual differences is achieved. Thus, one of the

conclusions drawn from research on aptitude x treatment interactions (ATI;

Cronbach & Snow, 1977) is that adaptive instruction requires knowledge of

individual differences which goes much beyond a description of the

individual's standing on different traits. For such purposes a formulation

of individual differences in process terms would seem highly desirable

(e.g. Glaser, 1972; Gustafsson, 1971, 1981; Snow, 1977, 1980).

The present research is conducted within a project with the primary aim of

analyzing and describing individual differences in learning strategies.

The purpose thus is to identify "new aptitudes" (Glaser, 1972) useful in

diagnosis of learning problems, and selection of instructional strategies.

We share, however, Snow's (1980) conviction:

that the new and the old (aptitudes) will be found to differ more

in form than in kind, and that an improved conception of human

learning and cognition will need to be built on their

combination.... Since it is the old aptitudes that consistently

predict learning from instruction, that is the place I think it

best to start. The object is to convert existing aptitude

constructs into more detailed models of individual differences in

cognitive processing, and to trace the operation of these through

the activities involved in instructional learning (Snow, 1980)

In designing the research project we have, therefore, selected for further

research what seem the most promising variables developed in traditional

differential psychological research. These variables serve as reference

variables against which new constructs may be evaluated. But they also

represent constructs to be accounted for by other, theoretically more

potent, constructs.



The question of the structure of human abilities, and above all the

question whether intelligence is unitary or multifacetted, has been of

central concern in the research on "old" aptitudes, and so it should be in

the research on "new aptitudes" as well. Quite a few different models of

the organization of abilities have been suggested during the decades of

differential psychological research, which each carries serious

implications for how ability should be measured, for theory and for

applications. Some are now of historic interest only, but several have

survived into our days. However, while the rather intense battle fought

between the adherents of different models appears to have ceased, it seems

that the question which model is superior never got an answer. In the

present report we make yet another attempt to answer this question.

In addition to this purpose, the report documents a reference material of

tests and subjects to be used in further studies of individual differences

in learning.



2 MODELS OF THE STRUCTURE OF ABILITIES

We will start by presenting a brief review of the history of differential

psychology, along with a description of the most influential models of the

organization of abilities.

2.1 The first steps of differential Et2yAjixtol

Differential psychology has, like so many other lines of psychological

research, its roots in late nineteenth century. One of the first

contributors was Sir Francis Galton. Inspired by Darwin's theses about the

evolution of species, he conducted family pedigree studies of the

inheritance of talents in various fields of work (Galion, 1869). He found

that eminence tends to run in families, and concluded that genius is

inherited. (Thereby overlooking the fact that family members have not only

genes, but also environment in common).

But Galton also was a prolific contributor of tests and measurement

techniques. These early instruments assessed in particular the acuity of

sensory processes, such as reaction time, sensory discrimination and motor

capacity. Sensory processes were not concentrated upon because of their

intrinsic interest but because it was thought that they would provide an

avenue to estimate an individual's intellectual level. Galton (1883)

wrote:

The only information that reaches us concerning outward events

appears to pass through the avenue of our senses: and the more

perceptive the senses are of difference, the larger is the field

upon which our judgeNent and intelligence can act (p. 27).

Thus, Galton saw the sensory and intellectual processes as being quite

distinct from one another, but for purposes of indexing the latter he

concentrated upon the former.

Galton not only furnished differential psychology with tests and measures,

but he also contributed to the statistical theory of correlation. As we

shall see later on an interest in differential psychology often goechand

in hand with an interest in statistical techniques for describingand

analyzing concomitant variation.



In late nineteenth century experimental psychology got established. While

the experimentalists, like Wundt, did not pay much attention to individual

differences, the procedures they worked with set standards also for

research on individual differences. For example, the American J. McKeen

Cattell (see Cronbach, 1960, p. 158) used a blend of procedures from

Wundt's and Galton's laboratories to measure sensory acuity, strength of

grip, memory for dictated consonants and so on, in an effort to identify

talented individuals. It was soon to be discovered, however, that these

measures did not forecast scholastic success (Wissler, 1901), which did put

a rather abrupt end to the attempts to base an applied psychology on

psychophysical measures of individual differences.

2.2 Binet and tests of general ability

The major early breakthrough in differential psychology instead came in

quite another line of attack. This approach, the leader of which was the

French physician Alfred Binet, was characterized by an orientation towards

measurement of complex psychological processes, and it was r:trongly

application oriented.

A paper by Binet and Henri (1895) provided a programmatic statement for

research on individual differences. They argued that the research so far

had been too concerned with simple psychophysical measurements, and

suggested that performance on complex mental tasks should be assessed

instead. While this could be assumed to be considerably more difficult to

do with precision, Binet and Henri expected the range of individual

differences in such aspects to be greater, which would simplify the task.

They suggested two main methods for studying individual differences in

complex psychological processes. In the first of these, one studies the

degree of association of a larger number of processes; and in the other

attempts are made to change one process, to see the effects on other

processes. Binet, and other differential psychologists to follow him, came

to adopt in particular the first line of approach, while the second, with

its combination of manipulation and observation, was not systematically

conducted until ATIresearch was instigated (Cronbach, 1957; Cronbach &

Snow, 1977).

In 1905 Binet and Simon came up with the first intelligence test. This

scale consisted of a rather motley collection of tasks, such as naming

objects in a picture, discrimil.ating two lines for length, memory span,

defining simple words, folding and cutting paper, and completing sentences,

just to mention a few examples. Attempts, however, were made to represent



in the test categories such as judgement, common sense, initiative, and

ability to adapt, and each task was included on the basis of its ability to

differentiate between different age groups and between "bright" and "dull"

groups of subjects.

The test met with almost immediate practical success and it was soon to be

followed by revised editions, and by translations into other languages.

One of the translators was Lewis Terman at Stanford University, and in 1916

he published the StanfordBinet revision of the BinetSimon test. The

StanfordBinet was widely accepted and it set a standard for other

intelligence tests soon to be developed. One reason for this may be that

it introduced the easily understood IQ concept (see Cronbach, 1960, p.

161).

Ever since, tests of general mental ability have been heavily used -- too

heavily according to several critics of testing. The basis f.3r the

frequent application of this t;pe of tests is, of course, that they have

been shown empirically to work; in particular the validity coefficients for

predicting school achievement are quite high. Otherwise, development in

the area of tests of general mental ability has been slow:

Ability tests have remained about the same since 1920 ... The

practical tests of today differ from the tests of 1920 as todays's

automobiles differ from those of the same period: more efficient

and more elegant, but operating on the same principles as before

(Cronbach, 1960, p. 159).

The principle ot the intelligence tests, it might be reiterated, was thus

simply to assemble items which discriminate between age groups, and between

successful/unsuccessful groups of performers. No theory was developed,

however, to account for why the items have such predictive capacity. Binet

himself did not conceive of intelligence as a separate capacity, but rather

as comprised of several more or less clearly identifiable capacities, such

as judgement, common sense, initiative and ability to adapt. It can be

argued, of course, that such a theoretical position is incompatible with

the notion of rankordering individuals along a single dimension. Spearman

(1927) levelled such criticism against Binet:

although in actual testing he took account of his "general level"

alone, still in all his theoretical psychology continued to rely

altogether upon his old formal faculties, not withstanding that

these and the "general level" appear to involve doctrines quite

incompatible with each other (Spearman, 1927, p. 60).

Binet thus seemed to conceive of the score obtained on an intelligence test

as some kind of average of several different capacities. However, from



both a theoretical and a practical point of view this position is fraught

with problems: The model of the structure of abilities is implicit rather

than explicit, and the sampling of tasks from different domains is more or

less arbitrary.

2.3 Spearman and the theory of Two Factors

The first explicit, empirically based, model of the structure of human

abilities was contributed by Spearman (1900, 1927), who also brought

statistical sophistication to the emerging line of differential

psychological research.

The Spearman model has its roots in the attempts to measure individual

differences in intelligence by psychophysical assessments. It will be

remembered that this lire of research had proven quite unproductive.

Spearman (1904a) showed, however, that errors of measurement tend to cause

underestimation of the true correlation between variables. He developed

techniques to correct for the underestimation, and applied these in yet

another study of the relation between performance on laboratory tasks (e.g.

light-, weight-, ind pitch-discrimination) and independent ratings of

Intelligence. Spearman found a no less than perfect correlation between an

under_ying variable common to the ratings of intelligence and an underlying

variable common to the sensory discrimination tasks. The conclusion was

thus drawn "that the common and essential element in the Intelligence

wholly coincides with the common and essential element in the Sensory

Functions" (Spearman, 1904b, p. 269).

The method applied by Spearman in the analysis of data was the first factor

analytic model -- in essence he showed that one common factor is sufficient

to account for the intercorrelation among variables. By present standards

his technique must be considered crude and it may, of course, be suspected

that imperfections in the analysis caused Spearman to draw the conclusion

quoted above. However, a reanalysis of parts of the Spearman data (Series

I) with confirmatory factor 'InalyFis (see Appendix 1) supports the Spearman

conclusion: The three sensory discrimination tasks and the three

independent ratings of intelligence do fit a one-factor model

(chi-s4.are=8.1, df=9, p <.53). The only aspect of Spearman's conclusion

which is challenged by the results obtained in the reanalysis is the

statement that the common underlying variable is the essential one: the

correlations between the sensory discrimination variables and the latent

variable range between .37 and .54, which implies that only some 14 to 30

per cent of the variance in the sensory discrimination variables is due to

the common factor.

12



On the basis of these re- edits, and similar results in other studies,

Spearman proposed the Two Factor theory, which states that performance on

an intellectual task is affected by two factors only, one general (g) and

one specific (s). The g factor enters more or less prominently into any

intellectual activity, but the individual's standing on this factor is the

same irrespective of task. The s factor is of great importance when the g

factor 1.; of little importance, and vice versa. However, for each type of

intellectual activity a dirferenc s factor 's assumed, so the individual's

standing on this factor varies with the task.

Spearman (1927) also worked out a .lathematical-statistical theory, based on

the criterion of "tetrad differences", with which the relative importance

of the g and s factors could he estimated for any task, and with which the

Two factor theory could 'W subje,ted to emrlirlc,41 rests. Results from a

large number of empirical stud_es indicated that the Two Factor model

showed a very good fit to data. In some studies it was found, however,

that the s factors were not orthogonal but correlated, and thus gave rise

to group factors. It also was found that when tests that were too similar

were included in n test t--attery, rnia caused . c,,,relation among the s

factors.

Spearman (1'427) contrasted the Twe Factor with three rival doctrines

in the understanding of individ,w.1 d'tferencec: the "monarchic", the

"oligarchic" and the "anarchic". 'T h«, monarchIc doctrine "assumes mental

ability to lie under the sovereign rult: of one great power named

"intelligence"" (Spearman, 1927, p. 10 and with the Btnet-type of

intelligence tests this dr trine got ;,ractcal impact. Spearman argued,

howver, that the doctrin Cteoret]cal foundation. the several

attempts made to define the concept "intelligence' provide at best more or

less loose "statements '-out" intelligence, and lack usefulness in both

practical and theoretic ork. Furthermore, several of the "definitions"

of intelligence are essentially lists of more of less independent

faculties, which would logically imply serarate measurements of the

faculties. According to Spearman the moarchic doctrine of intelligence

tnus is so fraught with problems that it should 5e abandoned.

the oligarchic doctrine assumes that there are several different powers

(abilities), each of which constitutes a separate function, which can and

should be separately measured. Spearman argued, however, chat this

position too is fraught with problems. For if it can he argued that

intelligence must be split into several components, then it can also be

argued that these components should he split further, and so on. Spearman

(1927, p. 35) stated:

Take, for instance, judgement. This, too seems to break up into

several different kinds. Judgement for politics would appear to be



one thing; that for sports, another; that for telepathy, yet a

third; and so on. Is not then, here also, a separate measurement

needed for each kind? Our answer must again be that all different

kinds certainly require separate measurements unless they can be

shown to be perfectly interdependent, so that the person who excels

in any one kind does so to just the same extent inball others.

(Spearman, 1927, pp. 35-36).

This would lead to an almost infinite regress, and as we will see later or.

this is almost exactly what has happened in certain lines of research on

the structure of abilities.

In the anarchic doctrine it is held that individual differences in mental

ability are caused by individual differences in very many more or less

independent abilities. Within the anarchic position, Spearman made a

distinction betwEen two different positions. In one of these it is held

that ability is subdivicfx1 into innumerable independent parts; in the other

it is held that while aL,ility is subdivided into very many aptitudes, these

are correlated and stand in complex relationships with one another.

Spearman claimed, however, that the first of these must be rejected on the

basis of empirical findings, and the second he regarded as "true but

sterile" (Spearman, 1927, p. 70).

A corollary to the anarchic position is that even though it may not be

possible to measure each of the abilities, a sample can be made in order to

determine a "general level" as an average. According to Spearman this was

the approach taken by Binet, following a recommendation by him in the 1904b

paper. There are problem., however, in the conception of general mental

ability as an average of several abilities: the domain to be sampled from

must be determined; the sampling must be representative; the problem of

compatibility of scale units must be solved, and so on. According to

Spearman "No genuine averaging, or sampling, of anybody's abilities is

made, can be made, or even hasreallylieenattenpItecr. (Spearman, 1927, p.

71, emphasis in original).

Spearman viewed the Two Factor theory as an eclectic construction, taking

the best from each of these three incompatible doctrines:

a certain amount of truth is to be found in each of the three great

rival doctrines... Thus, the "monarchic" view is justified by g if

we admit this ruler to be constitutional, not despotic: it forms a

mighty factor in the state, but not the sole one. And a further

truth qualifying and restricting the other -- is contained in

the "anarchic" view. For besides the factor g which rules

throughout all mental processes, there is also the factor s which

is in every process independent; under the monarchic reign there is



still some freedom for the individual citizens. And as much may be

said, finally, for the third or "oligarchic" view, seeing that

something of the nature of faculties or types -- quite distinct

from the universal factor and fairly distinct from the ordinary

narrow factors has revealed itself in what we have been calling

the broad factors (Spearman, 1927, p. 84).

Spearman avoided a formal definition of g; instead the empirical attitude

was adopted thaZ g is whatever is contained in the factor. "All else about

it -- including the question as to whether it has the least right to be

regarded as a genuine measure of 'intelligence' -- lies still before us to

ascertain" (Spearman, 1927, p. 161).

As one step towards the elucidation of g, he proposed a set of three laws

to account for cognitive phenomena. The first law -- apprehension of one's

own experience -- says that persons have more or less pow to observe what

goes on in their minds. The second law -- eduction of relations -- states

that persons have more or less power to find relations between ideas. The

third law -- the eduction of correlates -- "enounces that when a person has

in mind any idea together with a relation, he has more or less power to

bring up onto mind the correlative idea" (Spearman, 1927, p. 166).

Spearman studied empirically the involvement of g in a large number of

specific classes of relations and found that this involvement is very large

indeed. He concluded, therefore, that the best measure of g is provided by

tests which involve eduction of correlates and relations, and especially so

when the content is abstract; abstraction was by Spearman regarded as the

"climax of eduction".

At a theoretical level, however, Spearman argued against the idea to reduce

g to a power to grasp relations. For one thing this would involve only the

second law, and leave beyond the scope of g the other two laws. For

another thing such an explanation of g would be framed in terms of mental

operations "whereas our g, as we have seen, measures only a factor in any

operation, not the whole of it" (p. 80). Spearman favored, therefore,

another interpretation of g and argued that it is "... an underlying

something which -- by analogy with physics has been called mental

energy". (Spearman, 1927, p. 89).

The hypothesis of mental energy was inspired by observations concerning

"universal mental competition", i.e. one cognitive act interferes with

another cognitive act, perception interferes with thought, thought

interferes with perception, emotion interferes with perception and thought

and so on. Thus "... the maximal output for each kind of activity is not

constant, but becomes changed and lowered by any simultaneous occur.::.ce of

other activities (Spearman, 1927, p. 111, emphasis in origins)). This



was interpreted to mean "... that all the mental activity, just like the

physical, consists in ever varying manifestations of one and the same

underlying thing, to which may be given the name of energy" (Spearman,

1927, p. 133). Spearman also suggested that this energy fuels "engines"

which correspond to specific neural structures, and the efficiency of which

is reflected in the s factors.

These interpretations of the g- and s-factors are, unfortunately, quite

vague, and they did not much influence further reseirch on ability.

One of Spearman's greatest contributions was the mathematical/statistical

theory upon which the doctrine of Two Factors is based. This was the first

factor-analytical model, and it may even be regarded the first confirmatory

factor-analytic model since it affords a test of the fit of data to the

model. This possibility of actually testing whether the model fits the

data was the great strength of the model, and upon which Spearman heavily

relied in making his quite far-reaching conclusions about the generality of

the theory of Two Factors.

As has already been pointed out Spearman did find a very good fit between

observational data and the model. But there were also deviations. For one

thing it was, as has already been pointed out, in some cases found that the

s factors were correlated, thus giving rise to group-factors. For another

thing it was found that the model broke down when tests that were "too

similar" were included in the test battery, again because of a correlation

between the s factors. These facts were readily admitted by Spearman, but

they came to cause great problems for his theory when other researchers

confronted it with data.

The problem is, of course, how it should be decided when tests are too

similar to be included in the same Lest battery, and how it can be decided

if a group-factor is so important as to disturb the theory. Spearman's

advice in these matters was quite clear: "... this is a point not to

settle intuitively, but to ascertain by experiment. Performances should be

regarded as quite different Ir. so long as the tetrad equation is

satisfied and no longer" (Spearman, 1927, p. 80).

This piece of advice was most unfortunate, however, since adoption of it

implies the assumption that the model is correct; the model can never be

rejected if deviations may be blame_ on imperfections in the observational

basis. It was no wonder, therefore, that the theory of Two Factors was

soon to be thoroughly refuted by other researchers (e.g. Kelley, 1928).

By present standards the factor-analytic model with which Spearman operated

is of course much too simplified, and more elaborate factor analytic

procedures wrire soon to be developed, which were capable of representing



systematic variance of immensely greater complexity. But as we shall see

this development lost two great advantages of the Spearman approach: its

concentration upon one factor of momentous importance, and the

model-testing capabilities of the statistical technique.

2.4 Models based on Multiple Factor analysis

The Spearman factor analytic model assumes that the correlations among a

set of observed variables are accounted for by relations between the

observed variables and one common factor. Primarily through the efforts of

Thurstone (1938, 1947) factor analysis was extended, however, to encompass

multiple common factors. Along with the fact that in the American research

there was a development towards larger and larger batteries of tests, this

paved the way for a much more multi-facetted conception of the structure of

abilities.

2.4.1 The Thurstone model

Thurstone (1938) applied his recently developed Multiple Factor analysis to

a test-battery of 38 tests and found about a dozen factors. By locating

the reference axes according to the principle of simple structure, which

essentially states that any test should be affected by one factor only, it

was found that each of the factors accounted for performance on only a

subset of the tests in the battery. There was no sign of a general factor.

Most factors identifiL ,y Thurstone (1938) were replicated several times

by Thurstone and his colleagues (e.g. Thurstone, 1940; Thurstone &

Murstone, 1941), and it was possible to set up a list of six or seven

easily replicable Primary Mental Abilities (PMA's).

The most important PMA's were: Verbal Comprehension (V); involved in

understanding of language and frequently found in tests such as reading,

verbal analogies, and vocabulary; Word fluency (W), involved in the fluent

production of language, and measurable by tests such as rhyming or naming

words in a given category; Induction (I), involved in tests requiring the

subjects to find a rule in complex material; Space (S), involved in

manipulation of geometric or spatial relations; Perceptual Speed (P),

involved in quick and accurate grasping of visual details; and Number (N),

involved in quick and accurate arithmetic computations.

In the first set of factor analyses the PMA's were kept orthogonal. But

when test batteries were assembled to measure the PMA's, it was found that



the tests were intercorrelated, which did suggest that a general factor

might be present after all. This led Thurstone to adopt instead an oblique

factor analytic model, in which correlations were allowed among the PMA's.

These correlations could then be analyzed in another, so-called

second-order, factor analysis. Thurstone and Thurstone (1941) conducted

such analyses and they did, indeed, find a general factor in the

second-order analysis, which factor was most highly loaded by the I-factor.

Studies conducted during the 1940's and 1950's by Thurstone and others

paid, however, very limited attention to the general factor. Instead the

list of factorially identified primary abilities was extended considerably,

partly by showing that several of the original PMA's were differentiable

into more narrow factors, and partly by investigation of new domains.

There was, thus, a rapid proliferation of mental abilities, presenting the

"consumer" of results from differential psychological research with a

rather bewildering picture. From the 1950's and onwards several attempts

were, therefore, made to bring order to the multitude of factors.

French (1951; cf French, Ekstrom E. Price, 1963) presented a survey of the

research, trying to determine which factors were distinct and

cross-identified in several studies. The list came to encompass some 60

factors measurable with aptitude and achievement teats. While some of the

factors were broad and comprehensive, others were very narrow and

circumscribed, and had to be considered the result of a subdivision of a

broader factor. However, all factorF were primary in the sense that they

represented results from application of Multiple Factor analytic techniques

to matrices of intercorrelations between tests. Therefore, all factors had

to be placed more or less at the same level, and it was not possible to

indicate a hierarchical pattern among the factors, such that certain groups

of factors could be subsumed under other factors.

2.4.2 The Guilford model

Guilford (1967) took another approach to organize the factor-analytic

findings, and to develop guidelines for further research. He introduced a

model with three facets: operation, content and product, in terms of which

tests and factors could be described. The operation facet includes 5

levels (cognition (C), memory (M), divergent production (D), convergent

production (N), and evaluation (E)), the content facet 4 levels (figural

(F), symbolic (S), semantic (M) and behavioral (B) content) and the product

facet 6 levels (Units (U), classes (C), relations (IQ, systems (S),

transformations (T) and implications (I)).
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In this system each test can be uniquely identified as a combination of

levels on the three facets, for example cognition of semantic units (CMU).

It was also hypothesized that each combination of levels on the three

facets defines a unique factor. This "Structure-of-intellect" (SI) model

therefore predicts no less than 120 (i.e. 5 x 4 x 6) identifiable factors.

Guilford (1972) argued that each of the PMA's could be mapped into the

SI-model (for example, the V-factor would correspond to the CMU-factor),

and that in addition the model provides guidelines for constructing tests

so that also the other cells in the model can be factorially identified.

In the latest version of the model Guilford and Hoepfner (1971) claim

identification of at least one factor (and sometimes more) in each of 98 of

the cells in the SI model.

In the factor analyses conducted to ..est the SI-model, Guilford has favored

orthogonal rotations. This implies an assumption that factors having

levels in common on one or two facets are no more related than are factors

which have no levels in common. Therefore, the SI-model does not afford a

parsimonious description of abilities; to identify an ability the levels on

all three facets must be identified.

It can be noted, however, that Guilford (1980) now is admitting the

possibility of higher-order factors along the lines of the levels of the

facets in the SI-model. However, the analyses conducted by Guilford and

associates do not provide a basis for identifying such factors of greater

generality; to do that oblique factor analysis in which the correlations

among the factors at the cell level can be determined would be necessary.

Such reanalyses of the Guilford data have not yet been conducted to any

large extent, even though they have been called for several times (e.g.

Cronbach & Snow, 1977).

2.4.3 Discussion

Other attempts at organizing the results from Multiple Factor

investigations have also been made (e.g. Horn, 1977; Pawlik, 1966). In

each of these reviews it has been concluded that there are dozens and

dozens of more or less clearly identified primary factors.

Table 1 presents a compilation of the most well established primary factors

according to French et al. (1963) and Guilford (1967), along with examples

of the type of items which measures the factor.

It would seem. however, that anyone interested in practical application of

the knowledge represented in Table 1 is bound to sense a feeling of

bewilderment. The multitude of factors, along with the lack of a clear



Table 1. Some of the most well established primary factors.

Factor label

French et al. Guilford Types of tasks reflecting the factor

Induction (I) CSS Series and classification items in which

a rule is to be found and applied

CFR Figural analogies items, as in the Raven

Progressive Matrices test

Syllogistic reasoning (Rs) EMI,EMR Syllogism items

General reasoning (R) CM3

CMR

Verbal comprehension (V) CMU

Mechanical knowledge (Mk)

Visualization (Vz) CFT

Spatial orientation (S)

Flexibility of

Closure (Cf)

Speed of Closure (Cs)

CFS-V

NFT

CFU-V

Word fluency (Fw) DSU

Expressional fluency (Fe) DMS

Associational fluency (Fa) DMR

Perceptual speed (P)

Memory span (Ms)

Associative memory (Ma)

Number facility (N)

EFU

MSU,MSS

MSR

NSI

Complex arithmetic reasoning items, in

which understanding the structure of the

prcblem is crucial

Verbal analogies

Vocabulary

Mechanical knowledge

Transformations of complex stimulus

configurations

Transformations of simple stimulus

configurations as wholes

Finding a simple figural pattern within

a complex pattern

Uniting disparate stimulus elements to a

whole

Rapid naming of words

Fluency in composing connected discourse

Producing words from a restricted area of

meaning

Rapid judgement of perceptual identity

Remembering letters or digits in correct

order

Paired-associates learning

Performing simple arithmetical operations

rapidly

organization, makes it quite difficult to compose a test battery for an

application. If, for example, the aim is to predict achievement in a

geometry course it may be asked if it is necessary to represent in the



battery the whole array of spatial factors, and if not, which ones to

select. In most cases such decisions would have to be made on the basis of

judgement of the resemblance of the tests and the criterion which is to be

predicted, in which situation the factor analytic findings do not

contribute much.

Nor do the results summarized in Table 1 contribute much to our

understanding of the organization of abilities; the list is just a

compilation of low-level empirical findings, without a theoretical

superstructure to aid interpretation and analysis.

Several critics have pointed at the limited utility of Multiple Factor

analysis for describing the structure of ability. Humphreys (1962), for

example, argued that the basic problem is "... the tendency to think of

factors as basic or primary, no matter how specific, or narrow or

artif4cial the test behavior may be that determines the factor" (p. 475).

In the limit, each factor is identified by a set of parallel tests, which

implies that the factor analysis does not effect any reduction of

information. From a similar point of view, Undheim (1981) argued "that the

widespread application of multiple factor analysis in research on abilities

has carried factor analysis far beyond its descriptive and conceptual

limitations as a research tool".

2.5 Hierarchical models

One way to counter-act the almost endless splintering of factors in

Multiple Factor analysis would be to allow the factors to be correlated,

and then analyze the correlations among the factors with factor analytic

methods. Such higher-order analyses would yield hierarchical models, in

which factors at lower levels are subsumed under factors at higher levels.

Even though this type of analysis was introduced already by Thurstone it

has net, for different reasons, gained popularity until quite recently.

For a substantial amount of time another research tradition has, however,

been concentrated upon hierarchical models of the structure of human

abilities. This tradition has been strongest in England as a continuation

of the Spearman tradition, and before we describe the elaborations of

Multiple Factor analysis into higher orders, we will attend to the British

work on hierarchical models.



2.:.1 The Burt and Vernon models

In the British research on abilities Multiple Factor analysis has not had

grear impact and the g factor did not vanish altogether, as it did in the

American research. In the postSpearman research it was soon to be

discovered, however, that in addition to g there are also group factors of

great importance. Factoranalytic techniques were developed, which from a

matrix of intercorrelations extract first the g factor, and then

groupfactors of successively smaller breadth. These hierarchical

groupfactor techniques (e.g. Burt, 1941; Harman, 1967) thus have the

advantage of being able to supply information both about a general factor

and groupfactors.

The first hierarchical model was suggested by Burt (1949), who used the

model to organize the findings of a comprehensive summary of factor

analytic results. Below a general factor the Burt model includes 4 levels

(see Figure 1): (1) sensation, representing simple sensory processes in

different modalities; (2) perception, including motorcapacity and

perceptual processes; (3) association, with memory and habitformation

factors; and (4) relation perceiving, involving the apprehension and

application of relations. At each of these levels Burt (1949) reported

evidence of groupfactors, which in some cases also split into subfactors.

Relations lcvel

Associ,-tions

Perception

Sensation

Figure ?. The Burt model.
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The Burt model seems, however, to have been too much'of a logically

constructed classification scheme to earn any great impact. Instead a

rather similar model, presented only slightly later by Vernon (1950, 1961,

1965) has received more widespread attention.

At the top of the Vernon model (see Figure 2) there is the g factor, and at

the next level below there are two major group-factors: verbal-educational

(v:ed) and spatial-practical-mechanical (k:m) ability. The v:ed factor

subdivides into different scholastic factors, such as number factors and

reading, spelling, linguistic and clerical abilities, and also into fluency

and divergent thinking abilities. The k:m factor subdivides too and this

complex includes minor group-factors such as perceptual, physical,

psychomotor, spatial and mechanical factors. Each of these minor factors

can then be subdivided by mole detailed testing.

Major group factors

Minor Group factors

Specific factors

v:ed k:m

11111111111111111111111111

Figure 2. The Vernon model.

The Vernon model is, just like the Burt model, to a large extent a

classificatory scheme summarizing the results from very many studies.

Thus, with the factor analytic methodology employed by Vernon and others it

is quite difficult to subject the model to encompassing and strict tests.

It is, furthermore, quite difficult to use the model in such a way that

individual scores on the factors at different levels are estimated and used

as predictors; instead the model has most commonly been used for selecting

and classifying tests.



2.5.2 The Cattell-Horn model

Another hierarchical model has been constructed by Cattell and Horn. The

basic concepts in this model were developed by Cattell (1940, 1941, 1943),

but the model was neither elaborated upon, nor put to empirical tests until

considerably later (e.g. Cattell, 1963; Horn 1965, 1968; Horn & Cattell,

1966).

Methodologically the Cattell-Horn model is based upon oblique Multiple

Factor analysis of several orders. Thus, in the first step an ordinary

oblique Multiple Factor analysis is conducted, typically yielding a large

set of primary or first-order factors. The correlations between the

primary factors are then subjected to another factor-analysis which yields

secondary or second-order factors. In principle this procedure of

factoring at successively higher orders can be carried on until so few

factors are obtained at a certain level that no factors can be identified.

As we will see, however, Cattell and Horn have chosen to stop the factoring

at the second-order level.

In the Horn and Cattell (1966) formulation the model includes 5

second-order or "general" factors:

Fluid intelligence (Gf) is reflected in tasks requiring abstraction,

concept formation, and perception and eduction of relations, and in which

tasks the stimulus material is either new or very familiar to the

examinees. This kind of general intelligence is supposed to represent

influences of biological factors and incidental learning on intellectual

development. Gf is manifested in the primary abilities Induction (I),

Cognition of Figural Relations (CFR), Cognition of Figural Classes (CFC),

General Reasoning (R), Formal Reasoning (Rs), and also in primaries such as

Memory Span (Ms), Associative Memory (Ma), and Number facility (N).

Crystallized intelligence (Gc) also is shown in tasks requiring

abstraction, concept formation, and perception and eduction of relations,

where, however, the stimulus material primarily is verbal-conceptual in

nature. In contrast to Gf, Gc is is established through cultural

pressures, education and experience. Gc is hypothesized to be manifested

in primaries such as Verbal Comprehension (V), Mechanical Knowledge (Mk),

Cognition of Semantic Relations (CMR), Cognition of Semantic Classes (CMC),

R and Rs.

General visualization (Gv) is involved in "visualizing the movements and

transformations of spatial patterns, maintaining orientation with respect

to objects in space, unifying disparate elements and locating a given

configuration in a visual field" (Horn & Cattell, 1966, p. 254). Gv is

important in the primaries Visualizatiw (Vz), Flexibility of Closure (Cf),



Speed of Closure (Cs), Figural Adaptive Flexibility (DFT) and Spatial

Orientation (S). It is also involved to a lesser degree in other primaries

involving figural content, such as CFR, CFC and Mk.

General Fluency (F or Gr) 13 "reflected in tasks indicating flexibility in

recalling and recognizing labels for cultural concepts irrespective of the

subtlety of understanding of these" (Horn & Cattell, 1966, p. 254) and runs

strongly through primaries such as Associational Fluency (Fa), Word Fluency

(Fw), and Ideational Fluency (Fi).

General Speediness (Gs) is defined as quickness of performance, excepting

the kind of performance defined by the Gr factor, and the quickness with

which relations are perceived. Gs shows up most clearly in primary factors

defined by very simple tasks, such as Perceptual Speed (P) and N.

The Cattell-Horn model has been subjected to empirical tests in large scale

factor analytic studies by Cattell (1963), Horn (1972), Horn and Cattell

(1966), Horn and Bramble (1967), and Undheim (1976, 1978), among others.

These studies have in general confirmed the hypothesized structure.

Humphreys (196;) concluded, however, from a reanalysis of the Horn and

Cattell (1966) study that the model must be considered highly tentative.

Lohman (1979) also reanalyzed the Horn and Cattell (1966) data, using

nonmetric multidimensional scaling and hierarchical cluster analysis.

These analyses failed to bring out Gf and Gv as separate factors. While Gs

and Gr were traceable in some minor clusters of variables, Lohman

considered these "general factors" as little more than "overblown

primaries".

2.5.3 Comparisons between the models

As has been pointed out by Humphreys (1967) there are similarites between

the Vernon and the Cattell-Horn models, but there also are important

differences: The Cattell-Horn model lacks the g factor which has such a

prominent place in the Vernon model and there are only two broad

group-factors in the Vernon model, while there are 5 second-order factors

in the Cattell-Horn model. These differences would seem so profound that

if one of these models is accepted, the other must necessarily be refuted.

Cattell (1963) and Horn (1968), in particular, have argued in favor of

their model. Horn (1968) stated:

In Vernon's work, for example, a distinction is drawn between a

broad "abstract" verbal-numerical-educational factor

... having properties similar to Gc, and an equally broad

"practical" mechanical-spatial-physical factor..., which is

somewhat similar to Gf.



and

it is perhaps worth noting that the "abstract" versus "practical"

distinction which is drawn to characterize the difference between

v:ed and k:m is not used and is not appropriate for distinguishing

between Gc and Gf.

Horn thus assumes that k:m in the Vernon must be some kind of mixture of

the Gf and Gv factors in the Cattell-Horn model (et Cattell, 1963). A

similar assumption was made by Humphreys (1967) who argued that the answer

to the question whether Gf and Gv are in fact distinct factors determines

whether the Vernon or the Cattell-Horn models should be accepted. Many

other researchers as well (e.g. Sternberg, 1980) have adopted the view that

Gf roughly corresponds to k:m.

However, it would seem that the Cattell-Horn criticism of the Vernon model

is founded on a misrepresentation of the model. Vernon himself does not

accept the view that Gf should be more or less equated with k:m; he instead

regards "... fluid ability as g with a slight mixture of spatial ability"

(Vernon, 1969, p. 25).

Thus, an alternative view of the relationships between the two hierarchical

models is that Gc corresponds to v:ed, that Gv corresponds to k:m, arld that

Gf corresponds to g. If it is in fact the case that Gf is more or less

identical with g this would explain why there in the Vernon model is no

major group-factor which corresponds to Gf: in the factoring technique

used by Vernon the g factor is extracted first, and so much variance is

extracted from the Gf tests that these fail to define a group factor in the

next step of the analysis. The reason why Cattell and Horn have failed to

notice that Gf corresponds to g is of course that they have stopped the

factoring at the second-order level. If, however, a third-order factor (G)

is determined it should be found that Gf has a loading close to unity in

this factor.

If such relations between the Vernon model and the Cattell-Horn model _can

be substantiated, the remaining differences between the models seem quite

minute and unimportant, and can most likely be settled in further empirical

research.

2.5.4 Discussion

Hierarchical models offer several advantages as compared to models with

abilities at one level only. They do allow a more parsimonious description

of individual differences than do non-hierarchical models, since for any

application the appropriate level of detail in measurement and



interpretation can be chosen. For example, to predict overall

school-achievement it would probably suffice to represent the top levels of

the hierarchy, but if differential prediction between different tracks of

study is wanted, measurement distinctions further down in the hierarchy can

be made.

Even more important is the fact that hierarchical models contain more

information than models with primary factors only, since in addition to the

primary factors they contain the broader, more general, factors. From a

theoretical point of view these broader factors are extremely interesting,

and they may in fact be more amenable to analysis and understanding than

are the primary factors (cf. Snow, 1978, 1980).

Given these advantages of the hierarchical approach it may be asked why it

has been so slow to gain acceptance. One reason for this may be that there

have been several, seemingly incompatible, models to choose among. Another

reason may be that estimation of hierarchical models presents technical

difficulties, which problem is aggravated by the fact that there are no

"canned computer programs specially designed to produce hierarchical

solutions. Recently, however, progress has been made in the development of

factor analytic techniques which offer, among other things, a greatly

improved capability of handling hierarchical models. This new development

is discussed in the next section.

2.6 Technical issues in factor analysis

As we have seen the combatants in the battles fought over afferent models

of the organization of human abilties have been ar-ed with different factor

analytic procedures. The most conspicous difference between these factor

analytic techniques is that while some readily produce a strong general

factor, others can hardly even be forced to indicate the presence of a

general factor. It is, of course, quite unsatisfying that choice of

technique so much influences the pattern of results, so it may be

worthwhile to investigate somewhat more _losely how different factor

analytic techniques deal with the general factor.

To make things concrete we will use an empirical example. From the

empirical material presented later on in this report two tests, Opposites

and Metal Folding, have been selected, and the items in each of these tests

have been divided into 3 groups, thus yielding three sub-tests for each

test (Opl, Opt, Op3 and MF1, MF2, and MF3).



If these 6 sub-tests are factor-analyzed we would expect the analysis to

yield two factors, representing performance on each of the tests. What is

more interesting, however, is the question how different techniques manage

to represent the correlation between the tests. The observed correlation

between Op and MF was .32, and after correction for attenuation the true

correlation can be estimated to be about .42. This correlation is due to

the involvement of some general factor in both tests.

The correlations among the 6 sub-tests are presented in Table 2. We find

that the sub-tests belonging to the same test have considerably higher

correlations among themselves than they have with sub-tests from the other

test; the latter correlations are always higher than zero, however.

Table 2. Correlations among the sub-tests derived from Opposites and

Metal Folding (N=1224).

Test Opl Op2 Op3 MF1 MF2 MF3

Opl 1.00

Op2 .58 1.00

Op3 .57 .63 1.00

MF1 .23 .29 .24 1.00

MF2 .24 .30 .28 .74 1.00

MF3 .23 .28 .25 .71 .69 1.00

Let's first analyze this matrix witn the standard factor analytic

procedure: principal component analysis followed by Varimax rotation. In

the principal component analysis the 3 largest eigenvalues were 3.10, 1.52

and .44, which clearly indicates two common factors. The loadings of the

variables in these two factors are presented in Table 3. The first factor

has the appearance of a general factor wits positive loading on all

variables; the second factor is bipolar with positive loadings on the

Op-tests and negative loadings on the MF-tests.

The Varimax-results are also presented in Table 3, and these results are

very easily interpreted: Factor I represents the MF-test, and Factor II

represents the Op -test. The approximation to simple structure is quite

good, and few would consider it necessary to perform an oblique rotation.

The fact that Op and MF have something in common is not easily seen from

the Varimax results. However, all loadings in the Table are positive, even

though some are very small, and these small positive loadings suffice to



Table 3. Results from a principal component analysis, followed by

Varimax rotation, of the 6 sub-tests derived from Opposites

and Metal Folding.

Principal Components Varimax factors

I II I II

Opl .63 .56 .11 .83

Op2 .69 .52 .19 .84

Op3 .66 .55 .14 .85

MF1 .77 -.48 .90 .14

MF2 .78 -.45 .88 .17

MF3 .76 -.46 .88 .15

account for the general factor. Consider, for example, the tests Op2 and

MF2 which have an observed correlation of .30. Opt has loadings of .19 and

.84 respectively in the two factors, and MF2 has loadings of .88 and .17.

Reproducing the correlation between the tests from these loadings we get a

predicted value of .31, which is of course as close as one may expect to

get.

We thus see that in orthogonal rotations the general factor is "rotated

away" by being represented as small positive loadings in all factors.

However, in interpretations of factor analytic findings, loadings which are

lower than .30 are rarely attended to, and often not even presented. It

may thus be claimed that orthogonal rotations to simple structure may be

quite deceptive.

If an oblique rotation is carried out, the general factor is represented as

the correlation among factors. There are two serious problems, however,

with oblique rotations in exploratory factor analysis. The first problem

is that there will almost always be small positive loadings scattered in

the matrix, which tend to cause the true correlation between factors to be

underestimated. The second problem is that most oblique rotational methods

allow the researcher himself to determine the degree of obliqueness of the

solution: in the Promax method (Hendrickson 6 White, 1964) this is

governed by the parameter k; in the indirect oblimin method (e.g. Harman,

1967, pp. 325-326) this is governed by the parameter gamma, and so on.

Oblique rotational methods can, therefore, not provide "objective"

empirical information on the amount of actual correlation between factors.



This can be illustrated with our example. Applying oblimin rotation with

gamma taken to be .25, .50 and 1.0, the estimated correlation between the

factors was .26, .18 and .00, respectively. It can be noted that these are

widely differing estimates, and that they all are considerably lower than

the "true" correlation which is around .42.

The fact that oblique rotations are unable to estimate correctly the

correlation between factors of c,,rse causes great problems when the

purpose is to conduct a hierarchical analysis by Multiple Factor analysis

of several orders and it can be expected that such analysis will fail to

estimate properly the relative influence of factors at different levels.

Exploratory factor analysis also is fraught with other problems, such as

deciding the number of factors to rotate, and determining statistical

significance of factor loadings. It is no wonder, then, that scepticism

has prevailed as to the possiblity of carrying out such analyses not only

at the primary level, but also at higher levels.

Recently, however, factor analytic methods have been developed in which all

the problems mentioned above have been solved. JUreskog (1969) presented a

method for estimating and testing confirmatory factor models, using maximum

likelihood methods. In such models the number of factors, and the pattern

of loadings is specified in advance, on the basis of whatever previous

knowledge is available about the variables being measured. Estimates of

parameters in such models are unique, so the problem of rotation is avoided

altogether. Statistical tests are also available with which the fit of the

data to the model can be determined.

We have applied confirmatory factor analysis to our illustrative data. The

model used is shown in Figure 3. The model is a simple two-factor model in

which the factor Op is assumed to affect performance on Opl, Opt, and Op3,

and the factor MF is assumed to affect the observed variables MF1, MF2 and

MF3 (see also Appendix 1).

Id the Figure are also presented the estimates of the parameters in the

model. It can be noted that the factor loadings (i.e. the relations

between the latent variables and the observed variables) are rather similar

to those obtained in the Varimax-rotation, although somewhat lower. The

estimate of the correlation between the factors is .40, which is close to

our expected value. The test of the fit of the data to the model is

clearly insignificant (chi-equare=9.25, df=8, p <.32), which Thus implies

that we can ficcept the model shown in Figure 3 as a proper representation

of our observational data. In contrast with the exploratory techniques,

confirmatory factor analysis thus provides us with reasonable results in

the analysis of our illustrative data.



Figure 3. A confirmatory factor analytic model for the 6 sub-tests.

Joreskog (1970) generalized the simple confirmatory factor analytic model

to allow formulation of higher-order models, and in still further

developments a model has been arrived at which, loosely stated, combines

the factor analytic methods with path-analytic techniques (linear

structural relations, LISREL; JUreskog, 1973; JUreskog & SUrbom, 1978).

This latter model is a completely general linear model which contains all

the earlier models as special cases. The LISREL model is presented in some

detail in Appendix 1.

It would, thus, seem that the technical problems in estimating hierarcaical

models are now essentially solved. There is another prerequisite for

applying confirmatory techniques, namely that there is a substantial amount

of previous knowledge of the structure of the domain under study. However,

within the area of cognitive abilities this is no great problems, since

during the last 50 years thousands and thousands of exploratory factor

analytic studies have been performed, and even with the imperfections of

the exploratory techniques employed, a considerable amount of knowledge has

been assembled.



2.7 Hierarchical, LISREL-based, models

In the discussion of the Vernon and Cattell-Horn models it was concluded

that the difference between these models may be smaller than is evident at

first sight. This suggests that it may be possible to construct another

model which is a synthesis between the two models. This model would

contain at the lowest level the primary factors in the Thurstone tradition;

at the second level there would be the second-order factors of the

Cattell-Horn model; and at the third and highest level would be found the

G-factor of the Vernon model, which factor would also be identical with the

Gf-factor of the Cattell-Horn model.

This model, which would contain most previously suggested models of the

structure of human abilities as special cases, is as yet a hypothesis only.

However, within the framework of the linear structural relations

methodology this hypothesis can be confronted with observational data, and

tests can be made both of the entire model, and of specific hypothesis

derived from it. Most of this Work'remains as yet to be done, but some

information on the validity of the model has been obtained from reanalyses

of two published correlation matrices. One of these is a reanalysis of a

study by Botzum (1951; see Gustafsson, 1980a); the other is a reanalysis of

a study by Undheim (1978). Results from these reanalyses are briefly

presented below.

2.7.1 The reanalysis of the Botzum study

The Botzum study was conducted to investigate more closely the reasoning

and closure factors, which domains had previously been shown (e.g.

Thurstone, 1938, 1940, 1944) to contain several factors. Botzum selected

tests to measure different hypothesized reasoning and closure factors,

along with tests for most of the Thurstone primaries. In all the test

battery comprised 46 tests, which were administered to a sample of 237 male

college students.

Botzum analyzed the matrix of intercorrelations between the tests with the

Thurstone centroid method, and 10 factors were rotated graphically to

oblique simple structure.

Among the factors there were two

Induction and Deduction, and two

Flexibility of Closure and Speed

reasoning factors, interpreted as

closure factors, interpreted as

of Closure.
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In the reanalysis a model containing primary faCtors only was first fitted

for the 46 tests. In order to achieve a reasonable level of fit it was

found necessary to include no less than 13 primary factors in this model.

All these factorR were easily interpreted within the framework of the

Guilford and French et al. systems, however.

In the next steps of the reanalysis second-order factors were added, and

tests of fit were made to see whether the second-order factors were able to

account for the relations among the primary factors. These models did not

encompass the entire test battery, however. For one thing tests were

excluded because it was felt that for some primaries there were

unnecessarily many tests, and for another thing the primaries Verbal

Closure (Cv) and Word Fluency (Fw) had to be excluded because they failed

to define the hypothesized F (or Gr) secondary.

The final model included 28 tests, 10 primary factor. and 5 secondary

factors (see Figure 4). As hypothesized, Gf and Gc were clearly identified

at the second-order level. Gf was loaded by I, CFC, Rs, and CMR (or

analogical reasoning) and Gc was loaded by V, CMR and Rs. Gv could not be

identified as a second-order factor, however. Instead no less than three

second-order factors were found in the Gv-domain. One (Gvr) was loaded by

Vz and Cf, and this factor was interpreted to represent the ability to

retain images in the presence of distractions. Another factor (Gvt) was

loaded by S and Vz, and this factor was interpreted as the ability to

transform configurations into new positions. The third factor (Gvs) was

loaded by P, Cs and Cf, and was interpreted as an ability rapidly to form

unified percepts from unorganized stimuli.

Analyses at the third-order level were also conducted, but these were

hampered by the fact that there were so few factors at the second-order

level. It could be concluded, however, that the three second-order factors

in the Gv-domain seemed to define a third-order Gv factor. When this

factor was disregarded and a third-order G-factor was defined instead it

was found I...at Gf had by far the highest standardized loading (.94) in this

factor.

In summary, then, the reanalysis of the Botzum data allowed the following

conclusions:

- At the primary level support was obtained for many factors in the

Guilford and French et al. systems.

- The Cattell-Horn secondaries Gc and Gf were supported.

- No second-order Gv was found. Instead this factor seemed to splinter at

the second-order level, to reappear at the third-order level.
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Gf was the second-order factor most highly related to a third-order

G-factor.
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2.7.2 The reanalysis of the Undheim study

Undheim (1978) conducted a study with the explicit purpose to test the

Cattell-Horn model. Above all interest was centered on the question

whether Gc and Gf would be differentiable in a sample of 12-13 year old

children.

A test battery comprising 30 tests was administered to a sample of 149 6th

grade children. The tests in the battery were hypothesized to represent at

least 12 primary factors. However, some primaries were represented by one

test only, so an exploratory factor analysis could not aspire to identify

that many factors.

Using principal factor analysis 5 factors were extracted from the matrix of

intercorrelations. These factors were rotated to simple structure, using a

variety of oblique and orthogonal methods of rotation. The results were

consistent across the different methods, and the factors could be

interpreted to represent Gf, Gc, Gv, Gs and Gr. The Undheim (1978) study

thuf, provided very good support for the Horn and Cattell model.

Through the courtesy of Dr. Undheim the matrix of intercorrelations among

the tests has been made available, and a reanalysis has been performed,

using the same strategy as in the reanalysis of the Botzum study.

The final model, which is shown in Figure 5, had quite a good fit

(chi-square.,370.92, df -329, p <.06).

To obtain this good fit, it was necessary, however, to include no less than

9 factors at the primary level. Most of these factors correspond to the

primary factors originally hypothesized by Undheim (1978). It was not

possible, however, to make a distinction between the I-factor and the

Figural Relations factor as was hypothesized by Undheim. Nor was it

possible to make a distinction between the S, Vz and Cs factors, implying

that Gv was identified as a primary factor.

As can be seen in Figure 5 there were three factors at the second level:

Gr, defined primarily by Fw and Fi; Gs, defined primarily by P and N; and

Gf, defined by R and the I,CFR factor. Since there was only one primary in

the Gc domain, it was impossible to define this factor at the second-order

level. For the analyses including a third level the V-factor was taken to

represent the Gc-factor, however. Also loading the G-factor was the

first-order Gv, along with the three second-order factors.

One third-order factor was found to be sufficient, and the most interesting

result from the analyses at this level was thc fact that Gf was found to

have a perfect relation with G, the standardized loading being 1.0.
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Figure 5. The model in the reanalysis of the Undheim (1978) study.

The results from the reanalysis of the Undheim study thus very clearly

support the notion that Gf is identical with G, thereby bringing support to

the idea of a synthesis between thJ Vernon and the Cattell-Horn models.
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The results from the two reanalyses are quite consistent in this respect,

and they also are consistent in showing that at the primary level very many

factors can be identified. At one point the two reanalyses are quite

inconsistent, however: While the Botzum data indicated that there in the

Gv domain are no less than 5 primaries, 3 secondaries and one tertiary, the

Undheim data indicated Gv to be an undifferentiated primary. It does seem

clear, however, that the results in the Undheim study are at variance with

findings from the majority of studies, which have shown beyond doubt the

existence of several primary factors in the Gv-domain. One reason for why

the studies show different results at this point may be that the Undheim

sample consisted of a majority of young females, while the Botzum sample

consisted of male college students. Further analyses of the Undheim data,

with boys and girls kept separate, may bring additional information on this

point.

2.7.3 Discussion

The studies presented above provide some support for a hierarchical model

which is a synthesis of the Vernon and Cattell-Horn models. At the lowest

level the very many primary factors in the Thurstone and Guilford

traditions are supported. Some of these primaries are highly

intercorrelated, however, and at the second-order level support is obtained

for the factors hypothesized in the Cattell-Horn model, even though in one

of the studies Gv was identified as a primary factor, and in the other more

than one second-order factor appeared in the Gv-domain. The reanalysis of

the Undheim study, finally, indicates that the second-order (f- factor

coincides with a third-order G-factor.

Each empirical study is by practical necessity restricted to a sub-set of

the entire model. However, by fitting together the results in these

studies with results from previous exploratory analyses it may be possible

to construct a more comprehensive model. Starting from the primary factors

listed in Table 1, such a model is outlined in Figure 6. In this modal the

Gf factor has been raised from the second-order level to the third-order

level since if there is a perfect relationship between Gf and G there is no

residual Gf-variance at the second-order level. Otherwise the second-order

factors in the suggested model are identical with those in the Cattell-Horn

model.

We will refer to the hierarchical, LISREL-based, model shown in Figure 6 as

the HILL model.

The HILL model contains almost all the previously suggested models the

organization of abilities of special cases. Thus, the Spearman Two Factor

model is represented in the sense that the G-factor has a prominent place



Figure 6. An hypothesized hierarchical model for some common primaries.

in the model, along with the fact that for each test a specific factor is

hypothesized. The group-factors which Spearman admitted, but which he

could not take into account with the technical apparatus available to him,

are in the HILL -model represented at the first- and second-order levels.

Parenthetically it may also be pointed out that while Spearman viewed his

theory as an eclectic construction, which takes the best from each of the

monarchic, oligarchic and anarchic positions, the KILL -model provides an

even better synthesis of these positions, since it is better able to

represent the oligarchic position than is the Two Factor theory.



The Thurstonian primaries are, of course, easily identified as a subset of

the HILL- model. The G-factor identified by Thurstone and Thurstone (1941)

is also represented, and just as was found by them, it appears that tests

of non-verbal reasoning have the highest relation with this factor.

The Cattell-Horn model also forms a subset of the HILL -model in the sense

that the first- and second-order levels in the two models coincide. The

HILL -model goes one step further, however, by including also a third level.

The fact that a G-factor is introduced has important implications for the

interpretation of the second-order factors in the Cattell-Horn model.

Discussion of this matter is post-poned, however, to the general discussion

in section 7.1.

In the Vernon model the number of levels is the same as in the HILI-model.

The G-factor coincides in the two models, and at the second-order level

v:ed corresponds to Gc, and k:m corresponds to Gv. There is also a

difference, however, since factors corresponding to Gs and Gr are by Vernon

placed below v:ed. As was pointed out by Lohman (1979) these are, however,

minor factors of lesser importance, and it may be a matter of taste whether

they should be placed at the first- or second-order levels.

The Guilford SI-model is the only previously suggested model with which the

HILI-model is clearly incompatible. This is because the abilities in the

SI-model are taken to be orthogonal, which precludes reduction of primary

factors to higher-order factors. It appears that Guilford 0980) now,

however, admits the possibility of correlations between abilities, which

paves the way for a reformulation of the SI-model in hierarchical terms.

It may, thus, be concluded that the suggested HILI-model is compatible with

most previously suggested models of the structure of human abilities.

However, while each of these concentrates upon variance at one or a few

levels only, the present model simultaneously represents individual

differences at several levels.

The key to the generality of the HILI-model lies in the identity of G and

Gf, which resolves the essential difference between the Vernon model on the

one hand, and the Cattell-Horn model on the other. Until further empirical

evidence has been secured, this identity of G and Gf must, of course, be

regarded an hypothesis only.

It should be mentioned, however, that other researchers too have formulated

this hypothesis. Undheim (1981), in particular, has gone far towards a

"restoration of general intelligence" on the basis of a reinterpretation of

Gf in terms of G. Technically Undheim favors hierarchical Schmid-Leiman

transformations of exploratory Multiple Factor analyses of several orders.

It may be noted, however, that a reanalysis of the Undheim (1978) data with



this technique (Undheim, I979) failed to out the identity-6f-Gf and G

shown by the LISREL analysis. Instead Undheim found Gc to be the secondary

factor most strongly related to G in those data. Results from some other

reanalyses provided enough corroborative evidence, however, for Undheim to

be able to conclude that Gf is equivalent with G.

It is difficult to explain exactly why the exploratory method of analysis

applied by Undheim did not give the same results as the LISREL analysis of

the Undheim (1978) data. For the reasons stated in section 2.6 it would

seem, however, that the LISREL results are the most trustworthy. We will

return to the Undheim model in the general discussion in section 7.1.

The empirical study presented next was designed to test the validity of the

HILL- model. Further discussion of the interpretation of factors and

implications of the model will, therefore, be postponed until the results

from the study have been presented.



3 PROCEDURES OF THE EMPIRICAL STUDY

The major purpose with collecting the data in the present study was to

obtain a reference material of tests and subjects, to be used in further

empirical research on individual differences in learning. The test battery

was assembled in such a way that enough primary factors would be

t.presented to make possible identification of the second-order factors Gv,

Gf and Gc. This allows a test of the HILI model, and if a reasonable level

of fit is achieved this makes available for further empirical research a

model for the representation of individual differences which is both

parsimonious and general.

3.1 The test battery

In designing the test-battery care was taken to represent primar factors

in the Gv-domain as :tiny as possible. One reason for this is that this

domain is of special interest in relation to the planned studies of

individual differences in learning; and another reason is that within this

domain are found factors and tests which have been given a special place in

process-oriented theories of individual differences. Thus, the cognitive

style dimension field independence - field dependence (e.g. Witkin, 1950)

comes very close to the Thurstcnian primary Flexibility of Closure, and

what Das, Xirby and Jarman (1979) refer to as simultaneous processing is

measured by tests belonging to the Gv-domain.

The test-battery consists of two parts: one with 13 tests of ability, and

one with 3 standardized achievement tests. The following tests of ability

were included in the battery:

1. Number Series II. In the items in this test a series of 5 or 6 numbers

are given, and the task is to add two more numbers to the series.

Tests of this type have been shown to load the primary factor induction

(I), which in turn loads Gf.

2. Letter Grouping II._ The items in this test consist of groups of

letters, and the task is to decide which group of letters does not

belong with the others. This kind of test too has been shown to load

the I-factor.



3. The Raven Progressive Matrices. The items in the Raven test present a

matrix of figures in which the figures change from left to right

according to one principle, and from top to bottom according to another

principle. One figure is missing, however, and the task is to identify

this figure. It is not entirely clear to which primary factor the

Raven test should be classified. French et al. (1963) would assign

this test to the I-factor. Their I-factor is quite broad, however, and

it has more the character of a second-order factor than a primary

factor. Horn and Cattell (1966) use the Guilford notation (Cognition

of Figural Relations, CFR) to classify this test and we will use the

same notation here. CFR is hypothesized to load Gf.

4. Auditory Number Span. This is r conventional digit-span test, with

digits in series of varying length being read for immediate

reproduction. The test may be hypothesized to load the Memory Span

(Ms) primary, which primary by Horn and Cattell (1966) is hypothesized

to be weakly related to Cf.

5. Auditory Letter Span. This tes_ is identical with the preceding test,

except that letters are used instead of digits.

6. Metal Folding. In this test the task is to find the three-dimensional

object which corresponds to a two-dimensional drawing. Metal Folding

may be hypothesized to load the Visualization (Vz) primary, which in

turn belongs with Gv.

7. Group Embedded Figures. his t.-.1t consists of items in which the task

is to find a simple figure within a more complex figure. The test has

been shown to represent the Flexibility of Closure (Cf) factor, which

in turn loads Gv.

8. Hidden Patterns. Each item consists of a geometrical pattern, in some

of which a simpler configuration is embedded, and the task is to

identify those patterns which contain the simple configuration. The

test is similar to the Group Embedded Figures test and may be

hypothesized to load the Cf-factor.

9. `UL1211: In this test each item consists of a given geometrical

rigure, which is to be copied onto a square matrix of dots. Fiench et

al. (1963) classify this test with the Cf-factor.

10. Card Rotations. Each 'tem in this test gives a drawing of a card cut

into an irregular shape, and the task is to decide whether other

drawings of the card are merely rotated, or turned over onto the other

side. This test is highly similar to the Thurston* tests Cards,



Figures and Flags, which have been shown to define the Spatial

Orientation (S) primary. This primary loads Gv.

11. Disguised Words. In this test words are presented with parts of each

letter missing, and the task is to identify the word. The test is

highly similar to the Thurstone (1944) test Multilated Words, which by

him was found to load the Speed of Closure (Cs) factor. French et al.

(1963) mention, however, that tests like these may also have a loading

on a Verbal Closure factor. According to Horn and Cattell (1966) Cs

loads Gv.

12. Disguised Pictures. In the items of this test drawings are presented

which are composed of black blotches representing parts of the object

being portrayed, and the task is to identify the object. Tests similar

to this one have been found to load the Cs-factor.

13. Opposites. In each of the items in this test the task is to select the

word which is the antonym of a given word. The test may be

hypothesized to load the Verbal Comprehension (V) primary, which in

turn loads Gc.

These 13 tests comprise the tests ^f cognitive ability in the test battery

and they were administered on one occasion. The tests are described and

analyzed in detail in Chapter 4. In addition scores are available on

Standardized Achievement tests in Swedish, mathematics and English. These

tests are administered by the class teachers to most pupils in the 6th

grade. The Standar, tzed Achievement rests may all be hypothesized to

represent Gc. These tests are described in greater detail in section

4.3.2.

3.2 Subjects

The study comprised 50 classes (or rather 51, since one class was divided

into half-classes) in the 6th grade (i.e. the pupils are in their 12th

year), in two different communities (Mtandal and Kungsbacka). In all 1254

pupils attended these classes, but for different reasons the battery of

cognitive tests could not be administered to 30 pupils. The final sample

thus ccmprised 1224 subjects (602 boys and 622 girls), with an attrition of

only 2.4 per cent. For the Standardized Achievement tests attrition was

greater, however, which is because it is up to the class-teacher to decide

whether all, some or none of these shall be administered. Of the sample of

1224 subjects, 981 (or 80.1 per cent) had results on all the Standardized

Achivement tests while 113 (9.2 per cent) had not taken any of these. For



the remaining 130 subjects scores were available on one or two of the

Stan Ardized Achievement tests.

In Appendix 3 the correlation matrix for the test battery is given for the

subset of subjects with complete data. Descriptive statistics for the 981

subjects with complete data, and for the 1224 subjects with results on the

cognitive tests are also presented. The subjects who lack one or more of

the Standardized Achievement tests seem to have a somewhat lower level of

performance on the cognitive tests than the subjects with complete data.

3.3 Procedures used in the testing

All 13 tests were given at one single occasion for each class. In all it

took about five 40-minute lessons to administer the tests to one class.

The class had recesses and a lunchbreak in a regular manner. In most

classes three lessons were used before lunch and two after the lunchbreak.

One female administrator gave the tests to 25 classes in the community of

Mblndal, and a male administrator gave the tents to 25 classes in the

community of Kungsbacka. The class teacher was generally not present in

the classroom during the testing.

The tests were in all classes administered in the same order and in a

standardized manner (see Table 4). Beiore the administration all pupils

were given a general introduction, and the purpose of the study was

explained to them. They were told that they were participating in a

large-scale experiment that would be followed by other experiments of less

extent during the spring semester. The pupils also were told that their

results on the tests would not be told to their parents or their teacher.

However, the class would be informed of the results of the class as a whole

in comparison with the other classes that participated. Furthermore, the

pupils were told that the tests were of different levels of difficulty, and

that no one would be able to solve all tasks. It was also pointed out that

it was important that they listened to the instructions given for each

test, and that they should ask questions, if they did not understand what

was required of them.

Most pupils seemed to think that participation in the study was rather

enjoyable and a nice break in regular school-work. However, all pupils

were fairly tired at the end of the testing.

It seemed that some pupils were very disappointed not to be able to finish

all the test-items, and those pupils were of course disturbed by the

time-limit on each test. Nevertheless, the administrators' overall



Table 4. Order of administration of the tests in the battery.

Test Time for instruction Time limit

Opposites 3 10

Raven Progressive Matrices 5 15

Auditory Number Span 3 12

Recess

Hidden Patterns 5 3 + 3

Letter Grouping II 5 10

Card Rotations 5 4 + 4

Disguised Words 3 2.5 + 2.5

Recess

Copying 5 3 + 3

Number Series II 5 10

Metal Folding 5 10

Recess

Auditory Letter Span 5 12

Group Embedded Figures 5 2 + 5

Disguised Pictures 5 3 + 3

impression was that the pupils' attitude toward participation in the study

was positive.

The administrators took notes of the climate in the class-room throughout

the schoolday and the behavior of the class during the administration. A

schedule of classification was used where information on motivation,
4

concentration and relation to the administrator was gathered. Special

incidents during each test and special circumstances prevailing in the

class were noted. Besides, the teacher was interviewed about the history

of the class in grades 4, 5 and 6 and information on motivation,

concentration, willingness of cooperation, working-pace and school

achievement was gathered.



3.4 Representation of the test information

In order to be able to carry out closer analyses of the psychometric

properties of the tests in the battery, the examinnee responses were

represented in machine-readable form in as great detail as was practically

feasible.

For the multiple-choice tests (i.e. Letter Grouping II, Raven, Metal

Folding and Opposites) the alternative chosen for each item was

key-punched. The Group Embedded Figures test and Copying, which require

the examinees to contribute responses in the form of drawings, were scored

with a distinction being upheld between attempted and correz:u, and

attempted but incorrect items.

The heavily speeded Hidden Patterns and Card Rotations tests, which contain

very many items, were scored in such a way that the number of correct

responses and the number of incorrect responses were determined.

In 5 of the tests (Number Series II, Disguised Words, Disguised Pictures,

Auditory Number Span, and Auditory Letter Span) the answers are open-ended.

These tests would normally require judgement of the correctness of each

contributed response, which is a difficult and arduous task. However, for

the present study a set of computer programs (the PRINS-system, developed

by Jan-Gunnar Tingsell at the Department of Educational Research,

University of Goteborg) was used to simplify this task. With the

PRINS-system each examinee's response to each of the items is recorded

exactly as it is given, which is done interactively at a computer terminal.

A frequency list of all contributed responses is then obtained, on the

baAs of which it may be decided which responses should be considered

correct. In the final step the selection of correct responses is presented

to the computer, and the scoring of the tests is done automatically. With

this system it is, of course, also easy to study the properties of

different scoring systems.

46



4 RESULTS FROM ANALYSES OF THE TESTS

In this chapter analyses of each test are presented. Since one of the

purposes of the present report is to serve as a reference report on the

reference material, quite detailed descriptions and analyses are presented.

The analyses at the test level are focused upon the internal consistency of

the tests. In addition to measures from classical test-theory, such as the

biserial correlation and the coefficient of reliability, Rasch model

analyses have been relied upon. The Rasch model may not yet be well-known,

sc a brief introduction to this item - response model is presented in

Appendix 2.

4.1 Analyses of the Gf-tests

In the test battery there are three tests which are hypothesized to

represent the second-order Gf-factor: Number Series II, Letter Grouping

II, and the Raven Progressive Matrices test. In addition the Auditory

Number Span and Auditory Letter Span tests may be hypothesized to belong

with the Gf-complex.

4.1.1 Number Series II

Number Series II (NS) was newly constructed for this study, but it was, of

course, modelled upon existing series tests and in particular upon the test

Number Series constructed by Svensson (1964, 1971). To a certain extent

selection of items for NS was based upon an analysis of the Svensson Number

Series test with the Reach model (Gustafason, 1977). From that analysis it

was concluded, among other things, that the original test, which had 40

items and a time-limit of 18 minutes, to some extent may have been speeded.

The analysis also showed that for some items the fit to the Rasch model was

very poor, which was interpreted as being due to the fact that these items

put an extra demand on arithmetic skills. It was also observed that the

reliability of the test was high even when several items were excluded.

In constructing the NS-test it was, therefore, decided to limit the test to

20 items, and the testing time to 10 minutes. Attempts were made to

include items which demand only limited arithmetic skills. For certain



types of series, however, it was impossible to avoid large numbers, and in

some cases the number of terms in the presented part of the series was,

therefore, limited to 5, while in most other items 6 terms were used. The

items in the test, along with the algorithm upon which they are based are

presented in Table 5. Some of the items in the test were taken from the

Number Series test, but most were newly composed.

Each subjects' response to each item was recorded as it was given, using

the PRINS-system (see section 3.4). In the first step of the analysis the

test was scored in such a way that only the logically correct responses as

listed in Table 5 were judged correct. The proportion of correct answers

from this strict (S) scoring are presented in Table 6, along with the

biserial correlations. The range of variation of the proportion of correct

answers is great: from a high of .95 down to .02. The biserial

correlations are all fairly high and even in size, although there is a

clear tendency towards a correlation between the difficulty of the item and

the biserial correlation.

With this S-scoring the overall mean of the test is 7.8 with an sd of 3.75.

The reliability (KR-20) is .84, which with only 20 items must be considered

a high value.

The item responses have also been analyzed with the Rasch model, with the

primary purpose of investigating the fit of the data to the model. The fit

was poor, however: For the ML-ICCSL test (see Appendix 2) a very highly

significant chi-square of 1381.6 with 342 df, was obtained. A closer

analysis of the fit of each item indicated that the more difficult items

tended to have too high a discrimination, while for several other items

(items 7 and 9 in particular) too low a level of performance was observed

for persons scoring high on the test as a whole.

Items 7 and 9 both involve quite difficult arithmetic computations, so it

may be suspected that the reason why they show this pattern of misfit is

that they put an extra demand on arithmetical ability. Also for other

items showing the same pattern of deviation, but less markedly, it might be

suspected that arithmetical ability influences the results.

Attempts, therefore, were made to score the responses to each item in such

a way as to minimize this source of influence. For each item it was for

each incorrect response decided whether it represented a logical error or a

computational error. For some items these decisions were easier than for

other items; in some cases the decision even was impossible to make on the

basis of the available information. However, the general rule followed was

to be liberal in the scoring. Table 6 presents descriptive statistics at

.he item level for the liberal (L) scoring. The first column shows the

number of "incorrect" response categories judged correct in the L-scoring.



Table 5. The items in the Number Series II test, along with results from

the strict scoring.

Item Algorithm

1 a
n
+2

2 a
n
-2

3 a
n
+3

4 a
n
-3

5 a
n
.2

6 a
n
-2n

7 a
n
+2n

8 an12

9 a
n
*2

10 a
n
-n

11 a
n
+5n

12 an12

13 a
n-1

+3

14 a
n-1

-5

n-1
+2 n=1,3...

15
a
n-1

+4 n=2,4...

16 a
n-1

+2

n-1
-1 n=1,3...

17
a
n-1

-2 n=2,4...

18 a
n-1

-1

n-1
+1 n=1,3...

19
a
n-1

+3 n=2,4...

n-1

-3 n=2 4...

-2 n=1,3...
20

an-1
,

Item
Correct
answer

Prop.

corr.

Biserial

corral.

3 5 7 9 11 13 15 17 0.93 0.55

18 16 14 12 10 8 6 4 0.95 0.64

2 5 8 11 14 17 20 23 0.91 0.54

24 21 18 15 12 9 6 3 0.89 0.60

1 2 4 8 16 32 64 0.59 0.77

60 58 54 48 40 30 18 4 0.19 0.77

2 4 8 14 22 32 44 58 0.18 0.68

320 160 80 40 20 10 5 0.46 0.76

3 6 12 24 48 96 192 0.43 0.73

31 30 28 25 21 16 10 3 0.36 0.79

5 10 20 35 ,5 80 110 145 0.18 0.74

448 224 112 56 28 14 7 0.41 0.88

7 8 10 11 13 14 16 17 0.51 0.78

19 17 14 12 9 7 4 2 0.35 0.83

2 6 4 10 6 14 8 18 0.06 0.83

1 4 3 6 5 8 7 10 0.14 0.85

8 12 7 10 6 8 5 6 0.07 0.90

12 13 11 12 10 11 9 10 0.15 0.80

3 4 4 5 7 6 10 0.02 0.94

15 16 13 13 11 10 9 7 0.02 0.85
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This number ranges between 0 and 81, and it is particularly large for items

5, 6, 7, 9 and 11. These items all involve large numbers. The items early

in the test were not much affected by the L-sccing for the simple reason

that these items do not involve much of arithmetic skills. Nor were the

items late in the test much affected by the L-scoring. This is due both to

the fact that most of these items do not involve serious arithmetic

difficulties and to the fact that in these items it was virtually

impossible to make a distinction between computational and logical errors.

Table 6. Descriptive statistics for the items in Number Series II.

Number of in-

correct answers

Item scored correct

Proportion correct

Liberal Strict Diff. L-S

Biserial correlation

Liberal Strict Diff. L-S

1 3 0.97 0.93 0.04 0.62 0.55 0.07

2 6 0.96 0.95 0.01 0.71 0.64 0.07

3 6 0.97 0.91 0.06 0.72 0.54 0.18

4 5 0.94 0.89 0.05 0.64 0.60 0.04

5 17 0.64 0.59 0.05 0.81 0.77 0.04

6 22 0.31 0.19 0.12 0.78 0.77 0.01

7 36 0.32 0.18 0.14 0.76 0.68 0.08

8 1 0.46 0.46 0.00 0.77 0.76 0.01

9 81 0.59 0.44 0.15 0.85 0.73 0.12

10 9 0.44 0.36 0.08 0.84 0.79 0.05

11 29 0.35 0.18 0.17 0.82 0.74 0.08

12 7 0.43 0.41 0.02 0.89 0.88 0.01

13 2 0.53 0.51 0.02 0.80 0.78 0.02

14 1 0.36 0.35 0.01 0.83 0.83 0.00

15 8 0.09 0.06 0.03 0.80 0.83 -0.03

16 0 0.14 0.14 0.00 0.84 0.85 -0.01

17 0 0.07 0.07 0.00 0.86 0.90 -0.04

18 0 0.15 0.15 0.00 0.78 0.80 -0.02

19 2 0.03 0.03 0.00 0.91 0.94 -0.03

20 1 0.03 0.03 0.00 0.80 0.85 -0.05

Performance on item 11 was most affected by the L-scoring, the proportion

of answers being .17 units higher than in the S-scoring. For the other

items affected by the liberal scoring the increase in proportion correct

was .12 - .15. The mean performance on the Lest increased from 7.82 to

8.75, implying that on average one extra point was awarded each subject in

the L-scoring.



The L-scoring affected the biserial correlations in such a way that they

became more homogenous, and the correlation between item difficulty and

biserial correlation decreased. As might be expected, a considerably

better fit to the Rasch model was obtained for the liberally scored test

(chi-square=752.39, df342). Since the test staticstic is more than twice

the degrees of freedom it must be concluded that the fit is not perfect

even under the L-scoring. However, considering the rather large sample of

subjects the level of fit is not too poor.

It is quite impossible to present in detail for each item the responses

judged correct in the L-scoring, so that will be done for one item only,

no. 7.

For this item the simple principle was followed that all responses were

judged correct in which 44 was given as the continuation of the series,

irrespective of the next term given. In all, 116 subjects gave such

responses. In addition the following responses were judged correct (the

number after the answer indicates how many subjects gave that response):

34 44 (1); 34 48 (3); 35 58 (1); 40 54 (2); 42 54 (13); 42 56 (3); 43 55

(17); 46 58 (1); 46 60 (2); be, 62 (3); 46 64 (1); 52 90 (1); 52 92 (1); 54

68 (2); 54 86 (6); and 64 78 (3). While for some subjects some of these

responses undoubtedly reflect logical mistakes, it is also conceivable that

they are due to fairly simple errors of computation.

In all 161 different responses were contributed to this item, and most of

these were judged incorrect even in the L-scoring. The most common

incorrect answer was 42 52 (164). This answer reflects application of the

simple algorithm "last number plus 10" to the last two terms in the given

series, and represents an undue simplification of the problem. Other

common incorrect answers were 34 26 (27) and 34 38 (20) which both reflect

application of too rudimentary an algorithm to capture more than the

variation of the last two terms in the given series. Another frequent

incorrect answer was 64 128 (89), which represents the algorithm "last

number times 2" applied to the last term in the given series.

Table 7 presents for each of the items the two most common incorrect

responses, along with the frequencies with which they occured. A close

analysis of incorrect responses has not yet been performed, but some

preliminary observations can be made on the basis of the information

presented in the table.

Some of the incorrect responses listed in Table 7 are likely to be the

effects of computational errors, such as the answer 16 19 to item 1 (i.e.

application of the algorithm "last number plus 3" instead of the correct

algorithm "last number minus 3"). However, most of the incorrect responses

represent errors of logic, such that the subject has failed to take into



Table 7. The most common incorrect responses to the items in the

Number Series test. Frequencies in parentheses.

Item Correct answer Incorrect answers

1 15 17 (1142) 16 19 (29); 14 15 (15)

2 6 4 (1165) 20 22 (15); 7 6 (6)

3 20 23 (1119) 19 21 (40); 20 22 (9)

4 6 3 (1094) 7 5 (29); 27 30 (23)

5 32 64 (719) 24 32 (48); 20 24 (45)

6 18 4 (230) 20 10 (198); 28 24 (74)

7 44 58 (215) 42 54 (164); 64 128 (89)

8 10 5 (561) 10 0 (227); 640 1280 (16)

9 96 192 (532) 56 112 (27); 54 60 (23)

10 10 3 (444) 10 4 (57); 11 6 (49)

11 110 145 (220) 110 151 (92); 85 90 (55)

12 14 7 (500) 14 0 (10); 16 8 (10)

13 16 17 (628) 15 16 (88); 9 12 (66)

14 4 2 (428) 5 3 (139); 4 1 (56)

15 8 18 (72) 8 12 (39); 8 16 (24)

16 7 10 (167) 2 7 (119); 7 9 (57)

17 5 6 (82) 9 11 (63); 12 7 (18)

18 9 10 (185) 12 13 (48); 14 15 (40)

19 6 10 (30) 2 6 (75); 8 8 (24)

20 9 7 (30) 12 14 (67); 9 9 (50)

account the full complexity of the presented information. There are

several interesting types of such errors. One type, for example, is

represented by the answer 20 22 to item 2, the response 27 30 to item 4,

and the answer 640 1280 to item 8. The series in these items are all

descending, but these responses are ascending. They are, furthermore,

correct when appended to the beginning of the presented series. Thus, in

this type of incorrect response the subject has failed to operate with

decreasing numbers, but has still, by redefining the problem as it were,

managed to produce a response.

Another type of incorrect answer is represented, for example, by the

response 24 32 to item 5, the response 20 10 to item 6 and the response 42

52 to item 7. In all these incorrect responses too simple an algorithm has

been applied, which fits the last few terms in the presented series, but

which is not able to generate the entire series. This type of incorrect

answer was by far the most frequent one, which indicates that the major



source of difficulty in the items is to infer the rules underlying the

presented series.

4.1.2 Letter Grouping II

The test Letter Grouping II (LG) was constructed on the basis of two

predecessors: Letter Grouping in the DBA-battery (Harnqvist, 1968), and

the Letter Sets test in the ETS-battery (French et al., 1963). One of the

reasons for developing a new test instead of using the DBA-test is that th.

items in this test include 4 response alternatives only. With more

response alternatives a higher reliability may be secured with the same

number of items. From the ETS-test the ideas were to some new items

borrowed.

The LG-test consists of 20 multiple-choice items, each with 5 response

alternatives. Table 8 presents the algorithms from which the groups of

letters were constructed. As can be seen the items range considerably in

complexity. No attempts were made, however, to vary systematically the

level cf complexity of the items, since this was judged an impossible task

with such a short test, and with so many factors affecting item difficulty.

Descriptive item statistics are also presented in Table 8. The proportion

correct ranges from a high of .98 to a low of .24, with a fairly even

distribution between these extremes. The biserial correlations are rather

high and even in size, with somewhat higher values being observed for items

13, 14 and 15.

It can only be conjectured as to why these items are especially good

measures of the latent variable underlying performance on the items. It

would seem, however, that in these items the structure of the outlying

group of letters comes quite close to the structure of the other groups.

The test of fit to the Rasch model proved significant (chi-square=619.9,

df342 with the ML-ICCSL test). However, the ratio of the chi-square sum

to the degrees of freedom is only about 1.8, which with the quite large

sample of persons being analyzed here indicates a reasonably good fit. The

test can, thus, be considered quite homogenous.

The mean of raw scores on the test is 11.7, with an sd of 4.1. The

reliability is .82, which is a large coefficient for a multiple choice test

with just 20 items.



Table 8. The algorithms cf the items in Letter Grouping II, along with

descriptive item statistics.

Item

Structure of
1)

correct answer

Structure oft)

incorrect answer

Proportion
correct

Biserial
correlation

1 AAAA AABA .98 .31

2 1234 1243 .94 .48

3 D11X D11Z .83 .53

4 1233 1222 .86 .63

5 1213 1215 .68 .64

6 11122221 11UZ21 .53 .60

7 1221 2112 .73 .59

8 1234 1345 .77 .63

9 1212 2121 .79 .66

10 1231 1232 .65 .67

11 1345 1456 .45 .64

12 1357 14710 .41 .67

13 2112 1221 .53 .74

14 3412 3421 .45 .74

15 1232 H2N2 .52 .78

16 1
1
3
1
1
2
3
2

1
1
1
2
3

1
3
2

.34 .62

17 2341 3561 .42 .67

18 1
1
2
1
1
2
2
2

1
1
3

1
5

1
6 .40 .69

19 1345 1456 .24 .59

20 2
1
1
2
1
1
2
2

4
1
1
2
1
1
2
2

.24 .50

1) Note. In the coding of the structure of the items the following

rules were used: (1) A letter indicates a particulp- letter

as presented in the item; (2) the number 1 indicates any

letter in the alphabet, and higher numbers the ordinal position

of other letters counted from this letter; and (3) when

the numbers are indexed the second rule applies for each

indexed series separately.



4.1.3 The Raven Progressive Matrices

The Raven Progressive Matrices test (RA) was constructed by Raven (1938),

on the "... assumption that if Spearman's principles of noegenesis were

correct, it should provsle a test suitable for comparing people with

respect to t'.eir immediate capacities for observation and clear thinking"

(Raven, 1960). The test systematically exploits the noegenetic principles

of eduction of relations and eduction of correlates on meaningless figures.

Each item presents a 1-0.ral analogy problem, in which a matrix of figures

changes from left to right according to one principle and from top to

bottom according to another principle. The figure in the right-most/bottom

corner is missing, however, and the task is to select the one among 6 or 8

presented designs which completes the pattern.

The test consists of five parts (A-E), containing 12 items each. In the

manual it is recommended that the test is administered without a time

limit, and it is mentioned that 40-60 minutes may be typical amounts of

time spent on the test. For the group-testing situation in the present

study it would be practically impossible, however, to let everyone spend

unlimited time with the test.

The decision was made, therefore, to administer only parts B-E, with a time

limit of 15 minutes, and then decide with statistical analysis which of the

items late in the test provide useful information. Items Bi to B3 were

used as commor practice items.

The test is organized in such a way that within each set of 12 items the

items increase in difficulty according to a certain principle.

Most items in set B involve change from one geometric form to another,

along with a change of the "content" (black/white, striped/not striped,

dotted/nct dotted and so on) of the geometric form. These items are all

rather easy. In the present sample the most difficult item in this set

(B12) was an...wered correctly by 44 per cent of the sample. In most of the

items in set C factors .tech as size, location, and number of attributes are

varied simultan vsly along the two dimensions. The items in this set show

a wide range of difficulty: in the present sample the observed range was

from 94 per cent correct to 6 per cent correct answers.

In set D the combination of geometrical forms is systematically exploited.

The items in this set too vary much in difficulty: between 95 and 8 per

cent correct answ-!rs were observed in the sample.

The E-set items, finally, operate with geometrical forms in such a way that

these combine according to algebraic rules (i.e. addition and subtraction).



Since many persons in our sample did not have time enough to attempt the

items in this set it is hard to tell about the relative difficulty of the

items.

Table 9 presents descriptive item statistics. From the figures presented

it can be seen that the range of difficulty within each subset of items is

great. The range of variation of the biserial correlations also is great,

implying that the test may be fairly heterogenous. For this reason no

Table 9. Descriptive statistics for the items in the Raven test.

Item

Proportion

correct

Biserial

correlation Item

Proportion

correct

Biserial

correlation

B4 .92 .63 D1 .95 .86

B5 .89 .65 D2 .88 .88

B6 .77 .53 D3 .85 .81

B7 .66 .39 D4 .76 .76

B8 .64 .70 D5 .85 .87

B9 .71 .75 D6 .75 .77

B10 .74 .77 D7 .64 .61

Bll .64 .71 D8 .68 .b5

B12 .44 .54 b9 .60 .60

Cl .94 .61 D10 .52 .63

C2 .91 .59 Dll .19 .34

C3 .80 .58 D12 .08 .33

C4 .74 .63 El .45 .56

C5 .79 .67 E2 .36 .49

C6 .66 .49 E3 .31 .41

C7 .77 .74 E4 .22 .53

C8 .57 .56 E5 .20 .53

C9 .19 .18 E6 .16 .48

C10 .39 .49 E7 .16 .26

C11 .22 .39 E8 .08 .29

C12 .06 .18 E9 .05 .18

El0 .03 .14

Ell .03 -.12

E12 .03 -.32

closer analysis has been made of the test items using the Rascn model.



The first 6 items in set D have the highest biserial correlations, while at

the same time they display high proportions of correct answers. The reason

Ow these items are good measures of the ability underlying performance on

the test may be that in them the two factors vary in such a way that only a

careful logical analysis brings out the correct answer; it cannot be found

by simple "pattern-perception". Of course many other items in the test

have this quality as well. However, it may be suspected that the test was

too speeded for the E-items to function properly in this sample. It can

also be observed that the more difficult items within each sub-set have

lower biserial correlations, which is most likely an effect of guessing.

It can be shown (see Gustafsson, 1980b) that random guessing causes

overestimation of the discrimination of easy items, and underestimation of

the discrimination of difficult items.

Item C9 provides an example of an item having a very low discrimination,

along with a proportion of correct answers which is not too low. The

.eason why this item has so low a discrimination may be that it suffices to

consider the left-right variation; the top-bottom variation consists in a

change from circle to square to triangle, which hardly requires a close

analysis to be identified.

The items in the E-set have considerably lower proportions of correct

answers than have the items in the other sets. The biserial correlations

also tend to be lower, and they decrease systematically so that for the two

most difficult items the biserials even are negative. These poor

properties of the E-set are more likely to have been caused by an

insufficient time allowance, however, than by any property immanent in the

items themselves.

The number of contributed answers, rights as well as wrongs, varies between

8 and 48, with about 40 per cent of the examinees answering all items. For

45 per cent of the subjects in the sample item E12 was the last answered

one and for an additional 40 per cent the last answered item was one in the

E set. It can thus be concluded that an absolute majority of the subjects

in the sample had sufficient time to answer the B, C and D sets, but that

many did not have sufficient time for the E set.

It thus seems that with the time limit of 15 minutes insufficient time was

available for the items in the E set, thereby destroying the measurement

properties of these items. This is also indicated by the fact that the

reliability of the test with the E items included is .868; excluding the E

items the reliablity increases to .870.

It may be asked, of course, whether the items in the different sets measure

different abilities. One way to investigate this is to use the ML-PCC test

(see Appendix 2) in pairwise comparisons of the sets. The results from



such comparisons are presented in Table 10, along with the observed

correlations. All test statistics are highly significant, indicating that

each of the item sets measures a distinct latent variable.

The correlations among the item sets are quite low, and especially so those

with the E set. These correlations are attenuated by errors of

measurement, however, which with such short scales have considerable

impact. The true correlations are, therefore, underestimated by a large

amount.

Table 10. Results from pair-wise comparisons with the ML-PCC test

of the item sets in the Raven test.

C D E

Chi-square Corr. Chi-square Corr. Chi-square Corr.

B

C

D

429.8 .52 626.3

467.6

.54

.55

805.7

467.3

624.9

.19

.29

.31

Note. The chi-square statistics all have 143 'if.

To estimate the true correlation among the scales the items within each set

were divided into two subsets according to whether the ordinal position was

odd or even. In this way 8 subsets with 6 items each were obtained, which

were than subjected to a sequence of LISREL-analyses.

In the first step it was tested whether one factor suffices to account for

the intercorrelations among the 8 subsets. This test investigates, of

course, the same hypothesis as does the ML-PCC test, and it gave the same

answer: a very highly significant value was observed for the test

statistic (chi-square=931.6, df=20). In the next step a simple oblique

4-factor model was specified, in which the half-tests derived from the same

set were assumed to be caused by the same latent variable. This model

fitted well (chi-square=32.3, df=16), and Table 11 presents estimates of

the correlations among the latent variables in this model. Sets B, C and D

have the highest correlations among themselves; the correlations are so far

from unity, however, that it must be concluded that in each of the sets

there is a substantial amount of specific variance. The correlations with

the E set are very low indeed.
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Table 11. LISREL estimates of the true correlations among the sets

of items in Raven.

B C D E

B

C

D

E

1.00

.69

.65

.25

1.00

.73

.40

1.00

.40 1.00

It may thus be concluded from the analyses of the Raven test that sets B, C

and D in the present study provide useful information about individual

differences, while the E-set does not. In the final scoring of the test

the results on the E-items were, therefore, not included. It can also be

concluded, however, that the sets measure different abilities. Even though

these abilities are so highly correlated that it may be meaningful to talk

about a general Raven factor, the nature of what is measured by each of the

sets will be investigated more closely. This will be done in LISREL

analyses, which are presented in section 5.1.

4.1.4 Auditory Number Span

The test battery includes two memory span tests, which most likely

represent the Ms-factor. This primary, in turn, seems to belong with the

Gf-domain. The major purpose for including these tests in the battery was,

however, that they have a prominent place in the Das, Kirby and Jarman

(1979) model of simultaneous and successive processing, in which these and

similar tests are used to represent successive processing.

The Auditory Number Span test (ANS) is a conventional digit span test in

which series of digits are read at a speed of one digit per second. The

task is to write down the series when it is completed. The test consists

of 19 items, with the number of digits varying between 4 and 10. The test

is almost identical with the Auditory Number Span test in the ETS battery,

but the items .ith 11 or 12 digits were not used, since it was felt that

they would be too difficult for the present sample.

The subjects' answers were recorded exactly as they were given within the

PRINS-system to allow a comparison of different scoring models. In the

basic scoring model (BSM) a response was judged correct if it was an exact

reproduction of the presented series. In the sequential scoring model



(SSM) the subjects were allowed to miss one digit (in the series with 5 to

7 digits) or two digits (in the series with 8 or more digits) as longs as

the correct order was preserved for the remaining digits. In the liberal

scoring model (LSM) not only one or two missing digits were allowed but up

to two -eversals of order as well. These different scoring models will be

studied more closely in relation to analyses of the simultaneous/successive

processing model, which will be presented in another context.

Table 12. Means and standard deviations for the Auditory Number Span test.

Scoring model x sd

BSM 4.41 2.68

SSM 5.55 2.98

LSM 6.70 3.10

Table 12 presents descriptive statistics for the ANS test under the 3

scoring models. As may be expected the mean is highest under the LSM, and

lowest under the BSM, the difference between each of the scoring models

being somewhat more than one point. The scoring models all yield a

reliablity around .71.

4.1.5 Auditory Letter Span

The Auditory Letter Span (ALS) test is identical with the ANS test, except

that letters are used instead of digits. The test is highly similar to the

Auditory Letter Span test in the ETS battery but the series of letters had

to be newly constructed. This is because the Swedish pronounciation caused

problems differentiating the aurally presented letter in many of the

series. A new set of 19 items was constructed, with the length of the

items varying oetween 3 and 9 letters. Within a series letters which sound

alike were avoided; nor was any letter repeated within a series.

The subjects' answers were treated in the same way as with the ANS test,

but only two scoring models were used; a basic scoring model (BSM) and a

liberal scoring model (LSM). The LSM was essentially the same as the LSM

for the ANS test, but answers were judged correct also if they contained

letters with a pronounciation similar to the ones in the presented series.



Table 13 presents descriptive statistics for the two different scoring

models. The mean in the LSM is somewhat more than one unit higher than the

mean under the BSM. The reliability under the strict scoring model is .62.

In the liberal scoring model it increased to .66.

Table 13. Means and standard deviations for the Auditory Letter Span test.

Scoring model sd

BSM 4.52 2.17

LSM 5.68 2.45

4.1.6 Discussion

The tests NS, LG and RA have in common that they present quite complex

items, in which the major source of difficulty is to find relations and

apply relations. The tests also have in common that they do not to a large

extent rely upon a previously acquired store of knowledge. These facts

make it reasonable to hypothesize that they belong in the Gf-domain. It

should be pointed out, however, that the three tests represent three

different content areas, and secondary loadings in other factors cannot be

ruled out.

The analyses at the item level of these three tests indicate that NS and LG

in particular are homogenous tests. RA appears to be more heterogenous,

however, the sub-sets of items reflecting distinct aptitudes. Further

analyses of the RA-test are presented in section 5.4.

Just as the other tests in this group, the ANS and ALS tests have quite

simple content, and in the present simple individual differences in degree

of familiarity with numbers and letters cannot be expected to account for a

large proportion of the variance in test scores. Horn (1968) instead saw

performance on tests such as these as reflecting fairly directly the

efficiency of the nervous system, and presented evidence that they do load

Gf. The loadings tend to be modest in size, however, which is most likely

due to the fact that the complexity of the items is not very great.



4.2 Analyses of the Gv-tests

In the test battery there are seven tests which are hypothesized to

represent the second-order Gv-factor: Metal Folding, hypothesized to load

the primary Vz; Group Embedded Figures test, Hidden Patterns and Copying,

hypothesized to load Cf; Card Rotations, hypothesized to load S; and

Disguised Word and Disguised Pictures, hypothesized to load Cs. These

tests are subjected to a more detailed scrutiny below.

4.2.1 Metal Folding

The Metal Folding (MF) test was constructed by Svensson (1964, 1971). The

task presented is to find the three-dimensional object among four

alternatives that can be made from a flat piece of metal with bending lines

marked on the drawings. In its original version the test consists of 40

items. For the present study, however, the test was shortened to 30 items,

by excluding the last 10 items. The time limit for taking the test was

reduced from 15 minutes to 10 minutes. The reason for shortening the test

was that it was judged important to keep the administration time for the

whole battery within reasonable limits.

On the 30-item test the mean is 18.5, with a standard deviation of 6.1, and

a reliability coefficient of .87. This shows that even after the

shortening, the test has quite good psychometric properties.

Descriptive item statistics are presented in Table 14. The proportion of

correct answers ranges from .93 to .15, but for most items the proportion

of correct answers exceeds .50. The biserial correlations vary greatly,

with the lowest observed value being .38 and the highest value being .89.

This indicates that the test may be quite heterogenous.

An analysis of the items with the highest biserial correlations shows that

these items have some common characteristics, which may capture some of the

essence of the Vz-factor. Items 17, 24, 26, 15, 19, 13, 18 and 20 are

comparatively simple in the sense that there are not many foldings to be

made. It also seems that it should be possible to complete the folding in

a holistic way; that is, in one step. There are, furthermore, similarities

in the global shape of the unfolded figure and one or more of the

alternative objects to be choosen among. An analysis of the distributions

of answers over the alternatives shows that it is precisely these

alternatives that have attracted many incorrect answers.

An analysis of the items with low biserial correlations shows a more mixed

picture. Many of the items with low correlations, however, do not require
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Table 14. Proportions of correct answers and biserial correlations

for the 30 items in the Metal Folding test.

Item Proportion of

correct answers

Biserial

correlation

1 .89 .51

2 .93 .55

3 .85 .57

4 .90 .51

5 .80 .52

6 .75 .39

7 .83 .47

8 .72 .44

9 .74 .60

10 .66 .64

11 .68 .38

12 .35 .44

13 .70 .79

14 .61 .68

15 .66 .80

16 .62 .67

17 .66 .89

18 .67 .75

19 .60 .79

20 .66 .72

21 .27 .55

22 .50 .63

23 .54 .58

24 .55 .83

25 .36 .63

26 .57 .81

27 .42 .45

28 .50 .63

29 .41 .38

30 .15 .41
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any folding at all since it is possible to conclude which answer is correct

simply by noticing that some details are present in the unfolded figure and

in the alternative, or by comparing the shape of a side in the unfolded

figure and in the alternative objects. These items are often more complex,

and the folding is not easily done in a holistic manner. One of the items

with a low biserial correlation is, however, an exception. In item 11 the

correct answer is a "house" with a flat roof and one of the alternatives is

a house th an ordinary leaning roof. This alternative was choosen by

almost 23 per cent of the subjects. The familarity with this alternative

may have caused it to be so attractive.

The test of fit to the Rasch model proved highly significant. The ML-ICCSL

test gave a chi-square value of 1805.5 with 812 degrees of freedom. The

ratio of the chi-square statistic to the degrees of freedom is about 2.2.

Even with the size of the present sample this indicates substantial

violations of the model assumptions, and provides further evidence that the

test is quite heterogenous.

4.2.2 Group Embedded Figures

The Group Embedded Figures test (GEFT) was developed by Witkin et al.

(1971). Here it is taken to represent Cf but within the framework of

cognitive-style theory it is also used to measure field dependence field

independence. The subject's task is to locate a previously seen simple

figure within a larger complex figure which has been so organized as to

obscure or embed the sought-after simple figure.

The test used is a translation into Swedish of the GEFT. The test was

translated and reproduced so as to deviate as little as possible from lhe

original.

There are three sections in the test. The first section contains 7 very

simple items which serve the purpose of making the subjects familiar with

the test. Sections 2 and 3 each contain 9 more difficult items. In the

present study, however, only sections 1 and 2 were administered. The time

allowed for section 1 was 2 minutes while 5 minutes were given for section

2. It is recommended by Witkia, Oitman, Raskin and Karp (1971) that the

scores on the first section are not included in a total score and this has

not been done. In fact 1066 out of the 1224 subjects answered all items in

the first section correctly.

For the 9 items in section 2 the mean is 3.88, with a standard deviation of

2.48. The reliability of the test is .76, which must be considered

acceptable for a 9-item test.



Descriptive item statistics are presented in Table 15. The proportion of

correct answers varies between .81 and .28. For most items, however, the

Table 15. Proportions of correct answers and biserial correlations for

the 9 items in section 2 of the Group Embedded Figures test.

Item

Proportion of

correct answers

Biserial

correlation

1 .81 .67

2 .41 .77

3 .44 .81

4 .31 .84

5 .35 .65

6 .29 .72

7 .52 .86

8 .49 .73

9 .28 .82

proportion correct is in the .30 to .50 range.

The biserial correlations vary between .65 and .86. Items 5 and 1 have the

lowest correlations and items 4 and 7 the highest. In a Basch analysis

item 5 was identified as having too low a discrimination. For item 1 there

was, however, no sign of any violations to the model assumption. The low

correlation may instead be explained by the high proportion of correct

answers for this item.

The task in item 5 is to find an embedded "T" in the more complex figure.

The major source of error was that subjects failed to recognize the correct

length of the bars in the "T". Most subjects, in fact, found a "T-like"

simple figure in the more complex one. There were errors both with regard

to the horizonatal and vertical bars, but especially for the length of the

vertical bar. This indicates that the ability to retain an image of the

exact perceptual features of a figure is not central to the ability

measured by the test. Further evidence of this is provided by the items 6

and 8. These items also give room for identifying a simple figure not

identical to the original sought for but which has the same overall shape,

and they too have comparatively low biserial correlations. Items with high

biserial correlations, items 4 and 7, on the other hand demand subjects to

identify a three-dimensional object -- a rectangular block -- in the more
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complex configuration. Here there are limitied possibilities to make

mistakes, either you identify the object or not. There are no peiccptual

details to be wrong about. It thus seems as if it is the ability to

identify a figure or object, without regard to the exact perceptual

details, that is essential.

According to Witkin et al. (1971) the test should be speeded. However,

there is no evidence of speededness present in the data. Nor did

observations during the administration of the test indicate that section 2

of the test is speeded with the present samele.

4.2.3 Hidden Patterns

The Hidden Patterns (HP) test, too, is intended to measure Cf. Each item

consists of a geometrical pattern, and in some of these a single given

configuration is embedded. The task is to mark each pattern in which the

configuration occurs. These items closely resemble those of GEFT, but they

are much easier, since there is only one simple configuration to look for

and since the distracting pattern 15 less complex. The test is heavily

speeded, there being 200 items in each of the two parts, with only 2

minutes allowed for each part.

The number of correct and incorrect identifications was counted, along with

the ordinal number of the final item attempted. The test was scored in

such a way that from the number of correct answers was subtracted the

number of incorrect answers.

No subject attempted all items, and the maximum number of correct answers

is 98 and 104 for part I and IL, respectively. This indicates, along with

the fact that few errors were made, that the test was indeed speeded.

The mean score on Part I is 32.9, with an sd of .2.7, and for Part II the

corresponding figures are 37.7 and 13.3. A higher mean is thus observed

for Part II. Since it is unlikely that the items of Part II are easier

than the item., of Part 1, this higher mean can be attributed to learning

effects. When taking Part if tne subjects had more experience with the

simple figure, and during the work with Part I they may have been able to

develop strategies for ,oping with the items.

The correlation between the two parts is .72. Even though this coefficient

is somewhat inflated by the tact that the two p-arts were administered in

immediate succession it does indicate t.at a score based on both parts has

a satisfactory reliability.



4.2.4 Copying

The Copying (CO) test is another test of the Cf-primary. The items in this

test consist of a four-line geometrical figure, to be copied onto a square

matrix of dots. It is believed that the test requires Cf in the act of

superimposing the geometrical configuration onto the visual field defined

by the matrix of dots.

The test is taken from the ITS Kit, and was originally suggested by

McQuarries "Test for Mechanical Ability" and Thurston..s adoption of it.

The test consists of two separately timed (3 minutes) parts, each of which

has 32 items. The test is designed to be speeded.

Descriptive item statistics are presented in Table 16. From the figures it

can be seen that the test was indeed speeded in the present sample: The

proportion of correct answers diminishes as a function of the ordinal

position of the items, and there is a positive correlation between item

difficulty and item discrimination, which is typical of speeded tests

(Gustafsson, 1980b).

Some items, however, have a medium proportion of correct answers, along

with a low biserial correlation (items 5 and 6 in Part I, and items 1, 5

and 7 in Part II). Most of these items have the characteristic that in

them the subjects must end the drawing within the dotted pattern, i.e. they

must not finish a line at an outer row or column of the matrix of dots.

One possible explanation why these items do not seem to be central to what

is measured by the test, is that the able subjects develoi strategies in

which the global characteristics of both the figure to be copied and the

dotted pattern are important. To minimize the confus1.4 introduced by the

matrix of dots, they have to have some point of reference, and the dots in

the outer "frame" of the matrix may serve as such reference. This would

make it easy to end the drawing of a line at the outermost dots, but at the

same time the details of the figure may easily be overlooked.

To some extent these results are similar to the resu obtained in the

analyses of GEFT and MF. In these tests too items witn low biserial

correlations were found to have the characteristic that attention to

details and exact configuration is important.

The mean number of correct answers is 11.3 on Part I, with a standard

deviation of 4.0, and for Part II the corresponding figures are 11.1 and

4.9. The mean level of performance is thus the same on the two parts, but

the variation in level of performance is somewhat larger for Part II. This

could be an effect of some subjects developing appropriate strategies to

cope with the task, while other subjects were frustrated and exhausted.



Table 16. Proportion of correct answers and biserial correlations

for the two parts of the Copying test.

Item

Part I

Prop.corr Biserial corr. Prop. corr

Part II

Biserial corr.

1 .86 .44 .34 .39

2 .92 .46 .86 .39

3 .92 .58 .55 .52

4 .88 .57 .72 .51

5 .48 .24 .45 .42

6 .60 .33 .83 .42

7 .83 .52 .14 .42

8 .69 .50 .53 .49

9 .62 .59 .80 .53

10 .81 .77 .73 .60

11 .75 .77 .73 .56

12 .63 .82 .56 .68

13 ..63 .78 .56 .71

14 .42 .72 .63 .69

15 .21 .65 .52 .70

16 .24 .73 .50 .77

17 .19 .80 .28 .77

18 .08 .74 .29 .81

19 .15 .76 .27 .74

20 .09 .76 .23 .74

21 .08 .64 .11 .69

22 .09 .81 .11 .78

23 .05 .82 .08 .83

24 .04 .86 .07 .78

25 .02 .68 .04 .79

26 .01 1.00 .02 .98

27 .02 .88 .03 .92

28 .01 .79 .03 .70

29 .01 .73 .03 .93

30 .01 1.02 .02 .58

31 .01 .69 .02 .54

32 .003 1.15 .01 .41



The two parts correlate .68, which indicates a satisfactory reliability for

a combined score.

4.2.5 Card Rotations

The Card Rotations test (CR) is a test in the ETS battery. It is highly

similar to the Thurstone Cards test, which along with Figures and Flags

function as markers for Spatial Orientation (S) factor. This factor has

been interpreted as an ability to perceive spatial patterns or to maintain

orientation with respect to objects in space.

Each item in the CR-test presents a drawing of a card cut into an irregular

shape. The task is to indicate which of eight other drawings of the same

shape are merely rotated and not turned over onto the other side. The test

is divided into two separately timed parts (4 minutes) with 14 items each.

There is no item level information for this test. The number of correct

and incorrect answers was counted, and the last item attempted was

recorded. The number of correct answers minus the number of incorrect

answers is taken as the subject's score on the test. The maximum score

which can be obtained on each part thus is 112.

Only 47 and 41 subjects attempted the last item on each of the two parts.

This indicates that the test was speeded as planned. The mean score on

Part I is 52.4, with an sd of 22.0, while the mean on Part II is 44.0, with

an sd of 18.6. The mean on Part II thus is lower, which is probably due to

fatigue.

The correlation b.tween scores on the two parts is .75, which is the

highest value observed among the tests with two parts.

4.2.6 Disguised Words

The Disguised Words (DW) test is constructed to measure the Cs factor. The

test is highly similar to the test Mutilated Words used by Thurstone (1944)

in the first study in which the Cs-factor could be identified. In the test

words are presented with parts of each letter missing, and the task is to

identify the word. The test consists of two separately timed (2 minutes

and 30 seconds) parts, with 12 items each.

The subjects' responses were recorded as they were given, using the

PRINS-system, in order to allow consistent judgement of the answers.

69



Table 17 presents descriptive item information. There is a clear tendency

for the distribution of item difficulties to be bimodal, i.e. the items are

either quite difficult or quite easy. The biserial correlations also vary

greatly, indicating a substantial amount of heterogeneity among the items.

Item 1 in Part I has the lowest biserial correlation. The reason why this

item is so poor is probably that there was a competing response ("ska") to

the correct answer ("eka"), and it does seem necessary to make a rather

close analysis of the presented information to arrive at the correct

answer. Since the essence of the Cs-factor is the ability rapidly to

achieve closure this requirement of close attention to detail probably

ruined the power of this item to reflect Cs.

Table 17. Item statistics for the Disguised Words test.

Part I Part II

Correct Prop. Biserial Correct Prop. Biserial

Item answer correct corr. answer correct corr.

1 eka apa

(punt) .26 .32 (monkey) .82 .81

2 jag del

(me) .44 .43 (part) .62 .48

3 katt hund

(cat) .53 .44 (dog) .53 .65

4 skola sang

(school) .96 .48 (song) .58 .80

5 stol bord

(chair) .96 .35 (table) .83 .74

6 svar folk

(answer) .65 .57 (people) .37 .72

7 hylla lampa

(shelf) .87 .67 (lamp) .98 .45

8 morgon frihet

(morning) .58 .75 (liberty) .12 .57

9 tidning apelsin

(newspaper) .19 .72 (orange) .70 .69

10 misstanke skandal

(suspicion) .03 .81 (scandal) .19 .52

11 papper kartong

(paper) .15 .73 (box) .18 .75

12 tradition hemlighet

(tradition) .09 .65 (secret) .08 .64



In Part I there is a tendency for the higher biserial correlations to be

found for the items late in the test, but there is no such tendency for

Part II. It can probably be assumed, therefore, that most subjects had

sufficient time to make an attempt at answering most items in the test.

The reliability of Part I is .43, while for Part II a higher reliability of

.66 is observed. For the combined score the reliability coefficient is

.71. The reliability thus is rather low, which tends to be typical of

tests of the Csfactor. The mean of the combined test is 11.7 with an sd

of 3.4.

4.2.7 Disguised Pictures

The Disguised Pictures (DP) test is another test purporting to represent

Cs. The DP test is a shortened version of the original Street Gestalt

Completion test described by Thurstone (1944, p. 8), mixed with items from

the Concealed Pictures test from the ETS Kit. Each item presents a

picture, parts of which are missing, and the task is to identify the object

depicted. The test consists of two separately timed (2 minutes and 30

seconds) parts, with 12 items each.

In order to facilitate judgement of the subjects' answers, they were

recorded as they were given in the PRINSsystem. For several items very

many responses were judged correct: for item 10 in Part I, for example, no

less than 141 different responses (but including different spellings) were

judged correct.

Table 18 presents descriptive item statistics. As was the case for the

Disguised Words test, there is a clear tendency for the proportions of

correct answers to the items to be either quite high or quite low. The

biserial correlations tend, however, to show less variation for the DP test

than was the case for the DW test. There is in the item statistics no

indication that the test parts were speeded for the present sample.

The reliabilities are .52 and .57 for Parts I and II, respectively. For

the combined score a reliabilit, coefficient of .67 is obtained. The

reliability of DP is thus even lower than the reliability of DW. The mean

of the combined scores is 12.7, with an sd of 3.3.



Table 18. Item statistics for the Disguised Pictures test.

Item

Correct

answer

Part I

Prop.

correct

Biserial

corr.

Part II

Correct Prop.

answer correct

Biserial

corr.

1 car .97 .68 dog .997 .83

2 baby, bear .96 .44 tricycle .33 .66

3 skatingshoe .71 .76 soldier .79 .56

4 bird .98 .61 tennisplayer .80 .65

5 dog .66 .57 engine .13 .57

6 telephone .31 .65 hen .46 .45

7 house .76 .69 shoe .93 .72

8 faucet .10 .57 power shovel .52 .69

9 runner .18 .57 horses &

carriage .09 .61

10 archer .37 .58 boat .66 .69

11 cart .13 .56 flight of

birds .24 .56

12 rabbit .29 .55 dancing

couple .30 .61

4.2.8 Discussion

The tests presented in this section are supposed to cover the primaries Vz,

S, Cf, and Cs. This has not yet been demonstrated, however, and a

discussion of the factorial structure thus has to be postponed till later.

Here we will only discuss some of the results of the item analyses.

The tests vary in complexity. Metal Folding, which is supposed to define

Vz, is the most complex test in the set. Generally, more complex spatial

tests are supposed to contain a large amount of Vz (Lohman, 1979). In the

item analyses it was, however, found that the "best" items were of lower

complexity. Complexity is then defined as the number of foldings to be

made.

This, of course, is a very limited definition, since it does not say much

about the complexity of processing. However, in the "good" items is seems

possible to arrive at a solution in a holistic manner, i.e. it seems to be

possible mentally to transform the unfolded figure into an object in one

step. Items which allow subjects to arrive at a solution by comparing some

detail or details have a low discrimination. As a general tendency the



more complex items did show low biserial correlations, but it is not

possible to make any far-reaching interpretations from this fact. This is

because the test can be suspected to be influenced by guessing, which would

influence the discrimination in the way found (Gustafsson, 1980b).

Even though the "good" items seem to have the common characteristic that

they are possible to solve by holistic processing, it is not possible to

rule out other explanations on the basis of the item analysis. One of the

problems with spatial tests is that they may readily be solved in different

way', for example by resorting to reasoning or other analytic means (cf.

Lohman, 1979).

Group Embedded Figures, Hidden Patterns and Copying are supposed to define

Flexibility of Closure (Cf). Among these tests, HP and CO are speeded.

Witkin et al. (1971) recommended that also GEFT should be administered

under speeded conditions, but there is not indication that this is the case

in the present sample.

In the item analyses one interesting observation was made. Items in GEFT

which seem to function well do not demand of subjects to pay attention to

details. The two items in which subjects have to identify a

three-dimensional object appeared especially good. In the CO-test it was

found that for items with low discrimination subjects also have to pay

attention to details, namely the exact position where a line ends. This

indicates that a common characteristic of these tests is the holistic

character of the processing involved in solving them. It is the ability to

create and retain an image in the presence of distraction that matters,

more than the vividness and exact shape of this image.

The Disguised Words and Disguised Pictures tests are supposed to measure

the ability rapidly to achieve perceptual closure. These tests deviate

from the other tests in the hypothesized Gv-cluster. While the other tests

are rather abstract with regard to the figural content, the DP test is

concrete in the sense that concrete objects are pictured. The DW test may

also be suspected to have a verbal component since in this test subjects

have to identify words.

4.3 Analyses of the Gc-tests

In the battery of cognitive tests there is only one test representative of

the second-order factor Gc, the vocabulary test Opposites. However, the

Standardized Achievement tests are hypothesized to contribute to the

identification of Gc. Since no item level information is available for the



tests, analyses cannot be carried out at the same level of detail as for

the other tests. Results at the sub-test level are available, however, and

the psychometric properties of the sub-tests can more or less be taken for

granted since they have been carefully tried out.

4.3.1 Opposites

The Opposites (Op) test was constructed by Svensson (1964, 1971). It

consists of 40 items in which the task is to select which word among four

choices is the antonym of a given word. The test thus measures vocabulary

and loads the V-primary. It was administered with a time limit of 10

minutes.

Table 19 presents the words tested (in translation) along with descriptive

item statistics. There is a wide range of item difficulties, the

proportion of correct answers being fairly evenly distributed between .99

and .15. The biserial correlations also vary greatly. There is, however,

a tendency for the difficult items late in the test to have lower biserial

correlations than the other items. This is most likely due to the fact

that the test is a multiple-choice test which gives ample opportunities for

guessing (cf Gustafsson, 1980b).

The mean of raw scores on the test is 21.8, with an sd of 5.7. The

reliability is .80.

4.3.2 Descriptions of the Standardized Achievement tests

For most of the pupils in the sample results are available at the sub-test

level for the Standardized Achievement tests. This presents an opportunity

to analyze the factorial structure of these tests. Such analyses are

presented in the following section, while the sub-tests are described in

the present section.

The Standardized Achievement test in Swedish (SA) consists of 6 sub-tests:

1. Spelling contains 25 items in which the task is to correctly spell

dictated words.

2. Reading Comprehension attempts to measure the pupils' ability to

understand texts written in different styles and with different

contents. The test presents 6 different texts of 100-200 words in

relation to which 2 to 5 multiple-choice questions with 5 alternatives

are asked. In all there are 21 items in the test, which is

administered with a time-limit of 35 minutes.



Table 19. Item statistics for the Opposites test.

Item Word tested

Prop. Biserial

correct corr. Item Word tested

Prop. Biserial

correct corr.

1 Beautiful .99 .22 21 Petty .48 .54

2 Open .99 .33 22 Anonymous .60 .58

3 Cold .98 .23 23 Reckless .51 .56

4 Glad .95 .13 24 Noble .31 .41

5 Destroyed .92 .59 25 Separate .53 .51

6 Rare .90 .63 26 Ambitious .31 .37

7 Clear .74 .44 27 Impulsive .37 .47

8 Spurt .79 .53 28 Agreeable .22 .40

9 Wag .76 .63 29 Reject .39 -_-_-.34

10 Generous .81 .55 30 Permanent .40 .55

11 Permanent .60 .59 31 Humble .16 .21

12 Light .75 .62 32 Hilly .33 .47

13 Recommend .76 .65 33 Destitution .21 .39

14 Smooth .70 .49 34 Mannerly .31 .28

15 Desert .67 .50 35 Fool-hardy .28 .57

16 Assent .52 .51 36 Concrete .26 .27

17 Idler .58 .57 37 Important .29 .57

18 Gay .50 .54 38 Ample .15 .55

19 Attack .77 .37 39 Melancholic .24 .28

20 Depressed .55 .57 40 Intolerant .23 .19

3. Words of Relation tests the pupils- ability to use conjunctions and

adverbs. An 8-sentence text is presented'in which 12 words are missing

and the task is to select these words from a list of 28 words. The

time limit is 12 minutes.

4. Vocabulary consists of items in which the synonym of a word presented

in a one-sentence context is to be selected from a list of 5 choices.

There are 25 items in the test and the time limit is 12 minutes.

5. Word List tests the pupils' ability to use a word list to find the

meaning, spelling and flexion of words. The test consists of 11

questions to be answered by use of a word-list covering the letter N.

It is administered with a time limit of 10 minutes.



6. Sentence Construction presents a text lacking punctuation, and the task

is to add the 18 punctuation marks which are missing. The time limit

is 15 minutes.

The Standardized Achievement test in mathematics (MA) is composed of 5

sub-tests:

1. Numerical Calculations presents 20 items testing understanding of the

number line, the ability to carry out additions, subtractions,

multiplications, divisions and calculations with fractions. The time

limit is 35 minutes.

2. Per Cent Calculations tests the ability to carry out calculations

involving the per cent concept. There are 16 items in the test, which

are to be solved during at most 25 minutes.

3. Estimates tests the ability to make rapid estimates of the approximate

result of an expression. The test is a multiple-choice test with 21

items and a time-limit of 10 minutes.

4. Geometry and Diagrams consists of 8 geometry items presenting tasks

such as computing the area of rectangles, and 6 items assessing the

ability to understand information presented in graphs and tables.

5. Applied Computations presents 12 verbally stated problems, most of

which require a mixture of the rules of arithmetic.

In the Standardized Achievement test in English (EA) there are 4 sub-tests:

1. Vocabulary consists of 40 multiple-choice items which present a 1- or

2-sentence context (and for some items a picture). One word is missing

and the task is to indicate this word. The time limit is 30 minutes.

2. Listening Comprehension presents via tape-recorder brief pieces of

information, in relation to which questions are asked. The questions

are answered by indicating the appropriate alternative among 4 given

ones. For 15 questions the alternatives are verbal, and for 20

questions the alternatives are pictorial. This test takes 30 minutes

to administer.

3. Forms and Structqres tests the knowledge of grammatical rules, such as

the do-construction, flexion of verbs, and so on. The items are

presented in groups of 2 to 4 within a context of a few sentences.

Each group of items has 3 to 5 alternatives in common, one of which is

to be selected for each item. In all there are 40 items in the test

and the time limit is 30 minutes.



4. Reading Comprehension consists of three different types of items. In

one type, of which there are 9 items, a sentence is presented in which

a word is missing. This word is to be identified in a list of 4

alternatives. In another type, of which there are 5 items, a

one-sentence question is asked, and the task is to select the

appropriate answer from a list of 4 alternatives. In the third type of

items 5 texts of 75-200 words are presented, in relation to each of

which 3 to 5 multiple-choice questions are asked. In all there are 15

items of this type. The time limit for the test is 30 minutes.

4.3.3 Analyses of the Standardized Achievement tests

Table 20 presents descriptive statistics for the sub-tests of the

Standardized Achievement tests. For most of the sub-tests the mean is

close to about half the maximum score but some of the subtests appear to be

somewhat too easy for the present sample. The distributions of raw scores

for these tests have been investigated, and they do not appear to deviate

too much from normality, however.

In order to investigate the factorial structure of the sub-tests a

LISREL-model was first fitted. The model tried was a simple 3-factor

model, with the sub-tests of each Standardized Achievement test taken to

define one factor. This model fitted poorly, however (chi-square=304.5,

df=87).

Since the sub -tests of the Standardized Achievement tests have not

previously been investigated with factor-analytic methods, there is no

source of hypotheses about alternative models. Therefore, instead of

trying more or less blindly to modify this LISREL model, exploratory factor

analysis was resorted to.

Maximum likelihood factor analysis (nreskog & Siirbom, 1976) was applied

under the assumption of 1 to 5 common factors, yielding the following

results for the test of the number of common factors:

Number of factors chi-square df p-value

1 1634.1 90 .000

2 469.5 76 .000

3 202.0 63 .000

4 88.6 51 .001

5 62.5 40 .013



Table 20. Descriptive statistics for the sub-tests in the

Standardized Achievement tests. N=981.

Test

Maximum

score mean sd

Swedish

Spelltng 25 17.8 4.5

Reading Comprehension 21 10.7 3.7

Words of Relation 16 7.6 2.7

Vocabulary 25 12.6 5.0

Word List 11 7.3 2.1

Sentence Construction

iathematics

18 13.3 3.9

Numerical Calculations 20 13.5 4.0

Per Cent Calculations 16 11.8 4.1

Estimates 21 12.0 3.7

Geometry and Diagrams 14 7.8 2.9

Applied Computations 12 6.8 2.6

English

A
Vodtbulary 40 27.7 8.1

Listening Comprehension 35 24.7 5.7

Forms and Structures 40 27.1 7.0

Reading Comprehension 30 21.5 6.3

Even in the 5-factor solution the chi-square is somewhat too high in

114C-De.,A:.irtfion to the number of degrees of,,,freedOiti which indicates that as many

At6 common factors may be needed ;to aCcountfor the intercorrelations

g'thi sub-tests. Howelier, ti6;/tAlpiaileins'appeated already in the

r:734giactor solution, which did not Cdn4rge4roperly, and in which one factor

was loaded highly by one test only. Alia it seems that with exploratory

methods at most 4 factors can be extracted. The Promax-rotated loadings

(with k=3) in the 4-factor solution are shown in Table 21, along with the

results from the 3-factor solution. In the 3-factor solution each factor
* -

-:%4Wenfially corresponds to one of.cfilapqdardited Achievement tests, and

most sub-tests have loadings in one Cactor only. In the 4- factor solution

'tfiate is one Mathematics and one English fadior, but the sub-tests in the

Swedish test have loadings in two factors. One of these is highly loaded

Vocabulary and Reading Comprehension, and the other by Sentence

triliet00, Spelling, Words of Rif on'', Word !.1st, and. by Forms and



Structures from the English test. This latter factor seems to reflect

facility with the formal, grammatical aspects of language, while the former

factor seems to reflect vocabulary and comprehension.

Table 21. Promax-rotated factor loadings in the 3- and 4-factor

solutions.

3 factors 4 factors

Test 1 2 3 1 2 3 4

Swedish

Spelling .23 .51 .20 .54

Reading Comprehension .63 .49 .22

Words of Relation .77 .28 .54

Vocabulary .59 .67

Word List .21 .58 .52

Sentence Construction .48 .63

Mathematics

Numerical Calculations .79 .79

Per Cent Calculations .77 .76

Estimates .68 .68

Geometry and Diagrams .73 .73

Applied Computations .67 .24 .67

English

Vocabulary .79 .76

Listening Comprehension .72 .75

Forms and Structures .61 .24 .60 .35

Reading Comprehension .68 .29 .67

Note. Only loadings .20 or higher are shown.

4.3.4 Discussion

With the exception of the Swedish test it appears that a sum of the

sub-test scores to form an overall score on each test implies a very small

loss of infcrmation. However, also for the Swedish test a sum of the

sub-test scores may represent the important source of individual

differences in spite of the fact that the sub -tests were found to load two



factors. This is because one of the factors found appears to be more or

less identical with the V-factor, which in the test battery is already

represented by the Op test. The V-variance in the Swedish test may,

therefore, perhaps be accounted for by a loading in the V-factor. In the

model analyses to be presented in the next section the Standardized

Achievement tests will therefore not be represented at the sub-test level

but as sums.

4.4 Conclusions

The primary aim of the analyses reported here has been to investigate the

psychometric properties of the tests. For almost all the tests it may be

concluded that these are good: The reliabilities tend, with the exception

of DW and DP, to be in the 80's to 90's; the mean score on the unspeeded

tests tends to be close to about half the maximum possible score; and most

tests show a high degree of internal consistency.

It may be noted that none of the tests fits the Rasch model according to

the statistical tests of model fit. However, the fairly large sample of

subjects analyzed here makes even quite minor deviations appear highly

statistically significant. According to graphical analyses of fit (see

Appendix 2) some of the tests (RA, LG and GEFT in particular) seem to fit

quite well. It should also be pointed out that in applications such as the

present study the most profitable use of the Rasch model appears to be in

comparative studies of the degrees of fit obtained, for example, with

different scoring systems. However, requirements that the test-statistics

should be non-significant would have absurd implications, forcing the test

developer to spend large amounts of time on revision of tests and items,

and it might imply an undue narrowing of the scope of the test (et

Gustafsson, 1980b).
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5 HOD= FOR THE TEST-BATTERY

In order to test the validity of the HILL model developed in chapter 2, the

LISREL-technique is relied upon. In applying this method of analysis it is

often, however, a useful strategy to develop and test a model by first

analyzing sub-sets of the variables in sub-models, which are then pieced

together into one model. This strategy has been adopted here, and we will

begin by considering models for the Gf- and Gv-tests.

5.1 Models for Gf and Gv

As has been described in previous chapters the tests in the battery are

hypothesized to load several different primary facors. Some primary

factors are represented by one test only, however. In those cases this

single test is used to represent the primary factor. This is done by

splitting the test into half-tests, which are both entered into the model.

With this procedure, the primary factor also represents the unique variance

of the test, but for most of the tests analyzed here the amount of unique

variance is likely to be small.

In the Gf- and Gv-domains the following primary factors have been

hypothesized:

- Induction (I), meaaured by LS and LG.

- Cognition of Figural Relations (CFR), measured by RA. The test RA is

split into half-tests, by assigning odd numbered items to one test, and

even numbered items to the other (RA-0 and RA-E).

- Visualization (Vz), measured by MF. The MF-test is split into

half-tests, according to the odd/even rule to give the half-tests MF-0

and MF-E.

- Spatial Orientation (S), measured by the two parts of CR (CR-I and

CR-II).

- Flexibil.. of Closure (Cf), measured by GEFT, HP and CO.



- Speed of Closure (Cs), measured by DP and DW.

The factors I and CFR are hypothesized to load Gf, while the primaries Vz,

S, Cf and CS are hypothesized to load the secondary factor Gv. It will be

remembered that the primary factor Ms, represented by ANS and ALS, has also

been hypothesized to have a weak relation with Gf. Investigation of this

hypothesis, is, however, post-poned till later in this section.

The hypotheses expressed verbally above are represented graphically in the

L,SREL-model depicted in Figure 7 (see also Appendix 1).

MFO

MFF

AFT

HP

DW

Figure /. The hypothesized model for the Gf- and Gv-tests.
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Estimating this model from the correlation matrix for the sample of 1224

subjects a rather poor fit was obtained (chi-square=154.1, df=58). Even

thrugh tha large sample of subjects necessarily i'flates the chi-square

statistic even when there are only minor deviations from the model, there

seems to be 1)om for improvement of fit. A series of modifications of the

model were, therefore, introduced.

he final model is shown in Figure 8. This model has a very good fit

(chi-square=53.7, df=51, p <.37).

Figure 8. The final model for the Gf- and Gv-tests.
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In this model there are several significant relations which were not

explicitly hypothesized:

The DP-test was found to have a small but significant loading in the

Vz-factor, along with the loading in Cs. This may be attributed to the

fact that the DP-test involves figural content, while DW involves verbal

content. As a consequence of this loading of DP in Vz the Cs-factor is

poorly identified, however, with a very high loading in DW and a very low

loading in DP. Thts implies that In the present model the Cs-factor is

virtually identical with the true variance of the DW-test. It should

also be pointed out that the true variance u. 'W is probably

overestimated since this estimate is considerably higher than the

reliability of the test.

The model fits better when Cs is taken to load Gf (chi-square=53.7,

df=51) than when it is taken to load Gv (chi-square=62.5, df=51). This

indicates that once the variance due to figural content of Cs-tests is

accounted for by relations at the primary level, the Cs-factor may not

belong with the Gv-complex, but with Gf (cf Thurstone, 1944). It must be

stressed, however, that in the present study the Cs-factor may not be

properly identified.

There is a significant (t=3.23) covariance between the residuals of Cf

and Cs which indicates that it may be possible to define a second-order

closure factor.

There is also a significant (t=4.83) covariance between the residuals of

CFR (or the RA-test) and Vz (or the MF-test) which shows that RA, along

with the Gf- variance in the tests, taps an ability in the Gv-domain.

- GEFT has a significant loading in the Vz-factor (t=4.38). This may be

because GEFT is the only unspeeded test defining the Cf-factor.

- There are significant covariances between the errors of CR-I and CO

(t=3.19), CR-I and HP (t=3.61), and CR-II and GEFT (t=-3.81). The

positive correlations all involve speeded Gv-tests, while the negative

correlation involves one unspeeded and one speeded Gv-test. This

indicates that there may be another factor in the Gv-domain, representing

the ability rapidly to perform relatively simple spatial tasks.

Before these results are discussed at greater length, some further

empirical results will be reported. It will be remembered that the

analysis cf the RA-test in section 4.1.3 shoo .d the sub-sets of items to he

heterogencus. The heterogeneity is not evident in the modti shown in

Figure 8, and it may be asked whether performance on the sub-sets in RA has

variance in common with the other tests in the battery.



In order to answer this question, a special model was constructed. This

model, which is shown in Figure 9 (see also Appendix 1), contains two

hierarchies: one hierarchy orming a set of independent variables and the

other forming a set of dependent variables. Independent variables are all

tests except RA the primary factors I, Vz, S, Cf and Cs, and a

second-order G-factor. Dependent variables are the RA sub-sets which are

divided into half-tests to define the latent variables accounting for

sub-set performance. These latent variables in turn define an RA-factor.

Here the relations among the independent and dependent variables are of

primary interest.

Figure 9. The mcdel used for the Raven Progressive Matrices test.

The model shown in Figure 9 has a non-significant test-statistic

(chi-square-123.9, df "102, p <.07). In this model the dependent RA-factor

is predicted by I and Vz, which corresponds to the results obtained in the

overall model (Figure 8). However, as can be seen in Figure 9 there also

are relations between Vz and RA-B and between Cs and RA-C. These relations



indicate that there is indeed within the sub-sets of items systematic

variance which may be analyzed in terms of primary factors. In some items

in the B-set (e.g. B5, B6 and B7) the rule defines a change of position of

geometrical forms, which may accour for why there is Vz-variance in this

sub-set beyond that in the othe- -sets. It is, however, more difficult

to explain the Cs-variance 4 set, and until replicated this result

has better be left uninterp

The Ms-factor is left out of the model shown in Figure 8. Adding, however,

the tests ANS and ALS to define the primary factor Ms, which in turn is

hypothesized to have a loading in Gf, the fit of the model does not

deteriorate appreciably (chi-square=87.0, df=75, p <.15) The standardized

loading of Ms in Gf is .45. This result thw_ supports the Cattell and Horn

(1966) hypothesis that Ms has a weak relationship with Gf.

The primary purpose of the model tests performed in this section has been

to see whether the hypothesized structure in the Gf- and Gv-domains

receives support or not. Even though it has been necessary to modify the

original model (Figure 7) it may be concluded that most hypotheses have

been supported: All primary factors, except perhaps Cs, have been

identified, and these first-order factors seem to load the two second-order

factors Gf and Gc according to the hypothesized pattern.

Most modifications of the originally hypothesized model had to be made in

the Gv-domain. Several of these modifications indicate the presence of

further factors at both the first- and second-order levels. It will be

remembered that the reanalysis of the Botzum data (see section 2.7.1)

yielded no less than 3 second -order factors in the Gv-domain, and some of

the present findings indirectly support these results. Thus, the

covariance found between the residuals of Cf and Cs supports the

second-order closure factor (Gvs) found in the Botzum data, and the

relations between Vz, CFR and GEFT strongly resemble the Gvr-factor, which

was interpreted as an ability to retain images in the presence of

distractions. In the present study these are minor factors, however, and

with 3 or 4 primary factors only it is impossible to define more than one

second-order factor. Further study of the hierarchical structure of the

Gv-domain will, therefore, have to await analysis of larger test-batteries.

The Cs-factor is the only primary factor which is not clearly identified in

the model. The loading of DP in Vz causes DW to take on a very high

loading in the Cs-factor, and moves this factor from Gv to Gf.

That measurement of Cs is difficult is also seen from the low reliabilities

of the DW- and DP-tests. It may, indeed, be that the present approach of

trying to measure Cs with group-administered paper- and pencil teats is

technically deficient. When Thurstone (1944) first identified the factor



he used similar items, but these were displayed one at a time individually

to the subjects, with strict control of item exposure time and viewing

distance. Furthermore, the response measure used by Thurstone was the

number of items requiring less than 3 seconds for correct identification.

With the present approach such tight control is impossible, and the

"speed - aspect of Speed of Closure may have to yield for other ways of

solving the items, such as by application of analytic reasoning strategies

(cf Botzum, 1951; Lohman, 1977).

5.2 Models for Gc

It might be possible to construct a confirmatory factor-analytic model for

the sub-tests of the Standardized Achievement tests on the basis of the

exploratory analyses presented in section 4.3.3. However, such a model

would be an ad hoc model, and the large number of sub-tests would make it

unwieldy. The unweighted sums of the sub-test scores will, therefore, 1,e

used in the modelling.

The exploratory analyses tests showed the Swedish test to be affected by

two factors. However, one of these the Verbal Comprehension factor --

is in the test battery represented by the vocabulary test Opposites as

well. It may be possible, therefore, to represent the V-variance in the

Swedish test by a loading in the V-factor.

This line of reasoning suggests a model for the Gc-tests which contains one

general Scholastic Achievement factor, loaded by the three Standardized

Achievement tests, and one Verbal Comprehension factor, loaded by Opposites

(represented by half-tests formed according to the odd/even rule) and the

Swedish Achievement test.

Estimating this model from the matrix of intercorrelations for those 981

subjects which have results on all the Standardized Achievement tests a

very good fit was obtained (chi-square=4.1, df=3, p <.25). The loading of

the Swedish Achievement test in the V-factor is significant (t=3.11). Even

though the factors in this model are highly correlated (.80) these results

indicate that in the present battery there are at least two primary factors

in the Gc-domain.



5,3 The model with three second-order factors

The model devluped for the Gv- and Gf-tests shows a good fit, and so does

the model developed for the Gc-tests. However, when these models were

combined into one model with three second-order factors, a very poor fit

was obtained (chi-square=529.4, df=150). A partial explanation for this

poor fit is that this result was obtained with the number of subjects taken

to be 1224, which is not quite correct since 343 subjects lack results on

one or more of the Standardized Achievement tests. This explains, however,

only a small part of the poor fit, since when the model was estimated for

the 981 subjects with a complete set of results the fit was not much better

(chi-square=431.0, df=150).

The major reason for the poor fit of this model is that the Mathematics

Achievement test has variance in common with Number Series II. This made

it possible to introduce yet another primary factor (Num-Ach), loaded by

the Mathematics test and Number Series II. This modification, along with a

few others, improved fit to an acceptable level (chi-square=184.5, df=144,

p <.013, N=981).

The final model is shown in Figure 10. As can be seen from the figure the

introduction of the Num-Ach factor has turned the general scholastic

achievement factor into a pure Verbal Achievement (Ve-Ach) factor, loaded

by the Swedish and English Achievement tests. The Num-Ach factor has its

highest loading in Gc, but there is also a loading in Gv which may be due

to the fact that at least one sub-test (Geometry and Diagrams) in the

Mathematics Achievement test involves figural content.

As can be seen from Figure 10 some other modifications have been introduted

as well. Covariances are allowed between the residuals of Cf and Ve-Ach,

and betweer the residuals of Ms and Ve-Ach. Covariances also are estimated

between the specific factors of Disguised Words and Swedish Achievement,

and between the specific factors of the Auditory Letter Span test and

Swedish Achievement. Even though these covariancco are all statistically

significant, the estimates of the parameters are all rather small, and they

have to be considered relatively unimportant. It should be pointed out,

however, that the covariance found between Cf and Ve-Ach brings some

support for the Witkin et al. (1977) claims of the importance of field

independence (.r Cf) in school-learning. Furthermore, the covariance

between Ms and Ve-Ach supports the Das et al. (1979) argument that

successive processing is important in language acquisition and production.
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Figure 10. The model with three second-order factors.
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5.4 The model with a third-order factor

The model with a third-order G-factor is identical with the model shown in

Figure 10, except that another factor is introduced to account for the

intercorrelations among the three second-order factors.

With three second-order factors a model with one third-order factor is

"just identified", i.e. it has the same chi-square and the same degrees of

freedom as the second-order model. By imposing further restrictions it is,

however, possible to define a fully identified model. One such restriction

is, of course, given by the hypothesis of primary interest here, namely

that Gf is identical with G. This hypothesis implies that the residual

variance in the second-order Gf-factor is zero. Estimating the model with

this constraint imposed the test of fit yielded a chi-square of 187.7 with

145 degrees of freedom. The difference between this statistic and the

statistic for the model without a third-order G-factor is not significant

(chi-square=3.2, df=1), which result strongly supports the hypothesis that

Gf is identical with G.

An alternative explanation may of course be that the test lacks statistical

power. This alternative hypothesis can be ruled out, however, since the

estimate of the loading of Gf in G was slightly above unity, and since a

very poor fit was obtained when the restriction was imposed for Gv

(chi-square=98.2, df=1) and Gc (chi-square=126.6, df=1).

Before some descriptive results from this final model are presented, there

is reason to present results from one further investigation. It will be

remembered that in the scoring of timber Series II two different scoring

systems were applied. The results so far have been achieved with the test

scored according to the Strict scoring system, but it is of course of

interest to investigate whether the validity of Number Series II is

improved with the Liberal scoring scheme. Estimating the model with the

liberally scored version of Number Series II included instead, a slightly

higher test statistic (chi-square=190.3, df=145) was obtained. Only few of

the parameter estimates were affected at all. The loading of I in Gf

increased, however, marginally from .987 to 1.000. It would thus appear

that the liberally scored version is slightly more valid than the version

with strict scoring. The difference seems so slight, however, that the

considerable amount of extra effort involved in the liberal scoring does

not seem worthwhile.

The final model is presented in Figure 11, .d Table 22 presents estimates

of correlations between the observed variables and each of the higher order

factors.



Figure 11. The model with a third-order factor

Among the primary factors I has the highest correlation with G, and this

correlation is virtually perf ct. The next highest correlations between G

and primaries are observed for Cf and Ve-Ach. It may also be observed that



Table 22. Correlations between the higher-order factors and the tests

and primary factors.

Variable G Gv Gf Gc

Vz .55 .69 .55 .42

S .56 .70 .56 .42

Cf .74 .93 .74 .56

Cs .36 .29 .36 .27

CFR .65 .52 .65 .49

I .99 .79 .99 .75

Ms .43 .35 .43 .33

V .61 .49 .61 .81

Ve-Ach .73 .58 .73 .96

Num-Ach .66 .63 .66 .74

MF-0 .24 .37 .28 .25

MF-E .24 .38 .28 .26

CR-I .21 .34 .25 .23

CR-II .25 .40 .30 .27

GEFT .25 .40 .30 .25

HP .27 .42 .29 .27

CO .27 .42 .31 .27

DW .16 .16 .19 .17

DP .12 .15 .14 .13

RA-0 .28 .28 .33 .30

RA-E .29 .29 .34 .31

NS .34 .36 .40 .43

LG .35 .35 .42 .38

hNS .13 .13 .15 .14

ALS .17 .17 .20 .18

Op-0 .25 .25 .30 .47

Op-E .25 .25 .29 .46

Sw-Ach .33 .33 .38 .61

Ma-Ach .32 .38 .38 .51

Eng-Ach .30 .30 .35 .56

all the primary factors have rather high correlations with all the

secondary factors, which, of course, reflects the substantial involvement

of G in the secondaries.



The correlations between the tests and G all are considerably lower than

the correlations between the primary factors and G, which is because the

tests are affected by errors of measurement and test specificity. The

highest correlations are obtained for the two I-tests, but the highly

reliable Standardized Achievement tests involve almost the same amount of

G-variance. The low and even correlations seem to indicate that to

estimate properly the higher-order factors, it may be necessary to use a

rather large and representative test battery.

5.5 Discussion

The LISREL analyses of the test battery provide strong support for the HILL

model. Not only does the pattern of loadings in the primary and secondary

factors ii most respects conform with expectations, but support is also

obtained for the hypothesis that Gf is identical with G.

It must of course be realized that the present study tests only a sub-set

of the model since it is restricted to Gf, Gc and Gv. However, the

reanalysis of the Undheim (1978) study included the Gs and Gr factors as

well, and taken together these studies very strongly support the HILL model

as sketched upon in Figure 6.



6 ANALYSES OF SEX DIFFERENCES

Sex differences in level of performance on mental tests is a problem to

which much attention has been devoted (for reviews see e.g. Anastasi, 1958;

Maccoby, 1966; Maccoby & Jacklin, 1974), and some tentative generalizations

have been reached. Thus, during adolescence boys tend to score higher than

girls on tests with numerical and spatial content, while girls tend to

score higher on tests representing verbal abilities (Maccoby & Jacklin,

1974). The differences are not large, however, and contradictory results

are legion.

But the sexes may differ not only in level of performance on tests, but

also in other, and perhaps more interesting respects, such as the

strategies relied upon in solving the test items, test reliability,

variability of ability, and so on. Such types of sex differences have not

been much studied. One of the reasons why the study of sex differences has

been concentrated upon comparisons of level of performance is undoubtedly

that technical problems have prevented a closer analysis of other types of

sex differences.

The LISREL technique represents, however, an improvement in this respect

since with this methodology it is possible to study not only mean

differences in tests and factors, but also differences in factor loadings,

factor variances and error variances. While LISREL models for one group of

persons are most commonly estimated from the correlation matrix, models

involving two or more groups of persons are best estimated from the moment

matrix around zero, which makes it possible to take into account

differences in test and factor means, as well as differences in variances.

Table 23 presents means and standard deviatiots on the tests for the boys

and girls in the sample. The boys have a higher mean on three tests

(Number Series II, Card Rotation, and Mathematics Achievement), while the

girls have a higher observed mean on all other tests. The fact that the

girls tend to score higher is most likely an effect of the mental growth

spurt for girls aged 12 to 13 identified by Ljung (1965). An alternative

hypothesis may be that the sample is less representative for one of the

sexes, but this hypothesis seems unlikely, given the very low rate of

attrition for the battery of cognitive tests.



Table 23. Means and standard deviations for the tests in the battery for

boys and girls.

x

Boys

N x

Girls

N

Number Series II 7.95 4.00 602 7.69 3.50 622

Letter Grouping II 10.03 3.48 602 11.87 3.51 622

Raven 23.42 6.34 602 24.88 5.49 622

Auditory Number Span 4.31 2.91 602 4.51 2.43 622

Auditory Letter Span 4.40 2.22 602 4.64 2.12 622

Metal Folding 18.29 6.41 602 18.75 5.84 622

Group Embedded Figures 3.78 2.51 602 3.98 2.45 622

Hidden Patterns 66.42 23.10 602 74.28 24.22 622

Copying 21.91 8.21 602 22.91 8.15 622

Card Rotation 98.91 37.43 602 93.96 38.51 622

Disguised Words 11.71 3.50 602 11.73 3.34 622

Disguised Pictures 12.86 3.53 602 12.50 3.14 622

Opposites 21.26 5.74 602 22.34 5.71 622

Swedish Achievement 64.83 18.25 541 71.71 16.30 558

English Achievement 96.98 26.32 521 104.13 22.68 537

Mathematics Achievement 52.39 15.18 503 50.81 13.92 527

6.1 Overall tests of sex differences

In the first step of the analysis the third-order model (see section 5.3.1)

was fitter, with the sample divided according to sex, and with every

parameter constrained to be equal for the sexes. This model fitted very

poorly (chi-square=760.5, df=375), which indicates the presence of sex

differences. When the model was estimated separately within the groups of

boys and girls, a good fit was obtained for the boys (chi-square=166.1,

df=144, p <.10) but not for the girls (chi-square=218.6, df=144).

The model which was judged acceptable for the total sample thus fits better

for boys than for girls. Some modifications were, therefore, made of the

model in order to improve fit for the girls. The final model

(chi-square=175.0, df=138, p <.02) includes 6 additional free parameters.

Among these are loadings of Card Rotation II and the Swedish and

Mathematics Achievement tests in the CFR-factor, which indicates that fc-



girls the non-verbal reasoning factor is of greater scope than it is for

boys.

This model fits well for the boys too (chi-square=158.9, df=138, p <.11) so

it was used for all further investigations of sex differences. When the

model was estimated simultaneously for boys and girls with all parameters

constrained to be equal over the sexes a highly significant test-statistic

was obtained (chi-square=747.05, df=369); when no constraints of equality

vere imposed the test-statistic obtained a much lower value

(chi-square=338.2, df=278, p <.01). The difference between these two

test-statist_ s forms an overall test of the sex differences, and this test

is very highly significant (chi-square=408.8, df=91).

It may thus be concluded that the overall test indicates sex differences

with respect to the size of the estimated parameters in the HILL model.

There are very many parameters in this model, however, and the overall

difference may be accounted for by differences with respect to one, some or

all of the parameters. In the following sections the sources of the

significant overall statistic are localized.

6.2 Differences in means

The descriptive statistics presented in Table 23 indicate sex differences

in level of performance, which is confirmed by a highly significant value

of the test of the difference between the vectors of observed test means

(chi-square=252.9, df=20).

The differences in test means cannot, however, be accounted for by a sex

difference in the mean of the G-factor (chi-square=26.5, df=1), nor can

they be accounted for by differences in the means of the second-order

factors (chi-square=42.0, df=3). When the primary factors are allowed to

take on different means for the sexes a substantial proportion of the

difference in test means is, however, accounted for (chi-square=183.7,

df=10). The fit of this model is still not entirely satisfacto"ry and a

major reason for this is that among the tests representing the I-factor,

boys have a slightly higher mean on Number Series II, while girls have a

higher observed mean on Letter Grouping II. This indicates that it is not

meaningful to investigate a sex difference with respect to the mean of the

I-factor, but that the specific test means must be concentrated upon.

The difference in means on Letter Grouping II is highly significant

(chi-square=55.2, df=1), while the difference in means on Number Series II

is not (chi-square=2.2, df=1). It may thus be concluded that there is a



difference in favor of girls on Letter Grouping II, but that there is no

overall sex difference in level of performance on the I-factor.

With this effect taken into account the model fits quite well, but. the fit

still is significantly worse than the fit of the unconstrained model

(chi-square29.9, df10). Further tests show this to be due to two other

differences in specific test means: a difference in favor of girls on the

Hidden Patterns test (chi-square12.8, dfl) and a difference in favor of

boys on part II of the Card Rotation test (chi-square6.0, df1). In the

final test the difference between the completely unconstrained model and

the partly constrained model proved to be non-significant (chi-square11.1,

df8).

Table 24 presents the estimated means on the primary factors. The

t-values, which are presented in Table 24 as well, show that for the

primary factors Cf, CFR, V and Ve-Ach the girls have a significantly higher

mean, while for Num-Ach the mean is significantly higher for the boys.

Table 24. Estimated means on the primary factors for girls with

the means for boys taken to be zero.

Factor Estimate Standardized estimate t-value

Vz .21 .08 1.25

S -.85 -.05 -.64

Cf .24 .17 2.51

Cs -.15 -.05 -.75

CFR .67 .26 4.35

I .00* .00* -

Ms .18 .11 1.39

V .48 .18 2.71

Ve-Ach 4.46 .35 5.62

Num-Ach -2.04 -.15 -2.48

Note. * denotes a fixed parameter.

This pattern of sex differences conforms in most respects with previous

findings, with the male superiority on numerical tests being as well

established a fact as the female superiority in the verbal domain. Tt may

be noted, however, that in the Gv dorlain no overall male superiority is

found, as might be expected from much previous research. Instead the



different primary factors in this domain exhibit a most varied pattern of

sex differences: There is no difference on Vz or S, and a difference in

favor of girls on Cf and CFR. In addition to these effects there is a

difference in favor of boys in Part II of the Card Rotation test, and a

difference in favor of girls on the Hidden Patterns test. It thus appears

that on simpler items which require mental rotation the boys have an

advantage, while the girls have an advantage on the more complex, analytic

tasks.

While these results are inconsistent with the generalizations arrived at by

Anastasi (1958) and Maccoby and Jacklin (1974) they conform quite well with

results reported by Gustafsson (1976). In that study a sizeable difference

in favor of boys was found for an S-test, while no difference was found

with respect to the test Metal Folding, which here is taken to represent

Vz. The absence of a difference in favor of boys on Vz does not appear,

then, to be a chance finding restricted to the present study.

There are, in fact, indications that the traditionally found male

superiority on spatial tests is now disappearing, at least for certain

types of spatial tests. Evidence of this was presented by Harnqvist and

Stahle (1977), who showed that for two representative samples of 13-year

olds tested in 1961 and 1966 there was a diminishing sex difference on the

Metal Folding test. Even more interesting, however, is their finding that

the sex difference in performance was a function of the degree of equality

of treatment of boys and girls in school, as codified in the curriculum.

The notion that the pattern of sex differences on spatial tests is related

to the sex differentiation of society is also supported by cross-cultural

research. Fairwheather (1976) reviewed cross-cultural studies of sex

differences in field-independence (i.e. Cf) and concluded that the male

superiority only appears in cultures which are stratified according to sex,

while it is not found in cultures where females are encouraged to be more

exploratory, e.g. among Eskimos.

With this line of reasoning it cannot, of course, be explained why the

girls in the present study achieved a higher level of performance on Cf and

CFR. The most likely explanation for this female superiority is, however,

a general maturational lag for boys at 12 to 13 years of age.

The difference in favor of girls on the Hidden Patterns test is most likely

due to there being a certain amount of variance from the factor Perceptual

Speed (P) in this test (cf. Thurstone, 1944). A higher level of

performance for girls on P-tests is a frequently r : "orted finding (cf.

Maccoby & Jacklin, 1974).



It also remains to be explained why the boys are superior on the second

part of the S-test, when they are not on the Vz-factor. Gustafsson (1976)

noted that for girls there were higher correlations between reasoning tests

and Metal Folding than for boys, and argued that this may indicate that the

girls successfully employ reasoning strategies in solving items in the

Vz-type of tests. No such correlational differences were observed for the

S-test and it was suggested that the speededness of this type of tests

makes them less amenable to such non-spatial solution strategies. If this

hypothesis is correct it suggests that the disappearing sex difference on

the Vz-factor may at least partly be due to attitudinal factors: Girls may

nowadays approach such test items in a more spirited manner, not being

deterred by a strange-looking type of tasks, but they solve the items by

relying on a partly different set of processes than boys do.

This hypothesis implies that the factorial structure might be different for

boys and girls, with higher loadings of the complex, analytic Gv-tests in

Gf- and Gc-factors for girls than for boys.

6.3 Differences in factorial structure

The overall test of the equality of the loadings of the tests in the

primary factors is significant (chi-square=29.8, dt=17, p <.01), but there

is no significant sex difference with respect to the loadings of the

first-order factors in the second-order factors or in the loadings of the

second-order factors in the third-order factor (chi-square=16.0, df=10).

The loadings of the tests are thus not invariant over the sexes even though

the chi-square statistic is not large in relation to the degrees of

freedom. Further analyses showed the overall statistic to be accounted for

by differences with respect to the loadings of Card Rotation II and the

Swedish Achievement test in the CFR-factor (chi-square=5.3 and

chi-square=7.4 with 1 df, respectively), the loadings being higher for the

girls. The loading of the Mathematics Achievement test in the CFR-factor,

which was introduced in the separate analysis for the girls, is not

significantly different for boys and girls (chi-square=2.4, df=1), which is

due to the fact that for boys too the loading is positive, even th(,ugh it

is not significant.

In the preceding section it was hypothesized that for girls the Vz- and

Cf-tests would involve Gf and Gc variance. This hypothesis does not

receive much support, however. Tl an extent the results even contradict

the hypothesis since it is found that an S-test loads higher for girls than

for boys in the CFR-factor. Looked at from a slightly different point of

c



view, however, the results bring some support for the attempted line of

reasoning, since the loading of Card Rotation II in CFR for the girls is

accompanied by a lower level of performance, which indicates that the girls

may have adopted a less successful reasoning strategy on part II of this

test. The fact that for the girls there is a higher loading of the Swedish

Achievement test in CFR also indicates that the girls may employ a verbal

reasoning strategy on the Raven test.

6.4 Differences in variances

Differences in the variance/covariance of tests and factors is another

possible source to account for the highly significant overall sex

difference. An overall test of the difference in variance of the G-factor

and the variances/covariances of the residuals of the factors of lower

orders yields a significant test statistic (chi-square=58.9, df=19), so it

is worthwhile to carry out more specific tests of this type of sex

differences.

Such tests show that the vari...ace of G does not differ for the sexes

(chi-square=0.3, df=1), and nor do residual variances of the second-order

factors (chi-square=1.7, df=2). However, for the residual variances of the

primary factors a significant test-statistic is obtained (chi-square=36.2,

df=10), indicating that one or more of these differ for boys and girls.

Further tests show the difference to be accounted for by differences in the

residual variances of S (higher fcr girls; chi-square=5.5, df=1), Vz

(higher for boys; chi-square=15.5, df=1) and CFR (higher for boys;

chi-square=4.9, df=1). Since the loadings of the primary factors in the

second-order factors are the same for boys and girls these results reflect

differences in the variance of the primary factors.

Some of the covariance terms also differ. Thus, the covariance between the

residuals of I and Ve-Ach is higher for girls than for boys

(chi-square=5.0, df=1), as is the covariance between the residuals of Cf

and Ms (chi-sqv re=7.0, df=1). Such differences in the size of the

covariance of tduals are not easily interpreted, however.

Maccoby and Jacklin (1974) reviewed some studies of sex differences in

variability of ability and concluded that there is "...some evidence for

greater male variability in numerical and spatial abilities, but not

consistently in verbal ability" (p. 118). The present results only partly

conform to this generalization, but it is important to keep in mind that

the Maccoby and Jacklin conclusion refers to the variability of observed

scores, while our results pertain only to the variability of true scores.



The findings of greater male variability in Vz and CFR agree, however, with

the conclusion that there is a tendency towards greater male variability in

spatial ability. Maccoby and Jacklin interpreted this as being a

consequence of an over-representation of males at the high end of the scale

due to the male superiority in spatial ability, and also an

over-representation of males at the low end of the scale, due to the

greater vulnerability of males to anomalies of prenatal development, birth

injury and childhood disease. While this interpretation seems reasonable

it fails to account for the higher female variance in the S-factor. We

will return to this question in the discussion in the next section.

Differences in the variability of observed scores may be due either to

differences in the variability of true scores, or to differences in the

variances of errors, or, of course, to different combinations of such

differences. The overall test of the equality of the error variances of

the tests proves significant (chi-square=39.2, df=25). Further tests show

this overall effect to be accounted for by differences in the error

variances for two of the tests: the Auditory Number Span test

(chi-square=4.2, df=1) and the English Achievement test (chi-square=5.4,

df=1), the error variance in both cases being higher for boys.

6.5 Discussion

The analyses have shown t;)at there are in fact sex differences in most

respects. However, it does appear that the most important differences are

those obtained with respect to level of performance; these differences

account for a very substantial proportion of the overall effect. It has

already been concluded that the pattern of sex differences in level of

performance rather closely matches the classical pattern of higher

performance for girls in the verbal domain, and higher performance for boys

in the numerical and spatial domains. It is interesting to note, however,

that among the primary factors belonging with Gv boys have an advantage

only on an S-test, while there is no difference= on Vz and a higher

performance for girls on Cf. It has already been surmised that this rather

mixed pattern of sex difference may reflect a trend of disappearing sex

differences in spatial ability, as a function of a lesser degree of sex

differentiation in society.

It was hypothesized that the disappearing sex difference on the more

complex, unspeeded, spatial tests may be due to the fact that girls tend to

adopt non-spatial reasoning strategies in solving these items. It was also

hypothesized that this would show ^s differences in the factor loadings for

boys and girls. However, even though some such differences have been



localized, the results do not unambiguously support the hypothesis. The

findings that for girls Card Rotation II and the Mathematics and Swedish

Achievement tests load CFR does indicate that this non-verbal reasoning

factor is broader and of greater importance for girls than boys. However,

loadings of Vz and Cf in CFR for the girls would have been mare in line

with the hypothesis. Further research will have to show whether there is

any truth in the hypothesis of differences in factorial structure as a

function of sex differences in strategies of solving spatial tests.

It is interesting to note that there are significant differences in the

variances of the primary factors in the Gv domain. The girls have a higher

variance in S, while the boys have a higher variance in Vz and CFR. There

is thus a tenaency for the group with the lower mean to have a larger

variance. This may indicate that the difference in mean performance is

accounted for by rather small groups Jf persons at the extremes of the

distributions, which in turn may be due to choice of either an appropriate

or inappropriate strategy in solving the test items. Thus the differences

in variance may be interpreted to provide indirect support for the

hypothesis of strategy differences, even though it is difficult, for lack

of suitable data, to pinpoint the exact nature of such differences.

In addition to these sex differences, the covariances between the residuals

of some of the primary factors were also found to differ, as were some of

the error variances of the tests. These findings seem, however, extremely

difficult to interpret and until replicated they had better be left aside.
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7 DISCUSSION AND CONCLUSIONS

It has already been concluded that the findings of the empirical study

rather strongly support the hypothesized HILL model. So far, however, we

have not discussed the interpretations and implications of the findings.

This is done below.

7.1 Interpretations of the higher-order factors

Much of the factor analytic research on ability is characterized by rather

superficial interpretations of the factors. This is partly due to the fact

that the empirical results are obtained at a fairly high level of

abstraction, so the factors are not easily identified with specific

processes. In higher-order factor analyses the level of abstraction is

carried one step further, which makes it even more difficult to interpret

the higher-order factors in psychological terms. Scme suggestions have

been offered, however, for interpretations of these sources of individual

differences, and these will be discussed next.

7.1.1 Interpretations of G

The practical utility of the G factor is evident from the wide-spread use

of tests of general intelligence (see section 2.2). In such tests, it will

be remembered, tasks are sampled from a broad range, which makes the G

factor the dominant one, at the expense of more specific factors. These

tests thus rely on the principle that Spearman called "the indifference of

the indicator", i.e. given a sufficiently broad sampling of test items the

G factor will be the most important source of individual differences on the

test (see also Cronbach, 1951, and Harnqvist, 1977, for mathematical

explanations of this fact.)

However, while the G factor has more than proven its utility in practical

applications, it has bee, remarkably absent from theoretical discussions

since the pioneering work of Spearman. At best it might be said that

attention has now and then been called to the fact that the G factor exists
(e.g. McNemar, 1964; Humphreys, 1962). During the last few years, however,

it appears that interest in the general factor has been revitalized, as may

be seen in the writings of for example Humphreys (1979), Snow (1977, 1978,

1980, in press), Sternberg (1980) and Undheim (1981).



As has already been mentioned Undheim (1979, 1981) has proposed ideas

almost identical with those espoused here, and from a series of studies it

was concluded:

Although Cattell's hypothesis of two intelligence factors, fluid

and crystallized intelligence, is seemingly supported by the

simple-structure factor analytic distinctions of two such factors

in several studies, hierarchical order analysis indicate that these

findings may support an alternative hierarchical model of

intelligence where fluid tasks are central to the definition of

intelligence and group factors of crystallized ability or

verbal-educational knowledge, visualization and speediness emerge.

Thus the results are consistent with a more parsimonious

neo-Spearman structuring of broad intelligence factors (Undheim,

1979, p. 11).

This conclusion thus conforms with the conclusion drawn from the present

study.

In his interpretation of general intelligence Undheim (1980) stressed that

G is a consequence of learning, and that the nature of intelligence is

determined by cultural values: "... general reasoning is good reasoning

with the contents of our culture" (Undheim, 1980, p. 12). This line of

reasoning led Undheim to suggest a very broad definition of G, namely that

it represents the entire repertoire of knowledge, skills and strategies.

From this definition of G also follows that "a measure of general

intelligence should sample achievements in many subject matters some of

which are tied to the academic curricula that subjects are exposed to,

others tied to intellectual achievements acquired out of school -- and

should include recent as well as not-so-recent acquisitions" (Undheim,

1980, p. 14).

It would seem, however, that the Undheim interpretation is fraught with

problems. For one thi-g it is framed in very general terms, and it does

not forward our understanding of general intelligence much. For another

thing it appears that Undheim in his sampling model of intelligence

disregards the most essential of his findinv, namely that Gf coincides

with G. Formulated in simple terms this res implies that a score

obtained from the broadest possible and mos, presentative sampling of

tasks is virtually perfectly correlated with scores obtained on a small set

of Gf tasks, such as a letter series test, a number series test, and a

figural analogies test. The most interesting question must then be why the

Gf tests have such power.



Reasoning tasks such as those in Gf tests have been very closely

investigated in computer simulation studies, by, among others, Simon

(1976). With respect to a sequence extrapolation task, highly similar to

the items in the Number Series test, it was concluded that a program to

solve such tasks must have the following capabilities:

1. Ability to detect relations of same, next and complement between

pairs of symbols.

2. Familiarity with the symbols useu, and knowledge of their

alphabets, stored in long-term memory.

3. Ability to hold and accumulate in relational structures

newly-acquired information about the sequence, and finally to

represent the pattern of the sequence in a relational structure,

stored in memory.

4. Ability to keep one's place in a system of processes (a

program), and to keep track in short-term memory of information

needed as inputs to processes (Simon, 1976, p. 72).

Individual differences in all these capabilities could account for

individual differences in performance on the task. It would seem, however,

that the relation perceiving abilities described in 1 are fairly low-level

abilities not likely to account for a substantial proportion of individual

differences in performance, and the knowledge requirements specified in 2

are very limited (i.e. knowledge about the alphabet or the basics of the

number system). To the extent that the list of capabilities is exhaustive

it would, therefore, seem that the major sources of individual differences

on such a task should derive from the ability to accumulate and retrieve

newly-acquired information, and to administer and keep track of processes

and the information they operate upon.

Simon (1976) also speculated about possible interpretations of Spearman's

g. As one possibility it was suggested that g may reflect individual

differences in the efficiency co a relatively small number of basic

processes and structures which have been shown to be involved in the

programs for a broad range of tasks. But Simon also pointed out that "it

is not certain to what extent g is to be attributed to common processes

among performance programs, or to what extent it derives from individual

differences in the efficacy of the learning programs that assemble the

performance programs" (Simon, 1976, p. 96). In terms of the computer

analogy, then, individual differences in ability to perform Gf tasks would

be more an effect of the efficiency of the applications programmer, the

operating system and ,:he data base mangagement system, than an effect of

the speed and efficiency of specific instruct Cons.



Snow (1977, 1980, in press) too has adopted a hierarchical view of the

structure of ability, and has developed the Simon interpretation one step

further. In the Snow model G is placed at the highest level with Gf, Cc

and Gv as the most important abilities below G. While this model is partly

based upon factor analytic findings, other techniques too have been relied

upon. Thus Snow (1980) presented results from a multidimensional scaling

of a large test battery (see also Marshalek, 1977). In this analysis the

higher-order factors Gf, Gc and Gv were clearly discernable as clusters of

tests. What is more interesting, however, is that a graph of the results

clearly brought out the "centrality" of the clusters of tests. The central

tests are those that correlate with a wide range of other tests, and it was

found that the Gf tests, such as Raven and Letter Series, were the most

central ones. These results thus strongly support the HILL model.

In an attempt to formulate a process titeory of intelligence Snow has made a

distinction between three kinds of processes: performance processes,

control processes and assembly processes. Performance processes are

psychological processes which perform a specific task, such as retreiving

information from long-term memory. Control processes administer and keep

track of the activities of the performance processes, and the assembly

processes are those processes which with a particular goal in mind select

and combine a certain set of performance processes. Snow pointed at the

fact that most research on information processing has concentrated on the

performance processes "so most cognitive theories look like performance

programs. More recently, attention has been turning to the executive

functions, but these are thought of mainly as control processes. The

primary executive function, however, would appear to be assembly; the

computer program analogy has far too long left out the programmer" (Snow,

1980).

Snow suggested that tests of general ability in particular may pose demands

for new assembly of performance processes:

Perhaps they represent to a greater degree the kinds of assembly

and control processes needed to organize on a short term basis

adaptive strategies for solving novel problems. The more complex

and variee. the sequence of novel problems, the more adaptive the

processing needs to be. Raven Progressive Matrices is perhaps the

archetypical example of such a test... (Snow, 1980)

According to t' ..
interpretation the most important features of Gf tests

are that they present novel and complex tasks. Their novelty forces the

examinee to find new ways of solving the tasks, and their complexity

ensures that this is not a simple task: the examinee must always be

prepared to find new modes of attack, and with a greater complexity follows

that the number of steps and intermediary results to keep track of

increases rapidly.



It is quite interesting to compare Snow's interpretation of G with

Spearman's interpretation of g, which factors may be assumed to be

identical. In Spearman's interpretation, it will be remembered, the

concepts eduction of relations and correlates are important in the sense

that tests which require such processes provide the best measures of g.

The items in such tests tend to be quite complex, so Spearman and Snow seem

to agree that complexity of the task is an important aspect in the

measurement of general intelligence.

Spearman saw g as an expression of mental energy, while Snow sees it as

being accounted for by the efficiency of assembly and control processes.

At first sight these interpretations would appear to be quite incompatible,

since they are framed in very different language. There is an important

similarity, however, in the sense that both Snow and Spearman argue that

individual differences in general ability are not due to individual

differences in the efficiency of performance processes.

It would, in fact, appear possible to carry the comparison between the Snow

and .pearman interpretations one step further. The primary basis for

Spearman's formulation of g in terms of mental energy was the observation

of "universal mental competition", i.e. that cognitive acts tend to

interfere with each other. But the phenomenon of mental competition may

just as easily be accounted for in information processing terms: the

cognitive system is a system with a limited central resource which poses

high demands on the efficiency with which processes are select-1 and

combined when complex tasks are solved. It would thus seem that the Snow

approach to understand general intelligence is able to account also for the

phenomenon of mental competition.

Spearman's interpretation in terms of mental energy, and Snow's

interpretation in terms of assembly and control processes are both

formulated at a very high level of abstraction, and they both have more a

character of being metaphors, than being full-fledged and worked out

theories. It is quite natural, then, that the metaphors are heavily

influenced by the ideas and the language of the time when they were

formulated: physics and mechanics in the case of Spearman, and computers

and computer programming in the case of Snow.

At the present state of knowledge it seems quite impossible to carry

interpretations much further than Snow has done. What is important,

however, is that the metaphors are well chosen, so that they may be

developed into more specific formulations. In retrospect it seems clear

that the Spearman metaphor in terms of energy represents a dead end, since

it did not stimulate any further research or thinking. The Snow approach,

may, however, be more profitable: it relates directly to flourishing

research on information processing, computer simulation, and artificial



intelligence, and it already operates with powerful concepts. An

interpretation of general intelligence along the lines suggested by Simon

and Snow seems, therefore, to provide a useful framework for further

research.

7.1.2 Interpretations of Gc and Gv

The HILI model hypothesizes several second-order factors, but since the

present study is restricted to Gc and Gv we will concentrate upon those.

It must be stressed that the factors labeled Gc and Gv in the HILI model

are not directly comparable with the factors with same labels in the

Cattell-Horn model. This is because in the HILI model there is no variance

from the G factor at the second-order level, while in the Horn-Cattell

model the G-variance is included in Gc and Gf. In order to separate

clearly these two ways of representing general intelligence, we will refer

to the residual variance in the factors after extracting G as Gc' and Gv'

respectively, while the factors with G variance included are referred to as

Gc and Gv. In the present data the residuals account for about 40 per cent

of the variance in the second-order factors, while the remainder of the

variance is due to G.

Horn and Cattell see both Gc and Gf as representing kinds of general

intelligence, the major difference between the factors being that Gf is

found in more or less culture-free tasks, while Gc is found in tasks with

culture-bound content. Since our culture is strongly dominated by verbal

content, Gc may even_be regarded as a "blown up V" (Horn, 1976).

Horn and Cattell have lot, however, gone very far towards an interpretation

of Gv. In their 1966 paper they define Gv as being involved in

"visualizing the movements and transformations of spatial patterns,

maintaining orientation with respect to objects in space, unifying

disparate elements and locating a given figuration in a visual field" (Horn

and Cattell, 1966, p. 254). This, however, is just a list of the

definitions of the primary factors Vz, S, Cs and Cf, and it does not

specify what is common to these primary factors.

At the most superficial level, however, it seems clear that the common

denominator ^f these factors is that they all deal with figural or spatial

tasks. One way to account for Gc' and G1.7' would then be to identify the

processing requirements of verbal and figural information, respectively.

In an analysis of the correlational literature on spatial ability Lohman

(1979) concluded:
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the crucial component of spatial thinking may be the ability to

generate a mental image, perform various transformations on it, and

remember the changes in the,image as the transformations are

performed. This ability to update the image may imply resistance

to interference, both externally and internally generated.

Further, it implies that one of the crucial features of individual

differences in spatial ability may lie not in the vividness of the

image, but in the control the imager can exercise over the image

(Lohman, 1979, p. 116).

Lohman's interpretation thus stresses mental imagery in the processing of

figural information.

Olson (1975), too, discussed the problem of what characterizes the

processing of different types of information. He pointed out that

what makes a problem spatial is not its surface properties but

rather the structure of the symbol system or mental representation

employed in obtaining a n ion ... symbol systems are basically

of two sorts: notational nguictic) and non-notational

(pictorial, spatial). The primary distinguishing feature of these

systems is that the first is contrastive, often binary; the latter

is continuous such that for any two positions there is a further

point between them. (Olson, 1975, p. 76)

Olson also suggested that there may be individual differences both in the

facility with which persons deal with the symbol systems, and in the amount

and structure of knowledge being available in them.

It may be no:ed that the Olson distinction between notational and

non-notational systems has i counterparts in other theoretical

formulations. Thus, in the 1 erature on brain laterality (e.g. Bock,

1973; Harris, 1975; Nebes, 1974; Wittrock, 1978) it is claimed that there

are two broad modes of processing information, one associated with the left

hemisphere, and the.other with the right hemisphere. The left hemisphere

processes information in a linear, sequential fashion and is specialized

upon verbal information processing, while the right hemisphere processes

information in a parallel, holistic, or synchronous fashion, and is

specialized upon visual, figural information.

A very straightforward interpretation of 'the Gc' and Gv' factors could thus

be that they reflect the efficiency of the left and right hemispheres,

respectively (cf Bock, 1973). However, even though such a biologically

Lased interpretation may be correct it does not contribute much

psychological knowledge.



What seems important, however, is that there appears to be some consensus

in the characterization of two fundamentally different modes of processing.

One is described as analytic, linear, binary, serial, or successive, and

the other is described as global, parallel, holistic, synchronous,

simultaneous or continuou,. The first type of processing seems best suited

for verbal content and for the rationalistic kind of thinking upon which

premium is put in industrial societies, while the second type of processing

is best suited for figural content and for visual imagery. One

possibility, then, is that GC' and Cy' express the facility with which

these types of processing, respectively, are performed.

However, individual differences in performance need not only reflect the

ability to perform certain types of processes but may also be due to

differences in the organization, structure, and quantity of stored

information of different types.

A concrete example of .his type of individual differences is provided by

perception in chess. It has teen shown (e.g. Chase & Simon, 1973; Simon,

1976) that a chess master is very much superior a weak player in

reconstructing from memory the position of the pieces in a game, but that

there are no differences between strong and weak players in their ability

to recall the positions of pieces placed at random on the board. Simon

(1976) suggested that this is due to the chess master having a very large

amount of standard configurations of pieces stored in a semantic memory.

In reconstructing the positions of the pieces the chess master only has to

remember a small set of standard configurations, from which the positions

of the individual pieces are easily derived. Thus, "how well a player can

reconstruct a briefly viewed position is mainly a function of how large a

vocabulary of familiar configurations of pieces is stored in his long-term

memory, and accessible through his discrimination net (Simon, 1976, p.

94).

In a similar way it may be assumed that the structure and content of verbal

semantic memory is of great importance in determining acquisition of new

information. This suggests that in addition to proficiency in performing

the verbal, sequential and the visual, imagery types of processes,

individual differences in GC' and Cy' may be due to differences in

previously acquired knowledge.

Undheim (1979) argued that the verbal-educational group factor identified

by him, which factor may be assumed to be identical with Ge", represents a

rather narrow achievement factor:

it may be related to opportunity, interest and effort in

verbal-educational achievement in school as well as out of school

reflecting engaged time in school learning, in reading books



more generally, reading newspapers and magazines, watching

"educational" programs on TV, etc. (Undheim, 1979, p. 12).

Thus, Undheim sees Gc' as being the accumulated result of choice of

verbally oriented acitivities, and Gv' may parallelly be viewed as the

result of choice of spatially oriented activities. Such a theoretical

position comes close to the "transfer" theory proposed by Ferguson (1954),

and is supported for example by findings that choice of educational and

occupational tracks does affect the relative stength of verbal and spatial

abilities (e.g. BalkeAurell, 1973, in press)

Snow (1980, in press) also sees Gc :s being the result of prior learning

and argued that it:

represents the long term accumulation of knowledge and skills,

organized into functional cognitive sytems by prior learning, that

are in some sense crystallized as units for use in future k4arning.

Since these are products of past education, and since education is

in large part accumulative, transfer relations between past and

future learning are assured. The transfer need not be primarily of

specific knowledge but rather of organized academic learning

skills. Thus Gc may represent prior assemblies of performance

processes retrieved as a system and applied anew in instructional

situations not unlike those experiences in the past ... (Snow,

1980).

A similar line of reasoning could easily be constructed to account for Gv.

It thus seems that there are two different explanations of individual

differences in Gc' and Gv', one that takes its starting point in the

different processing characteristics of verbal and figural information, and

one that takes its starting point in differences in longterm memory as a

consequence of prior learning. These interpretations are of course not

mutually exclusive and they may both be true. There may also be quite

intricate relationships between these mechanisms. Thus, small initial

differences in proficiency in a certain type of processing may affect

interests and preference which in turn may cause large differences in

acquired knowledge. It is also conceivable that the availability of a

large knowledge base enhances and expediates the type of processes which

operate on that knowledge base.

Given all these possibilities it is not easy to make a choice between the

interpretations. It would seem, however, that the interpretation in terms

of knowledge may be the more potent one, for the reason that even if there

are individual differences in power to perform the different types of

processes, such differences may be expected to bring about differences in

acquired knowledge.

sue.



7.1.3 Interpretations of primary factors

In previous research primary factors have been concentrated upon, at the

expense of factors of higher orders. Still, however, interpretation has

often been cursory and has_ most often consisted of an analysis of what is

common to the tests that load a factor. Interpretations at this level thus

result in descriptions of tasks characterizing the factor (see Table 1),

and it does indeed seem quite difficult to carry interpretations of primary

factors much further on the basis of factor analytic findings nrly.

In the HILI model the primary factors represent the variance which is left

after the variance from the higher-order factors has been partialed out,

and for many factors this is only a rather small fraction of the total

variance. Furthermcre, assuming that the variance of greatest

psychological interest is represented by the G factor and the factors at

the second-order level, the residual of the primary factors may be of

limited interest. It does not seem worthwhile, therefore, to discuss in

this context each of the primary factors.

7.2The2122eralitilL1 model

In section 2.7.3 the HILI model was compared with other suggested models

and it was concluded that the model is a very general model, which

encompass most previously suggested models of the structure of human

abilities. It is quite interesting, therefore, to compare the HILI model

with yet another model, suggested by Sternberg (1980), in relation to which

similar claims have been made.

The "componential theory of intenigence" proposed b; Sternberg is based on

the concept of component, which is defined as "... au elementary

information process that operates upon internal representations of objects

or symbols". (Sternberg, 1980, p. 6). Or the basis of function, components

are classified into five different kinds! meta-components, performance

components, acquisition components, retention components, and transfer

components. Meta-components "are higher order control processes that are

used for executive planning and decision making in problem-solving" (p. 7),

while performance components represent processes actually used in task

performancL.

Sternberg also classifies components according to level of generality into

three categories: general components, class components and specific



components. General components are processes used in all tasks within a

given universe; class components are processes used within a sub-set of

tasks; and specific components are used in the accomplishment of single

tasks.

The classification of components according to generality is utilized in an

assumed hierarchical organization of tasks. For each task in a hierarchy

the same general components are used, and for each task different specific

components are used. The level in the hierarchy at which a task is placed

is determined by the class components: tasks at the lowest level each

require one set of class components, while tasks at higher levels require

all the class components of tasks at lower levels within the same branch of

the hierarchy.

Sternberg confronted several of the factor analytic models of the

organization of human abilities with this componential conception of task

performance. Wits respect to the Spearman Two Factor theory it was argued

that the g-factor comprises a set of general components that is common to a

wide variety of intellectual tasks, while the s-factors correspond to

spL,ific components. It was, furthermore, argued that the meta-components

have a much higher proportion of general components among them, since for

almost every task executive routines for planning and monitoring

performance must be invoked. It was, thus, concluded that "individual

differences in meta-componential functioning will be primarily responsible

for the appearance of individual differences of a general nature" (p. 10).

The Thurstone PMA's were by Sternberg interpreted to reflect individual

differences in class components, while the correlation among the primary

factors is accounted for by general components. As an example, Sternberg

mewtoned the I-factor, which appears to involve a relatively small set of

class components (i.e. infe_nce, mapping, application, and justification).

The concepts of fluid and crystallized intelligence within the Catell/Horn

theory were also discussed. Tests of crystallized intelligence were

interpreted to reflect "the products of acquisition, retention and transfer

components, whereas fluid ability tests seem to involve the execution of

performance components".

Sternberg thus argued that "... the componential theory can provide at

least a tentative and sketchy account of how different forms of factor

analysis and rotation can support different factorial theories of

intelligence. On this view, each "theory" can be viewed as a special case,

or subtheory, of a single theory." (v. 11).

Sternberg went on to argue that componential and factor theories of

intelligence are differentially useful for different types of application:
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For purposes of prediction the factorial type of approach is best suited;

for purposes of diagnosis of individual strengths and weaknesses both

factorial and componential approach may be useful; and for purposes of

training the componential approach is best suited because as processes, the

components may be directly trainable.

Sternberg concluded that "factor theories of intelligence are all right

almost. What this means is that almost all factor theories of intelligence

are right in the sense of being special cases of a more general

psychometric theory, but that they are not quite all right when considered

in isolation. They need to be supplemented by componential theories..."

(p. 12).

While there is no need to challenge the conclusion that componential

theories are complementary to factorially based models of the structure of

abilities, it would not seem that the componential theory outlined by

Sternberg is able to provide a psychometric supertheory, within which the

different suggested models of the structure of abilities are contained as

special cases. This can be seen if the specific interpretations proposed

by Sternberg are scrutinized.

It is argued that the gfactor in Spearman's Two Factor model represents

individual differences in metacomponents; that the Thurstonian Ifactor

represents individual differences 4.n the performance components inference,

mapping, application, and justification; and that Gf reflects individual

differences in the execution of performance components generally. We have

shown, however, that g is identical with Gf, and the empirical evidence

also indicates that I is virtually identical with these higherorder

factors. Sternberg thus proposes a set of three different explanations for

the same individual difference variance. While these explanations are not

mutually exclusive, this indicates that the componential theory is much to

loose to function as a general psychometric theory.

Even more important, however, is the fac- that while the factorial models

identify and structure systematic sources cf individual differences at

different levels of generality, the componential theory models performance

on intellectual tasks. This very fundamental difference between the

factorial and componential approaches to the study of intelligence is seen

if the content at the different levels of the two models is scrutinized.

In the componential approach the hierarchy is a hierarchy of tasks, while

in the factorial approach the hierarchy is a hierarchy of sources of

individual difference variance. In fact, the componential approach could

be perfectly valid even if there were no individual differences at all,

while in such a case the factorial approach would break down because there

is no covariance to analyze.
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This difference in focus of attention makes the factorial and componential

approaches complementary, but it also implies that the componential

approach cannot provide a theory under which the factor-analytic models may

be subsumed. Instead it seems that among the factor-analytic models the

HILI model is the most general one. It also seems, however, that the HILI

model is the factor-analytic model most clearly compatible with Sternberg's

componential theory, and since these models are complementary they might

profitably be used in conjunction.

7.3 Uses of the HILI model

The HILI model not only is a very general model, but the fact that it is

formulated within the LISREL framework implies that it may be used as a so

called measurement model in investigations of the relations between factors

of ability and other variables. Such use of the HILI model offers several

important advantages in comparison with traditional methods for analyzing

relations betwen sets of variables:

It makes it possible to study the relations between the factors and other

variables, without the results being contaminated by error variance and

specific variance in the psychological tests (e.g. Joreskog, 1978;

Gustafsson & Lindstrom, 1979).

The fact that the model is hierarchical makes it possible to formulate

extremely parsimonious models for the relations with other variables, by

invoking first the G-factor, and then invoke only as many of the

lower-order factors as may be necessary. It is not immediately obvious

how such hierarchical measurement models may be formulate.. in LISREL (cf

Bentler, 1980); Appendix 1 indicates, however, how this may be done.

In most studies it will be impossible to include tests to represent all

factors and all levels in the model. However, even in those cases when

relatively few tests are used the hierarchical approach and mode of

thinking may be utilized, and the factors may be interpreted within the

framework of the HILI model. For example, if in a study interest is

centered on the G factor a selection of three or four tests representing

e.g. Gc, Gf and Gv may yield one common factor. This factor should come

very close to the third-order G in the HILI model. The results in suco a

study may thus be compared to results obtained in another study with a

much larger test battery, even though it will of course not be possible

to separate error variance, test specificity, and the residuals of

primary and secohd-order factors. The :ALI model thus provides a

framework for relating results obtained in studies in which different

tests have been employed.



These advantages of the model might make it extremely useful in all

branches of research on individual differences.



APPENDIX 1: The LISREL model

The abbreviation LISREL stands for linear structural relations and it is

a model of high generality in which many other statistical models can be

found as special cases (nreskog & Stirbom, 1978, pp. 2-3). LISREL was

introduced by Joreskog (1973, 1977), and a description of the model, and

computer program with the same name (LISREL IV) is given by Joreskog and

Sorbom (1978, cf. also Joreskog & SOrbom, 1976, 1977). LISREL includes as

special cases the methods for analysis of covariance structures developed

by Joreskog (1969, 1970, 1971, 1974). Here only a very sketchy description

of LISREL can be given, and for a full account the reader should consult

the references.

The LISREL model consists of two parts: the measurement models for the

dependent and independent variables, in which latent variables (common

factors) are defined in terms of observed variables, and the linear

structural equation model, in which the relations between the latent

variables are specified.

The measurement models are factor analysis models in which a smaller set of

latent variables (factors) are supposed to account for the relations between

the observed variables, and which are used to describe the measurement

characteristics of the observed variables. There are two sets of observed

variables y'=(y
1

,y
2

) and x'=(x
1

,x
2

), corresponding to dependent

(outcome) and independent (aptitude) variables respectively and two sets of

latent variables n'=(n
I

,n
2 m

) and E'=(E
1

,E
2

,...,En), corresponding to

dependent and independent latent variables, ,aspectively. There also are

vectors specifying the unique parts (errors of measurement and specificity)

of the y and x variables, c'=(c ,c
2

) and 6'1.0
1

,&
2

).
- 1 -

The relations between the latent and the observed independent variables are

specified in Ax, which is a factor loading matrix of order q x n for the

regression of the x variables on the E variables, and the relations between

the latent and the observed dependent variables are specified in the

corresponding factor loading matrix A , of order p x m.

The measurement model for the x variables is written:



(1) x = A + 6,

and for the y variables it is written:

(2) y = A n + E.

The structural equation model specifies the causal relationships among the

latent variables and to represent these, two parameter matrices are used:

r which is a coefficient matrix of order m x n for the structural relations

between the E and the n variables; and a which is a coefficient matrix of

order m x m for the structural relations among the n variables. The residuals

(disturbance terms or errors in equations) in the dependent variables are

represented with the vector: c'=(c
2
,...,cm).

1

The system of linear structural relations has the form:

(3) an = + c.

The following covariance matrices must also be defined:

0
6

is a diagonal or symmetric matrix of order q x q containing the

covariance matrix foL the unique parts of the x variables.

0 is a diagonal or sync _ric matrix of order p x p containing the
_c

covariance matric for the unique parts of the y variables.
-

is a diagonal or symmetric matrix of order n x n containing the

covariance matrix of the E variables.

is a diagonal or symmetric matric of order m x m for the covariance

of the residuals.

Thus, in LISREL it is not necessarily assumed that the errors of measurement

in the independent and dependent variables are uncorrelated with each other.

It should also be pointed out that it is possible to specify LISREL models

which allow estimation of covariances between errors of measurement in the

independent and dependent variables; this can be effected through

specifying a model in y variables only. It is assumed, however, that the

errors of measurement are uncorrelated with E,r1 and c.

It can be shown (cf. Joreskos & Sarbom, 1978, p. 5) that if a set of

observational data can be described with the equations (1), (2) and (3),



and if the other assumptions are fulfilled, the covariance matrix E of order

(p+q) x (p+q) of the observed dependent and independent variables is:

A (s
-1rws' -1

+0
-1

Ts,
-1

)A +0 A (3
- 1r(pA'

(4) E

A IT 1 V 1A' A (DA'+0

In specifying a LISREL model it is necessary to specify the nature of each

element in the matrices Ax,Ay,F,!,!,!,06 and 0E (the elements will be

referred to with small Greek letters). The elements can be of tnree

different kinds: a fixed parameter, i.e. the parameter is assigned a given

vplue; a free parameter, i.e. the parameter is to be estimated; and a

constrained parameter, i.e. the parameter is to be estimated but it is

constrained to be equal to one or more other parameters.

From the relations (1) (3) it would seem that LISREL is subject to a

major limitation -- the means of the latent or the observed variables are

not included in the model. In terms of regression analysis this would

correspond to regression models without the intercept parameter, and to

make a complete evaluation of effects it is necessary to include the

intercept as well. SOrbom (1974, 1976, 1978) has formulated models which

do allow hypotheses on the means, and which come very close to the LISREL

model. As has been shown by S8rbom (1979) these models can in fact be

estimated with the LISREL proitam, using a special specification, so in

reality LISREL does allow estimation and testing of the intercept

parameter. A new version of the LISREL program (LISREL V) is now being

released in which this capability is obtained automatically, so there is

no reason to describe how it can be done with LISREL IV (see, however,

Gustafsson & Lindstr8m, 1979).

So far LISREL has been presented as if there was one group (population) of

persons only, but often there are two or more groups of persons. LISREL handles

any number of groups, however, and the presentation given above is easily

generalized, through adding a superscript (i, i=1,...,g) indicating to

which of g groups a parameter or a matrix of parameter refers. Thus, for

example, the matrix of coefficients of structural relations between



independent and dependent latent variables in the ith group is referred to

as r(1'. If a parameter or a matrix of parameters is constrained to be

equal in all groups an asterisk (*) is used to denote that, i.e. r (*)

The values of the non-fixed parameters in the LISREL model can be estimated

from the sample covariance matrices. However, to obtain any estimates it is

necessary that the model is identified. The problem of identifiability can

be defined in the following way:

Identifiability depends on the choice of the model and on the

specification of fixed, constrained, and free parameters. Under a given

snecification, a given structure A
y
,A
X
03,r,o,T,o

E
,c) generates one and

only one E but there may be several structures generating the same E.

If two or more structures generate the same E, the structures are said

to be equivalent. If a parameter has the same value in all equivalent

structures, the parameter is said to be identified. If all

parameters of the model are identified, the whole model is said to

be identified. (JOreskog & Siirbom, 1978, p. 9).

For some special cases there are general rules for determining whether a

specific model is identified or not (e.g. Werts, Joreskog & Tinn, 1973;

Wiley, 1973) but in most instances that is not the case. The LISREL IV

program has, however, the capability of detecting if a model is not

identified (cf. JOreskog & Sorbom, 1978, pp. 10-11).

In an identified model the values of the non-fixed parameters can be

estimated with maximum likelihood methods. It is assumed that the

distribution of the observed variables is sufficiently well described

by the moments of the first and second orders, which in particular holds

true when the observed variables have a multinormal distribution.

Each analysis of a fully identified model not only yields estimates of

parameters but also an overall chi-square test of the goodness of fit

of the model, along with standard errors of the estimated parameters.

As a help in modification of a poorly fitting model, the first order

derivatives with respect to the fixed parameters are also computed (cf.

Sorbom, 1975).

Through computing the differences between the values of the test

statistics obtained with more and less constrained models, i.e. models



differing as to the number of parameters estimated, it is also possible

to test the significance of subsets of parameters. Consider the

following concrete example: A model is estimated for two groups in which

(2\
2(1)

and r are not constrained to be equal. The test of fit gives x
0.1 1

with df
1
degrees of freedom. Then a model is specified in which F

( *)

is
2

estimated instead, which will have X with df
2
degrees of freedom.

2 1 2

The test statistic X
2

x then is chi-square distributed with df
2

df
11

degrees of freedom, and the test is, of course; a test of the equality

of the coefficients of structural relations within the groups. In the

same way other parameter matrices, or subsets of parameter matrices,

can be tested.

Estimating hierarchical models

The specification of LISREL models is most easily shown in graphical

presentations. Figure 12 shows the models used in section 2.6 to

illustrate a simple measurement model (cf Figure 3). There are 6 observed

y-variables (enclosed in squares), and 2 n-variables (enclosed in circles).

The n-variables affect the y-variables, which is shown by the straight

arrows from n to y. In addition, the y-variables are affected by error

(e). A correlation is assumed between the two n-variables, which is

indicated by the curvEl bidirectional arrow between the two latent

variables.
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Figure 12. An example of a simple measurement model.



An example of a higher-order measurement model is shown in Figure 13 (et

Figure 7). In this model one set of latent variables (the second-order

factors) affect another set of latent variables (the first-order factors).

In addition each first-order factor is affected by a disturbance (specific)

factor M. A correlation is also hypothesized between the second-order

factors.

&FT

HP

(0

DM,

DP

RA-0

Figure 13. An example of a hierarchical model.



In the LISREL-terminology the measurement model specifies the relations

between observed variables and latent variables, while the structural

model specifies the relations between the latent variables. According to

this terminology the model shown in Figure 13 contains both a measurement

model and a structural model. However, hierarchical models of '..7.he

structure of ability are extremely useful to provide a set of predictors,

from which other latent variables are predicted. A hierarchical model may,

therefore, be viewed as a measurement model in itself.

Tt is not immediately obvious how a hierarchical model may be used as a

measurement model, since this requires that the disturbances of lower-

order factors are used as independent variables. The disturbances may,

however, be expressed as latent variables, which may then be used as

predictors (or dependent variables).

An example of this kind of model specification is shown in Figure 14. In

this model, which was used in section 5.1 to investigate the 14.en test

(cf Figure 9), hierarchical measurement models are used both for the

independent variables and for the dependent variables. As may be seen

from the Figure t',e disturbances of the first-order factors are turned

into latent variables by being specified as orthogonal factors having a

relation of unity with the first-order factor.
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Figure 14. An example of higher-order measurement models.

118 1 OA



APPENDIX 2: The Rasch model

The Rasch model is a latent trait model in which the probability of a

correct answer to an item is expressed as a function of two parameters.

One parameter describes the difficulty of the item (0i,i=1,...,k) and one

parameter describes the ability of the tested subject (Ev,v=1,...,n).

Denoting a correct answer to item i by subject v as A
vi

=1 we have

P(A
vi
.=1)

exp(17-ai)

1+exp(c-ai)

There are three basic assumptions in the Rasch model: the assumption of

unidimensionality, the assumption of local statistical independence, and

the assumption of equal item discriminat1on. The assumption of uni-

dimensionality is the most important, even though it has been argued that

it is impossible or very difficult to uphold a distinction between these

assumptions (Gustafsson, 1980b). The meaning of the s,sumption of

unidimensionality is that there is only one latent trait affecting

performance on all items in the test.

The probability of a correct answer to an item (i) can be expressed as a

function of the ability variable (O. This function is called the item

characteristic curve (ICC) and can be expressed in the following way

fi(0
exp(-cri)

1+exp(F-ai)

ti

In a similar way may for each person the probability of a correct answer

be shown as a function of item difficulty, to form a person characteristic

curve (PCC).

There are several different goodness-of-fit tests that may may be used to

evaluate the fit of data to the model. The underlying rationale is

expressed by Gustafsson (1980b):
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It does seem that the Rasch model can be violated in basically two

ways: either a model is needed to describe the data which contains

two or more parameters for each person, which would be a violation

of the assumption of unidimensionality; or a model is needed which

contains two or more parameters for each item, which would be a

violation of the assumption of the form of the ICCs; or, of course,

a combination of these. If the Rw'll model holds true for a set of

data the item parameters are invariant from one group of persons

to another and the person parameters are invariant from one group

of items to another (p. 209).

There are two types of test that can be used. One type is called ICC

tests, since they are sensitive to violations of the assumption of equal

ICC's. The other type is called PCC tests, since they are sensitive to

differences in the PCC's.

The computer program PML (Custafsson, 1979) has been used to estimate the

parameters in the model and to test fit. This program offers three

different goodness-of-fit tests and one graphical test of deviations from

the model assumptions:

a. The Anderson conditional likelihood ratio test (Anderson, 1973). This

test is a test of the hypothesis that item parameters are invariant

over different groups of persons. When the grouping is done according

to level of performance (high-low) on the total set of items the test

is called the A-ICCSL test, since it is sensitive to differences in

the slopes of the ICC's. When the grouping is done according to

other criteria such as, for example, age or sex, it is called the

A-ICC test. With this kind of grouping it is a test of uni-

dimensionality.

b. The Martin-L6f chi-square test (Martin-L6f, 1973). This test too is

sensitive to heterogenous slopes of the ICC's and is referred to as

the ML-ICCSL test. It is calculated by forming a chi-square sum of

the deviations between observed and predicted frequencies of correct

answers for each score group. Even though the ML -ICCSL and the

A-ICCSL tests are sensitive to the same type of deviations, there are

differences between them when used on smaller samples.

c. The Martin-L6f test of homogeneity of two sets of items. This is a test



I

of the hypothesis that two sets of items measure the same ability. With

items grouped according to level of difficulty it is sensitive to

differences of the PCC slopes and, accordingly, it is called the

ML-PCCSL test. With items grouped according to other criteria, which

should be theoretically derived, it is sensitive to deviations from uni-

limensiolality and is called the ML-PCC test.

d. The graphical test of item fit is sensitive to variations in the slopes of

the ICC's. It is simply a plot for each item of observed proportion of

correct answers for each scoregroup against the corresponding predicted

proportions.



APPENDIX 3: Descriptive data

Table 25. Correlations between the tests in the reference battery (W981).

MF-0 MF-E CR-1 CR-2 GEFT HP CO DW DP RA-0 RA-E NS LG

MF-0 1.00

MF-E .79

CR-1 .33

1.00

.14 1.00

CR-2 .40 .41 .74 1.00

GEFT .47 .49 .33 .36 1.00

HP .42 .43 .44 .45 .48 1.00

CO .43 .43 .45 .47 .50 .56 1.00

DW .18 .21 .14 .18 .25 .27 .23 1.00

DP .26 .24 .14 .18 .22 .20 .20 .38 1.00

RA-0 .38 .39 .25 .31 .32 .34 .28 .18 .21 1.00

RA-E .40 .41 .27 .33 .35 .38 .31 .18 .21 .81 1.00

NS .35 .38 .32 .38 .40 .40 .40 .25 .13 .40 .43 1.00

LG .35 .34 .35 .38 .41 .41 .39 .22 .15 .40 .43 .52 1.00

ANS .14 .12 .13 .14 .14 .17 .17 .15 .10 .12 .12 .22 .20

ALS .14 .13 .19 .15 .17 .21 .19 .16 .08 .17 .17 .27 .25

Op-0 .32 .29 .20 .23 .31 .31 .29 .17 .13 .30 .30 .42 .39

Op-E .26 .27 .25 .25 .31 .27 .26 .17 .13 .30 .30 .42 .38

Sw .33 .33 .27 .31 .39 .38 .36 .27 .15 .40 .42 .56 .51

Ma .38 .42 -34 .40 .43 .41 .41 .21 .11 .41 .43 .68 .49

Eng .33 .29 .24 .26 .41 .37 .36 .22 .18 .36 .38 .49 .44

ANS ALS Op-0 Op-E Sw Ma Eng

ANS 1.00

ALS .49 1.00

Op-0 .16 .18 1.00

Op-E .14 .19 .70 1.00

Sw .21 .32 .68 .65 1.00

Ma .18 .23 .50 .50 .66 1.00

Eng .20 .29 .56 .56 .78 .61 1.00



Table 26. Means and standard deviations on the tests in the reference

battery for the groups with complete data (n=981) and incom-

plete data (n=243).

Complete data

x s.d.

Incomplete data

x s.d.

MF-0 9.51 3.10 8.93 3.46

MF-E 9.19 3.25 8.90 3.52

CR-1 52.84 21.72 50.77 23.23

CR-2 44.53 18.25 41.68 19.89

GEFT 3.93 2.46 3.69 2.57

HP 71.08 23.73 67.75 24.91

CO 22.67 8.12 21.44 8.42

DW 11.89 3.36 11.03 3.56

DP 12.79 3.28 12.23 3.09

Ra-0 12.79 2.85 12.24 3.15

Ra-E 11.65 3.27 10.81 3.48

NS 8.04 3.78 6.93 3.52

LG 11.18 3.56 10.10 3.69

ANS 4.49 2.68' 4.11 2.64

ALS 4.57 2.20 4.33 2.04

Op-0 11.36 3.20 10.71 3.21

Op-E 10.72 2.98 10.01 3.13

Sw-Ach 69.28 17.02 60.38 20.39 (n=118)

Ma-Ach 51.94 14.41 44.43 15.97 (n=49)

Eng-Ach 101.05 24.29 94.99 30.08 (n=77)



APPENDIX 4: List of abbreviations

Abbreviations of factors

Abbr Factor

Abbreviations of tests

Abbr Test

Cf

CFC

CFR

CMC

CMR

Cs

F

Fa

Fi

Fw

G

Gc

Gf

Gv

Gr

Gs

I

k:m

Ma

Mk

Ms

N

P

R

Flexibility of Closure

Cognition of Figural Classes

Cognition of Figural Relations

Cognition of Semantic Classes

Cognition of Semantic Relations

Speed of Closure

General Fluency

Associational Fluency

Ideational Fluency

Words Fluency

General Intelligence

Crystallized Intelligence

Fluid Intelligence

General Visualization

General Fluency

General Speediness

Induction

Spatial-practical-mechanical

Associative Memory

Mechanical Knowledge

Memory Span

Numerical facility

Perceptual Speed

General Reasoning

Rs Syllogistic Reasoning

S Spatial Orientation

v:ed verbal-educational

Vz Visualization

ALS

ANS

CO

CR

DP

DW

GEFT

HP

LG

MY

NS

Op

RA

Auditory Letter Span

Auditory Number Span

Copying

Card Rotation

Disguised Pictures

Disguised Words

Group Embedded Figures Test

Hidden Patterns

Letter Grouping

Metal Folding

Number Series

Opposites

Raven Progressive Matrices
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