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The purpose of this research was to determine «the number- of distinct words %

v N s B .

im printeé échool‘English. . A detailed analysis was done of a 7,260 word

sample from the Carroll, Davies and Richman, Word Freequency B3ook.

. . $

-

Projecting from the sample to the total vocabulary of school unglish,~our

L
Yorvmans shar e o o ket

. - best’ estimatF\is that it contains about 88,500 distinct words. /

L XY
.

. Furthermqre, for every word-a child learns, we estimace that there are an

v
I

o

- .average of one to three additional related words that\éhould also be

e AR £ ¥

understandable to the hild, the exact numbe depending_on—how—well th -t ]
q X N

@ L3

child is able to utilize context and morphology to induce‘ﬁeanings. Based *

;n‘ on—onr—aﬁ—1y31§j—a reconciliation of estimates of children s vocabuiary

size was undertaken. It showed tha® much of the extremg divergonce in ) R
\ ° N ¥ v ’ ’ - . ™
.. estimates is due to the definition of “word" adopted. Our find#ngs.

- - -

; ' ~indicate that even the most ruthlessly,systematic direct vocabulary ';?
E "B “ - o
instruction could neither account fqr a gignif&cant proportion of all the 4 1

- e : . ;
. words children actually learn, nor cover more than a modest progortion -of .

, ’ -

) : the words they will encounter in school reading materials. ’ ?
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TheeNumber of Words in Printed School English
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- Determining the absolute size .of individuals vpcabularies is of more * ’

.-i,: Y,

than purely theoretical interest., If a student mugt learn 8§, 000 words by

v

5
R

-’

ﬁis or her senior. year in high school, this goal might be reached via an

~ambitious program of direct instruction. If, on ‘the other hand the number

- LY

of woﬂde to ‘be learned were closer to 80,000; this gqal would be beyond the
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. reghh of even the most intipsiqe\direct:instruction that cbuld be
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o & et d o

. accomplished igy the time available. Thé absolute size_gf/yocabdiéries algo
. - .4 . D 4 " ,.‘

RN

£ has'implications fdr:thecries pf'learniﬁﬁland'&anggage_aggyisi;ign; if

‘“scme ‘seventh gradess have yocabularies of over Sd (600 words, as is .

3
iy
1
H

estimated by some researchers, a théory.,of language acquisition must
N

© . y

include mechanisms that could account fot this phenomenal accomplishment.

o ~ . . -

‘There is in, fact a substantiai lack of agreement among researchers as .
+ ...e . - . . “. ;

>

to the-absolute’size of vbcabulari'at aﬁy giVen age or level of development

. (see Anderson‘& Freebody,, 1981). For example, estimates of average tetal

ﬁocabulary size at third grade range from 2, 000 words (Dupuy, 1974) to “ 5

SR T R Ak e
<« ‘

25; 0 words (M. h. Smith, 1941). The same two researchers egtimate the

. . .- ~+vocabularies of seventh gradexs to be around 4,760 and 51,000 words,

RNty

respectively. Some of the reagons for such Jlarge digparities between

< . . . . -
M estimates aﬁe the source of werds (2.g., what dictionary or corpus to take  ° -
- ‘ L)

3,, " as representing English vocabulary, and how to chnose a representative

ba ety

jﬁ{ sample), testing methods {diSagreements about when a word caun be counted as, )
- o

ety

"known,” and, how to test such knowledge), and the definition of "word”
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adopted (disagreements aboit, for example, whether to inclﬁde proper names, .‘ )

- o
“ . .

¢ . A3 .
or under what conditions to couggggerived worQs as separate items). . ‘.

N
oo oew. Poe 3T,

" IE' 1is with the thizd of"these Issues that ve will primarily be ‘
Tt -/ R i . >' ( - .
,concerned here. Our goal is to'answer the question “How many different

v

wprds are there?” in a number.of ways, for a variety'of criterig;for
* N . y o

défining "distinct worgs." This will allow us: to reconcile estimates-of

-~

. vocabulary size based on different criteria%fbr,counting uords. our - . . ¥
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technique will be to recalibrate previous estimates using benchmarks o

derijéd from a ‘corpus that we have analyzed in depth. * . ‘ ??

—t — : SRS

A Co 4§_o£/Words Representative of Printed School English , . %
s vt . -

Dictionaties are often used as a starting point for building tests” to

. --. - - ©

estimate vezabulary size; although, as Carzoll (1964) pointed out, this is ~ ' :fj
4 ‘ ] . " - ‘ ~— "A‘::\
a questionable practice. The orgé‘isation and incluéion-or exclusion of :
¥ - {r;

items in a dictionary will reflect not only linguistic principles, but alsol//7 .o

4 . -

diverse ptactical demanas such as page format and limitations om _overall -7

N

»

size. And the estimates of vocabuléry size that a given test produces are b

B -
L e .
N

related to thes size of the dictiohary that was used in constructing the

‘ test,(Lorge'§"§Héiifwl§ggfﬁﬂartman, 1941). It should be apparent that-a T
’ dictionéiy is an unstable base from which to estimate vocabilaty éizéi ' O
i 4 ‘ 'Furthet veriation is inttoduced in the sélection of items from the
gictionsry. Researchers diffef in whethef cstegories such as ptoper names,

. . . 5 «
<
4 ..

technical terms, or scientific names of flora and fauna are included, and '’

. - SN :
in the criteriz for determining which derived words are to be counted as

separate items. ' - ’ ‘
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Constructing or evaluating a test.which attempts to measuve absolute

vocabulary size, therefore, depends on the answer to three questions. What

-

soﬁrce of words should be used what types of, words should be included or .

excluded, and under what conditions related words should be grouped
‘ . . ; . 5,
tpgether or treated as separate items. In this paper we will attempt to
give principled answers to these gquestions. ‘Ihe goal is estimatés of
vocahulary size that are interpretagle in terms of their implications for

6 e R ' .
vocabulary,instruction. . \
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“We “have chosen as our source of words Carroll Davies, and Richmau s
J ,
(l971) American Heritage Word rrequency Book (henceforth the WFB). This

s il!*ir

book is based on the_American hexitage Intermediate Corpus, which contains

/5,088,721 words of running text from over a thousand items of published

o

materials in use in schools. These were selected on the basis of a careful

“survey "to represent, as nearly as possible, ‘the range of required and

.

recommended reading\pofwhich s’.adents are exposed in school grades three
- @ |

. & - "y
\through'nine in the United.States“‘(p. xx1i). The materials sampled

-

.
.

encyclopedias, and magazines. The WFB summarizes the largest and most

-

recent cdrpus of the written language children encounter in school.

M -~

Furthermore, Carroll, Davies, and Richman have been able to use the corpus

to determine properties not just of the vocabulary contained in the‘WFB,
p ! , ALY
. e o " / / )
but of the total vocabulary of the type of materials from which the sample
° . ‘ . . ’

wad collected. This total vocabulary is a theoreticas construct, hut its

overall size (and.seieral other properties) can be predicted with a
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ishbstantial degree of confidence.

refer “to this population as

- . ﬁ — . - Words/in School English
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Thus, our analysis can be generalized

/ (

not‘just to the vocabulary in the WFB% but to the entire population of

. [ E4"
.. - £, J

. ", roo ’
which the WEB constitutes a representative sample. Because of the way that-
. . .

‘the American Heritage Intermediate Corpus was collected we can justifiably

>

printed school English” (with the restriction

'~

. to ‘grades three throughinine understood) . - Ve *

/

v

"Printed school English o in this sense, gives us the basig for an

operati naleefinition of“the ﬁotal vocabulary of Eng%ish keeping iﬁ‘ﬁind .

that w b"are restricting 0urselves to written language intended largely for
- \ - -;. -
children. A vocabulary teést based on this material could not be taken as a

/
measure of a child s oral vocabulary, but would certainly be appropriate as /

a measure of a’ child s reading vocabulary. o . )

v
- ~ .

One might be“concerned at this point that written language intended
for children is too restricted in vocabulary. ,This concern seems

»

reasonable, but ‘as it turns out it is not warrented. A4s we will see, even

an unabridged dictionary gives a more limited picture of English vocabulary
than do the projections of Carroll and his associates from their sample to

~

the total ‘vocabulary of written materials used in schools.

- . » .

On Defining the Concept "Word"

Absolute vocabulary size can only be discussed in terms o?‘some theory
s * ' ‘

A ¥

of relatedness among words. For example, the WFB is described as

)

-containing 86,741 different words, or types. However, since the corpus was /
sorted by computer, "word"'is defined as a graphically distinct sequence, 7f

characters bounded.right and left by a space.

By this definition, doctgé,

) /
PR el . Ny . N .
" TS s - o T i ahald g

HAR U < s d o KN b+ P R R It L e - [P -

e
-

~—
ot st

o

-
L5n e ARG o uF e YRt s S

[
1

S B gsNz A3 €

¥

mevie v




. - N . ) \ N
> ) 6 -
y
» “
. .
. !
o

Y

Doctor, and DOCTOR, being graphica11y distinct, are‘:;»nted as three,

different words. Obviously, a psychologically more ealistic definition of

%
A'\""“'

word" will count these three types as instances of fhe 'samg word."

’ - ?

"Dictiondries have traditionally treated regular inflectional’yarients,

e
s 1 e wries
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%or example, walk,'walﬁs, and walked, as being forms of the sape word.
’ ,

~This is pedagogically just&fiable' by the time children reach first grade,

ST X
“'f:':w:‘a_h“\-—
- >
3

bt T

' -

they have normally learned the basics of English inflection. If a child | 3

-

5-\‘ - has “Learned.the word antelope no separate instruction about the p1ura1 «
- v

SRR 3BT mes ST A £
. ~ ERNEE N

‘antelopes is _needed; children/can automatically apply the rules of regu1a7

pluralization to new Sxs{Betrko, 1958 y : ;

¢ N L F

Some dictipnaries take other types of Ltelatedness into account when ' s
'-Q.' o N . ' . , ' ‘

grouping words into entries.- Many 1list semantically transparent ‘ -
. v

F P T A g
“‘—’d__‘__/
-

gj¥:/ L "’derivatives as subentries; ‘For.example, ‘the American Heritage School .
’ l . o

A Dictionary gives mee«knes‘nd meekly "as subentries under meek without /

. further-definition‘, Along simiiar lines, Thorndike (1921ij§roupedladverbs \

ﬂndiag in -ly under their._base. forms, thus counting sadly_dnd sad as one

S

word. From a theoretical perspective, Aronoff (1976) ~argued that words

derived by tot%lly productivefword formation processes (e.g., —-ness, -1ly)
o ’ [ ! ¢

should not be given separate entries in the lexicon. a

However, there is a great variety of typsg'and degrees of relatedness -

-

i among words thatamlght be taken into consideration when estimating

¢ ’
o

vocabulary oize ranging from the transparent cases just mentioned to more

H s !
i obscure relationships such as that between quiet and acquiesce. And there \\

has been llittle agreement among vocabulary researchers as to how diffefent
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types of relatedneEELangg:%ords should be treated. The extremes run freom

counting inflectional varientg\anxeeparate words on the one hand, to a )
\ £y L)

radical grouping 'such as in Dupuy (19743, whc excluded from his count of T

-

. "Basic Words™ almost all suffixed, prefixed and compounu items, siace

’ -
. ol N [

these could in-some sense be considered to be derived from more basic

- s Y

' ——words, ind hence at least partially redundant. It should be clear that
. .. . . “ - : .
( decisions concerning how words should be cjunted will be a major factor in

\ . 1

-

detérmlntng the magnitude‘of estimates ofnJocapulary size. ‘ e

Previous analyses of relatedness among words have not providedﬁz

- -

- - *“ﬂ*adeauate‘basis‘for“meaningful measures of lbsolute vncabulary size; they "'“*““‘"“"';7

. each suffer from at least one of a number of weaknesses. Many take an , y/‘
¥ . . ' L

etYmologicaf or hietorical, rather than synchronic, approach to ¢

PRy Ty

reiationehips among words, hoeiting reietignéhipe based on information not

available to the normal language learner. Some statistieal analysis of,_ }
. C !
word formation have been limited to ‘prefixes, or to suffixes, or pethaps )

[}
both rof these, whlle neglecting compounding. Previous studies have usually

- adopted a eimgle critevion of relatedneas among wordsj without ) :

-
. '

distingui shiag typeg or degrees'of relatednes;. ‘Some studies are based on
' wordliet% such as‘Tnorndire and Lorge (1944) which are now outdatéd." -
Becker, Dixon‘and Anderson—Inmah°(1980) havey perhaps come closest to
ou;’pnrposcs in theilr amalysis of a vocabulary iist derived\by nodif]ing
and updating Thotndike and Lorge‘(1944). They have.analysedaa list of"
- ‘25,782 words into morphographs (minimal “meaningful” units of wricten

+ \

— . . .
. English), and assigned each word a root word which represents|the smallest

- ?
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word from which a‘given word can be "semantically derivgd."'Ihis root word :5

-

analysis does define patterns of interrelatedness among words to a certain

. - * & *
extent. For example, divide, divided, dividend, dividers, dividing,

v divisible,  division, divisional, and divisor are related 1n that all have

i
-

. . - ;. €
. v been assigned the same root word divide. .
A~ .\ . , . -

However . dn their analjsis, there are no distinctions madé ‘between

.

i possible cypes or degreeskof relatedness. Also, relatedness.is.uefined on

an‘etymologica;-rather than syﬁchrodié'basis. Fb§\éxample, millenium was
> . . \
assigned ‘the root word aAnual. It i! certainly possible for a historical

. ' ‘ N

s - - nguLst—to—see~thefrelJtionship~in form*between_gheee two’ words,ibut -

¢

.. N

-~

dublous that the norma% speaker of English\ ar med only with such knowledge -

“ . of morp@ology as can be gqined from words currently in the language, would Lo
= . - : . . : )
. find any but' a sémantic ré\ﬁtionship. Animism aﬂd'animosity were{assigned

. the- root word anima; in this case, the relationship in form may_be obvious,

but the semantic relationship is rather distant. In the case of;polynomial .

i.A ) and its root wqrd name, both the formal aqd gsemantic relationshi%s are
: tenuous. * '

“ -

. Analyses of affixes, for example, Thorndike (1941) or Stauffer (1942), ’

? ‘ have also ty%jcally been .done ;0n an etymological basis, %Jé., segmenting

" fragile into a root frag- and the suffix -ile, or deceive into the prefix

de-* and the root -celve. An exception to this is found in Harwood and

Wright ‘(1956) ;ho specify in their counts which suffixed forms have a free -

.
. ~ ~

bage (e.g. acceptable) and which do not (eig. amiable). However, while

{
these analyses do give an indication of the extent to yhich some suffixes guﬂNRS{

- i A}
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accognt for a portion of the overall vocbulary, they do not'provide a basisg

for esﬁimating the overall size of vocaLulary, that is, they do not tell us

\ [

what percentage of yords actually are derivable u°ing a\given Suffix.-

Rhode and dgonnell (1977) have analySed a Jet of vocabulary items

especially compiled to cover worde used Min grades. ;>B‘\ However, their
analysis, h*le i&cluﬂing m;ch useful information; focases on, types of

‘ letter~sound cornespondences,\se that{their definltions of,_prefix" and

"suffix" are not in terms of productive word-formation yrocesses in today’s

. English " Fox example,, thejr list of Suffixes includes the om of bottom and

---t-~ -the-dl-of -peril. - o

. In our aﬁalyses, we will approach the question of relatedness among
‘words notléolely in terms of simllarity of form, or in terhs of -

, co0 ! ) .
etymological relationships, but rather, in terms of.the relative ease or

~ -

difficulty with yhich a ¢hild could efther learn the. meaning of that word,
cr infer its medning in context while‘reading. also, we will define

different types and degrees of relatedness among words, sikthat we\éan ‘
t

adjust our definition. of "related" and "d;stincé“ to ma ch the knowledge
. i

of word-relatedness of children at a given age or ability level.

4

.+ The data'and statistical ahalyses in the WFB provide a reliable \

starting point for investigating the vocabular% of'prinéed school English,

However, the definition og\"word" adopted for the purpose of compiling the

WEB is, as the authors would freely admit, inappropriate for any linguistic

or pedagogical estimate of vocabulary size. Our goal, then, is to
) /

S 4w
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‘categorize the different types of words in the WFB, and how they dre .

’related to eaqh other, in.order -to arrive at a meaningful estimate of the

\
[

3 ©

number of different words in printed school English.-

A random sample of 7 260 words was drawn from the 86,741 words in the

»)

ks

e ) et

. WFB. This sample consists of 121 chunks of 60 contiguous words. The

. L4

chunks were approximately evenly distributed throughout the alphabetica&”'
list. Contiguous groups of words were taken because related words are 3

}usually (but not always) close to each other in an alphabetical listing.. R
\u . \ £

Table 1 gives an esample of a group of related words, or “woxd -

'family,“ that iswfound,In one of:the chunks in our sample. The,pattern of

. intérrelationships amoﬁgﬂthese items is, somewhat complex.. It might be

" represented graphically as in Figure 1. This figure shows that there are - N

A

\ \
7g§§§;tiplc-branching structures, and that two words\may be {elatéd;via one_or

i more intervening words. This figure does not distinguish between different N

. types or degrees of relatedness among words.- A more complete

.

. reptesentation would specify, for example, that the relationship between

N . add and ADD is one of capitalization, while the relationship between

* * ‘

addition and additional iS.suffixation:{

- N
.

z ==X

. 5; " . Insert Table 1 anl Figure 1 abo t\here.

-3

N The set of possible relationships can be represented in terms of pairs
. Te—
of words, each pair representing two words which are ad3acent and connected

~———

N

by a 1line in Figure 1. This type of representation, as depicted in Table

-

corm e e st : . o R U
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2, was used in our analyses. For each word in ouf/sample, its "immediate

ancestor" was foynd, that is, the word to which it is most closely related

s

LY .
..» . and which.is in some sense more basic thaa-the farget word. .

s
Ve

e

*

FEIY IR

~ <

o }n%ert Table 2 about here.
o

<

. )

7

!

-

.

. In the majority of cases, the identity of the immediate ancestor is

H . . -
not problematic. For an inflected form, e.g., adds, the immediate ancestor

v

[ -is the uninflected stem'gr infin;tivej add. For the past_tensé,';t would

-

DN - . - -
be the present (infinitive) form as wéll. For plurals, the immediate

éncestor is the singular. For forms with a prefix, e.g., unknown, the

.
.

inmediate ancestor is the unprefixed form, known. For forms with a suffix,

"adéitional, the. immediate anéestor‘is the form without the suffix,

addition. For compounds, e.g., addition-subtraction, there are two

immediate ancestors, one’for each part, in this case, addition and.
P gee ot

’

subtraction. ° ° ' -

~

Moré problematic cases were treated as follows: If a word has both a

S~

prefix and suffix, as does undecided, one choses as the immediate ancestor

.

the form that is seuanticalf& closest. In this case,'there is no word

—

*undecidé;(so.fﬁ;t 6n1y one analysis is possible: undecided has as its

immediate ancestor decided, which in turn has as its immediate ancestor

decide. 1In a case such as reactivation there. are two reasonable analyses.

On the other hand, both analyses arrive at activate as an ancester, and the

choice will ot make any difference in terms of the ultimate count of

~
P

prefixeﬁ_and suffixes.

-E

i
-
EN

£

RIC
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- In sgme relationships, for example, that between multiple and the verb

- ’,

.

multiply, it is difficult Eo S;Y which item is more "basic” than the other.

» .

We recognize all the dangers and comblications of’ saying that one word is

"derived from" another. For' the purposes of analysing patterns of.

interrelatedness among the words in the corpus, it 1s necessary to break

.

down the relationships into assymetrical dyads; however, we assign nd “

theoretical weight to the directionality of the relationship.

-

. .

- <

In some cases; the ‘immediate ancestor of a given.item was not found in

3

the corpus. For example, abatement and‘abates are both found, but not

*

abate. In this case, tﬁe item%abate.was,addéd to the list, and flagged as
a:”@issing ancestor.” Sometimes intermediate forms were missing. In the

. group of words in Tab}eé 1 and 2, for_exémple, if ;he-wogd'addend had not

qecurred_in the corpus; the relationship between addends and add would have
involved two steps, suffixation and pluralization. In our analyses we
. .supplied such "“missing 1links” wherever necessary, flagging them to mark

‘that they were not in the original -1ist of words from the WFB.
y ) T
\

For each pair of iqems, the relationship between them was categorized.

The basic categories used in our analyses are 11§ted and exemplified in
/

' 3
Table 3. _A more detailed description of these categories and their special

£

subcategories is found in Appéhdix A.

Insert Table 3 about here.
. i ‘ £ .

. . 2 R—
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, " Coding Semantic Relatedness

In addition to distinguiéhing among different types of formal

relationships between a word and its immediate ancestor (e.g., suffixation,

prefixation, compounding), our coding system categorizes the semantic

-

i ‘relationship between the two. For some pq{ﬁs, e.g+, tranquil/tranquility,

e ) o . ) .
* the~sémantic relationship is fairly direct. For other pairs of words, it

is more disgzkt, €.ge,y fun/funny, live/lively, o% descend/condescend.

: a

An immediate problem in tryiﬁg to characte:i%e the ‘'semantic

“~

, \
relationship between two words is' the fact that ong or both of them may

- Id
. . | ¢
. . have a number of meanings. Before one can ‘describe the semantic
L, relationship between the two,-one must first decide which two meanings are
i .- ) . a
” : to be compared.

¢ 4 - -

"We have tackled this problem in our coding system by representing the *

i semantic relationship between two words in-terms of two dimensions. The .
. 3

‘ first represents the semantic ielatioﬁship between the two most similar

meanings of the two words. The second represents the relationship bétween
\

ct the two most similar familiar meanings of the two words.

What constitutes a "familiar” meaning was necessarily.défined in a

rather impressiomistic fashion. Basically, a "familiar" meaning was
. s .. , .
defined as one which would be likely to ogcur to an fgdividual whehn seeing/

!
1
/

the word out of context. Given that ‘beople are relatively accurate at

intuitively assessing the relative frequencies of different words (cf.
Carroll, 1971, and Carroll et.’al., 1971) it was hopéd that an intuitive

judgement as to the relative frequencies of word meanings would be adequate
for the distinctions which were necessary ‘to make here.

® . »

[

1
- A0

- *\_A“
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The words carry’and carriage illustrate well thevdistinction we have

A

made betheen the relationship qf’the two most similar meanings and the

The two most

Al

similar meanings of these words might be the following:
.carry: _ to hold or move (the body or part of the body)”in a certain

2
‘ i

3
.

way - .

carriage: the manner in which the body is held; peoture

These.definitions.are from the American Heritage School Dictionary,'which

is based on fhe American Heritage Intermediate Corpus, the corpus also

%

forming the hasis for the-Word Frequency Book

- The post familiar meanihgs of these two words .on the other hand, are
N . . )

probably the following. . .
carry: to bear‘in one’e:haqgf or arms, on one”s shonlders ur bacQ)
ete., while.moving; to transport or convey
carriage: a four-wheeled passenger vehicle, usually drawn by hOrses

[ ) g . ,

These two meanings are also related, but not as directly as the first two

cifed. Our semantic code for the relationship'between carriage and carry

(or between any word and its immediate ancestor) would consist of two
digits, the first representing the degree of semantic relatedness between
the two most similar meanings, the second representing the degree of

relatedness between the two most similar familiar meanings>/'

Another two-digit: code was used to encode the relative familiarity of

the meanings’ represented by the two digits in the semantic code.

-

a3 o

avt e,
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4 - .

There are two further qualifications about the use of the two-digit
e . .t
semantic code. If the two most similar meanings of two words were also

familiar meanings, then. the second digit was either used.to encode the

[y

¢ 1

. relationship\hstmeen other familiar meanings of the tyo words, or else was

set equal to the first‘digit.
/

" For example, the word miserable has as its immediate ancestor misery.

-

s

" It also has two-mi:nings, as in "he made hex life miserable” and "miserable ¢

weather." Both of these meanings would be considered familiar meanings, the
. N ‘ )
first being.perhap§ slﬁghtly more frequent or salient, and definitely being

somewhat more closely related to the meaning of misery. The (first digit of
the semantic code was used to encode the meaning of miserable in "he made
. j I
s«..?'

BRI her life miserable. “The second digit was used for the’ meaning of m;serable

in miserable weather. ’ . . : -

-

N The’analyses reported Mere, unless specified otherwise, will be based

.

on only the second of the tWo digits in the semantic code. We feel that

the child’s experience fn’ learning the meaning of carriage, or figuring%gut
f"ﬂ -
> ; its meaning in context, would be most accurately ‘represented by dealing

with,the most familiar meanings of the word. It would underestimate the

amount of semantic opacity involved in word-formation processes to always
’ -—

measure only the semantic distance between.the two most similar meanings of

\<\ctwo related words. ' -
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Degrees of Seman;ic Relatedne¥ ° <;

The American Heritage SéSXOI Dictionary was used as the primary
®

reference for determining the meanings of words,

since this dictionary is

.

& -

based on the cqggiiahe have analysed, and thus reflects meanings that \

3 .
v

Other dictjonaries were also uged,
f

*actually occurred in the eqrpus.

N

primarily to determine the nature and existance of less familiar meanings.

The code for semantic relatedness was defined in terms of the -
- i

following question: Assumfng that the child knew ‘the meaning of the

"immediate ancestor, but not: the meaning of the target word, to what, extent
would the child be able to determine the meaning of the target word when
/. .

.

encounteriné it in context while reading? The following levels of coding
" N / Py .

~

were used: . T ..
. . 7 -

SEH 0. This indicates thét the semantic relationship between‘\atget

word and immediate ancestor is semantically. transparent. There are no
semantic features in tne target word that are not found in the immediate
ancestor, with the’ possible erception‘of any semantic features that nould
to totally predictable from a change in.part of speechi For eéample, if a
child.knows the word red and has anp grasp of the suffi
shonld be able toé compute the meaning of the word r;;nes

-ness, that child

even without any '

This is the level of semantic transparency
, -

associated with almost 2ll regular inflections._ It is alsd found in many

compounds, if one knows the meaning of p1ankton and burgers, the meaging of

2 k3

the ratES; novel ‘word planktonburgers is easy to oompute, without any help

Many affixes are similarly transparent; knowledge of the

from the contegt.

£

>y
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" word nisinterpret should almost*guarentee that a person.would understand

- the word misinterpretation.’

Sﬁu*l}‘ This code means that the meaning of the target item eeuld be

<

inferred from the meaning of %fg immediate ancestor with some, but minimal,

o~

help frem context; almost any context should do. Any semantic components

.in tne target word beyend those in the immediate ancestor, or different *
\frym them, Qeﬁld.bg trivial and predictable even without help from context.
For example, the woﬁd entertainer nay have. some connotations of

professional or ofﬁicial status beyond the simple meaning "one who .

<

enteréains," but these are uénally assoclated with the suffix —-er, and

.therefore could be :dinferred by a reader even without .much contextual

* .0 c ‘
informiation. " L .
. \ : o

-

ASEM 2. This code means that the meaning of the target item could be

inferred from the meaning of its immediate adcestor with reasonable help.

-—

from the context; "one exposure learning" would b;\€0981§18-' Ihe<;arget ..

av
[

<

werd may Tontain fontrivial semantic features different~£r6m or in addition

to the semantic features in ‘the immediate ancestor, but these would require
% . ; ,
only a general sort of contextual information to be inferred. For example,

the wor@%gun er means not just anyone whocuses a gun, but,nofmally is used

for military personnel with -the specific assignment of using or operatyng

/
guns. Presumgkly the semantic components specifVino "military personnel”

'
~7

would be inferrable from the general context in which the word was used;

the ¢context would most likely, for example, rule out an interpretation of

°

gunner as meaning "gunfighter.”

s ) ‘

v, n

I
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SEM 3. This code mearis that the meaning/of the target item included

semantic features that were not inferrable f&om the meaning of the

v I/

immediate ancestor without substantial heip from the contett. ' For example,

t -

the meanings of the words copper and head/definitely contribute te the

meaning of the word cdpperhead. One c;ﬁid infer that it might mean
somethiné like "sgmething with a head /made out of copper, or rese?bling

copper, or»of the color of copper." g;en with a context like "While walking .
through the woods I almost stepped on a copperhead " however, one could not
be sure whether the object in question was a snake an insect or spider or
é%il \\' perhaps some rare antique copper coin. Even a phrase such as "bitten by a

c0pperhead" wouldn .t 1?stinguish between suakes and spiders. : >

SEM 4. This Eode mean$ 'that the meaning of the target word is related

2 /

to’ the meaning of its immediate ancestor but only distantly. The
L2

J

‘relationship would probébly not be apparent without being pqinte& out, and

- -

§4 , one-would definitely not be likely to.guess the exact meaning of'the taiget
: T B ® / . ) ) .

} word 1f one knew only the meaning of the immediate ancestor.. Examples of
N - ' / '> I

pairs of words with this degree of semantic relatedness are: vicious/vice,

i farewell/well motley/mottle, inertia/inert or saucer/sauce.

SEM 5. [This code 1is used for a lack of any, discérnable semantic

connection—--cases in which the meaning of the immediate ancestor would be

* 4

g Lo of no use in learning or remembering -the meaning of the target word.

N .
- /

Examples of such relationships are clerical/cleric, groovy/groove,

dashboard/dash. (Remember that we are considering only relatively familiar

% meanings of each of these words.) -
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immediate ancestors illustrating each level of seman:ic relatedness. ;

3
i
¥
5
v
i
2

-target word might hdve a range ofimeanings beyond those found in the , o

' words can be very complex, the analyses reported here were limited to the

W@nrds in Scicol English R
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. Appendix B contains some additional examples of worde and their.‘

- :
. fn the original coding-system, a further distinccion was.iiade for

. @

levels SEM 1, SEM Z,Iand SEM 3 between changes in méaning that were

. s % X .
metaphorical versus nonmetaphorical changes or extensir.s in meaning. This

™
distinction was collapsed in the analyses reported here.

Another part of the coding system was used to capture what .might be
called "semantic specialization"~- that. is, cases ia which the immediate BN

ancestor might have a range of.meanings,!and the target word only would ) N

relate to one, or a subset of these. (There are also cases in which the T

>
L)

S

immediate ancestor.) Because the semanti¢ relationship between any two
c%nsideration of the relationship between the two most similar familiar

meanings as already mentioned. ) .

-

Roughly speaking, SEM 0, SEM 1 and SEM 2 cag b: thought of as

semantically tTansparent relationships* SEM 3 relationships involve

significant unpredictable semantic information; SEM 4 is semantically /

obscuxe, and SEM 5 semantically opaque. ' ’ /

T erAAe g pwE S e

Types of Words ‘ N

Estimates of the total number of words in English differ not only in

how words are counted--e.g., whether derived forms are counted as separate

from their bases or not—-but also in terms of whether certain classes of
v o : . .

words are counted at all. The WFB contains various special categories of l

|

|
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i ; words that are often excluded from counts of words: proper' names, numbefs, .

fotmulae, compounds containing\numbers,'abbreviations, and nonwords

(strings of characters that clearly do not represenE vocabulary items).
3, N

Each item in our sample was marked as' to whether it belonged in any of

these categories. Details of the criteria used in coding/&re given in !

c av »

éppendix c.
. 3

Unlike some vocabular;\researchers, we -did not mark words as rare,
. o

archaic, obsolete, technical or scientific names of flora or fauna#Q If a

word actually occurred in the WFB, children do encounter it in their school
i

3 =
’r;adin” we consider this a justifiable operational criterion for defining ‘ - %
the boundaries of orinted school English. Racher than trying to come up
with ciiteria for,spéciarized or technical vocabnlary, we feel that such - )

~ 'distinctions, if they become necessary, could be besz‘defined:operetionally K ' ﬁ*"l .

“~in -terms -of -the actual distrigggion of words in the corpus.

[XY

Results

L The Yesult of our coding process was a list of é 669 items, 7,260.

i ————

being from the o*iginal sample, and- ‘the rest .added to _account for missing i //

@ncestors, disambiguations, and secodd or otherymembers of compounds.1 T

B e D )

Each item on the ligt has an immediate ancestor, if one exists, and a code '

representing what type of word it is and the morphological and semantic i

-

S T (Y s A gt

characteristics of its relationship to its immediate ancestor.
From this list, we can count the number of items falling into each. of

the word-type and relationship categories in our coding system. Table 4 .

——T = g =T T FINmIE L% o ey
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¢
Insert Table 4 about here.

- AR <o
. - .

. / .. ~ . >
~ N
)
. |

éivea 3 summary of the results. For each-catagory) this table gfves five

v

different figures. Samgle N is the number; of items in our sample falling

N

ginto this category, Samgle ; 1s the percent of our sample which this

categoty constitutes, i.e. 100 X Sample\N/7 260. The Corpus N is the
“estimated number of items in this category that would‘be found in ‘the whole
' iﬂg&. The Population N is the number.of words in the total vocabulary of
"printed school English (grades 3 through 9) that would fall into this

category. Population 2 is the'percentage of words in this category in the .
. populatioa; i,e. 100" x*‘Population N/6Q3,6063

Since our sample isg essentially a random gample of.the WFB,-we can

assume _that the percentage of items in a category in our sample will be
'.approximately the percentage of items in that category for the entire WFB.
.However, there ie an iﬁportant sense in which the /WFB (and.hence our sample

of it) is not representative of the population 7ﬁ words from which it is

Ri

drawn. As tﬁe analyses by Carroll, Davies, aﬁo Richman (1971) indicate

-~ - ——(sgee Table B8 omp: %xxvi) a1l of the roughly 14,000 words in printed .

)

gchool English with frequencies greater thap 2.5 per miliion would be

N

. / .
expected to occur at least several times #n the WFB. On the other hand, of
| . —_

the more than 200,000 words with a freqiency of less than two per biilion, -
7 ‘ .

bl

less than 100 would be expected to show up in a corpus this size. Thus, in -
. /

»

extrapolating from any corpus to thé total vocabulary, a vewy high

[T
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. frequency word represents only itself, so to speak, whereas-a low frequency

word must be taken asirepresentative of a laage number of low frequency

\\\ ‘

Our estimates of theé composition of the population have taken this

. ‘ N
words which did not aLtually appear 1in the corpus.

into account by assigning a weight to each word, which is ‘an inverse

'

fu?ction of 1its frequencyg2 Thisvis why the Populacion % is often \\\ -

; o ; . . .
substantially diffeggﬁt from the Sample- Z. For example, 11.65Z of the '\. .

¢ i - e

Awords in our sample are morphologically bdsic. However, it turns out "that

morphologica%ly basic‘words are not evenly distributed by frequency. Among .

the most frequent ‘words in our sample (those that would occur on the

average twice or moreé in a millioJ.running words of text) ainost.ZSZ were -

-
~

morphologically basic. However, among the less frequent‘yords this

percentage decreased;*averaging around 6% in the lower frequency ranges.
/

The percentage of morphologically baaic words in the population (7.46%)"
reflects the fact that the population of words in printed school English

has a @igher proportion of low frequency vord® than does the WFB or our

- ~

\\ Table 4 1is organ&;ed as follows: First of all, the different coding
\ ;

\

caﬁegories are arranged approximateiy accoroing to how they relate to

possible definitions of "word.” The first group of coding categories are

those which would be counted as constituting “separate words” ia man}

definitions_oi "word,” and which would apgﬁar‘as separate 2ntries in most-
\

dictionaries. The second group of coding categories are those that might

not be considered separate words for some purposes, but would often have
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separate entries in dictionaries. For example, mice might not always be

considered to be a separate word from mouse, for the purpose of counting

words, but it would occur as a separate entry in most‘dictionariesh

,

The third gioup of categories contains thése(such as regular

.inflections that would not normally occur as« separate items in )

dictionaries. . . ' -

-
’

The fourth group contains categoriés of proper naﬁes, which are

<

excluded from some, hut not all, dictioniries and estimates of vocabulany

size. Proper names wére further subdivided as follows: Ba ic proper names.

-

1

are those proper names whica werg also categorized as morpholégically
. . \

basic. Derived proper names are words derived from proper nameéxby some

4

Qotd-formatioﬂ\prdéess, il.ed, by suffixation,'prefixation; compounding, or
fome morphologicaliy idiosyncratic relationship. Inflecticnal and other

varients of proper names include plurals and other varients,ofhbroper names
that would not be given separate entries in a dictionary. Capitalizatioas

homographic with proper names are those forms, such as Cliff, which might

1

be either a proper name or the capitalization of a, non-propés name. Since

*

the‘nonc;pifalized form cliff has already been counted elsewhere, we have

counted these a2 constituting proper names. In answer to the question "How

Ay
many distinct proper mames are there?” one would probably want to include

all of these categories except for "inflectional and other varients of N
proper nanmes.”

The remaining categories in Table 4 afe those which would not normally

be counted as separaté words oi be listed as words in a dictionary.

.

B x Y e NP TR P L S TSP | .
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Note that the categories of special types of words--proper naumes,
formulae and numbers, compounds containing numbers, nonwords and foreign

) woidsg—are‘hgt included in the relationship categories in the first three

s S

-

only morphologically basic hords which are not proper names, foreign words,

~ S

numbers, etc.

- >

Even without further amalysis, certain things are already clear about
the estimated'vocabulary of printed school English. Most importantly, it
_fs véry largé. By many definitions of “w;rg,"'the population includes over
ib0,000 WQEéSz and another 100,600 proper names.. A large number of
vords--over 170,000—~are_de;i€ed by suffixation, prefixation, and

compounding, but there are still quite a few (45,000) which are basic, that

is, which: cannot be derived from any other word.

£
4

The WFB alone conptains a vocabulary larger thaq some estimates of the
vocabulary size of aveiage high schocl ée;iors--who should presumably be

able to read any of the reading matgrial for grades 3 through 9 without too
much difﬁicylty., r
In T;ble 5, egtihates of the number of derived words in the population

are broken down according to relationship type--suffixation, prefixation,

éompounding, andégggosyncratic relationships~-and by degree of semantic

\
s et e

Insert Table 5 about here.

¢ Ad
(
' £y 1oy

s x .
T e N B T ey

‘gyogps. Thus, the category "morphologically basic words" actually includes
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.

relatedness. For some purposes we can divide the degrees of semantic

" relatedness into two classes: SEM O, SEM 1 and SEM 2 constitue those cases

in 'which the relationship is essentially transparent. A éhilh could; given”’

the meaning of the base, figure out the mean%pg of the deszived form,

g .

perhaps with some help from context. SEM 3, SEM 4 and SEM 5, on the other

hand, inciude derived forms whose meanings‘ére not completely predictable

from the meanings of their bases, so that they must in effect be leafned as

\, N Ad .
separate items. C . ‘
- ° -

= - N >
From Table 5 we see that there are an estimated 139,020 derived forms

in the population whose meanings are transparently relatéd to the meanings
of their bases. This suggests'sgrongly that knowledge of word-formation

. . -y .
processes opeps up vast amoupnts of vocabuldry to the reader. Conversely, a

N -

reader who c¢annot take advantage of moiphological relatedness” among words

v
M .

has ia some sense more than twice as mau§ words to deal with as the reader

whe utilizes these felationships. . ’ -

There are also 43,080 derived forms that -are relatively opaque

. “

semantically. The majority of these, 26,;99 words, are at the. level SEM 3,
which means that although the meaning of the derived form is not- completely
predict;ble from the mgaqlngs of its component pérts, the méanings 6f the
component parts do ia fact contribute something to the derived ﬁeaningt
Even -in these cases, then, knowledge of word forgatioﬁ processes will be
helpful to the reader tiying to figure out the meaning of words in context.

L3

On the othef hand, however, the semantic opacity of these words s

sufficient that many rééQers—-perhaps especially poor readers--will not be

XS}

~J
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~

? . gble to figure out their meanings, and thus will have to learn them

' .individually.

-

Table 6 gives the same type of information as Table 5, but computed on’

- .
z . *

F <
[d
t

Insert Table 6 about here.

-

- (ST‘ a glightly different basis. In Table S,fthe &egree of semantic
. relaﬁibnship was based on familiar meanings of derived words and their

: - immediate ancestors. Table 6 is based on the minimal semantic distance
. . ] . ,
- between derived words and their immediate ancestors, that is, on the

relationships between the most similar meanings for each pair of words.

L ' . 'For example, in Table 5, the relationship between carry and carriage would

be counted as relatively opaque, since only the familiar meanings are taken

into'consideration.‘;Foz the purposes of Table 6, on the other hand, the

semantic relationship between these two words would be counted as ) *

transparent, since the most similar meanings were considered. Thus, Table

v

§ minimizes the number of derived forms that would be considered opaque.

Unless otherwise specified, we will use the flgures from Table S5 in our
o -
discussions of vocabulary composition.

The Number gf Webster Main ﬁntry Equivalents

~

Exactly how many words ‘there are in printed school E%glish depends “on

the'definition of "word” that is adopted. One way to get a meaningful
measure is to tdke as a definition of "word" the criteria for status as a

main entry in Websterfg Third New International Dictionary, unabridged.3

)

N
(h.)

et [T T T O PP,
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This dictionary is of special interest bgcahée it was used by Dupuy (1974)
- A

_as a basis for choosing a set of “"basic words” to use in making estimates

of abéolute—vocabulary size. The number of "Webster main entry -
equivalents” éan be computed by -ircluding in our count of words the
following categories from our coding system (see Table 4 and Appendi.es A
and C): Morphologically basic words, 1diq4;;:;atic morphological . '
relationships, suffixation, prefixation, eompounding and cgntracFions,
truncati?ns, abbreviations, irregular infleétiods, irregulaﬁ'dbmparatives
énd superlatives, alterﬁate forms of words, semantically iréegular plurals,
"sqientific plurals;t\andé@g;ived p;op;} names. The other categories in °
Table 4 would be excluded fr;m this count.®

Calculated in this way, the numbers of "Webster main entry

equivalents" were as follows:

“Sample N 3,156 ‘
Sample % 43.47
Corpus N 37,707 M
. Population Z 39.88 T
/iopula§£on N 243,136

»

How does this compare with the numbex of words in Webster”s Third?

Dupuy {1974), on the basis of a very careful count, estimated the number of

main entxies in WeBEter’g Third‘to be 240,000. (This number excludes main

entries which were prefixes, suffixes, letters and other than first-ligted

’

homographs, i.e. 1t includes only one main entry for each ‘set of

homographic words.) However, this estimate is not directly comparable with

N

/
)
s
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" our estimates of "Webster main entry equivalents,” for the following

-~ . R
reasons: . .
. - N “

1. Our estimates of "Webster main _entry equivalents” do not take into

account the fact that irAWebster~” 8 Third, there are separate main entries

for regular inflections, comparatives, and supetlatives that would fall

’
- ~

more than five inches away from their associated main entry in the physical

page layout. According to an estigate'based on 10 randoml& selected pages,

‘about 1.4% of the ?a{p entries in Webster”s Third, or about 3,360 enftries,
\

o~ / ' -
consist of such regular inflections, comparatives, and superlativés.

/
2. In Websterfg Third, many suffixed forms, mostly in -ly and -ness,
/ ‘ . - _ =

are-Yisted as subenﬁriee under their associated main entries. According to

s n
/
our estim?tes, for every 100 entries, there 4re about 2:02 such subentries.

This wopid amount to 12,048 items in the whole dictionary.

/ »
3. Although Webster”s Third excludes most proper names, it does
/ ) -
inclide some proper names that would have been coded as basic proper names
/ i . -~ . ° \
iﬁ our sample. According to Dupdy (1974), there are 23,900 proper names in

Websterfg Thirxd. Onféhe basis of a small sampling (12 randomly selected

pages) we judge that about 31.25% of the proper names in ﬁebsterig Third

would have been coded as basic proper names in our coding system. This

;

amounts to 7,469 entries.

4. According to Dupuy”s! estimates, 29.2%, or 70,080 of the main

ehtries in Webster”s Third are compound entries; that is, they consist of

two or more words separated by spaces, such as heat exhaustion. On the

\

other hand, the corpus of printed material used for the WFB was keypunched .

N

&N

crn e v
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N ¢ ¥

in'such a way as to exclude such itéms; with only a very few exceptions,

potential compound entries were divided into their component words. " ) ;

t
If we exclude from the count of main entries in Webster”s Third all
- /
- entries for regular inflections, comparatives and superlatives, and all

basic proper names and compound entries, and 1if we add to this coun. the iy

¢ . R - R X . ~ :ia !
o number of suffixed subentries, e have a figure which is directly -

P comparable to the number -of “Webster main entry equivalénts” in our
R :

egtimates for printed school English. The number of main entries in

Webster“s Third, counted in this way, is 171,139. .Thus, somewhat
: v - s
. surprisingly, it appears that there are.more words in printed school

&

3 English than in an unabridged dictionary. ' N
; ) ‘ One.might wondexr how this could be. ®Part of the arewer lies in the

. . fact that books in these grade levels éample from a very broad range of
toéics. Part. of qhe\explanation must also lie 1P the large number of
derived words in printed schosl English. As ?gble 5 shows; there are about
o ‘ 139,000 semantically transparent derived worgs, a little more than half qf

/ " which are compounds. Many of~thege'-derived forms, especially the

compounds, are low-frequency words coined for specific purposes or

Nl g A per e ws

contexts, and are not likely to.be found in any dictionary. Examples of ’

such words would be essayist~poet, European-owned, ex-florist, and '

)

everlengthening. " The ekxistance of large numbers of such words in school

texts makes knowledge of word-formation processes an important factor in

dealing with lowlfnequency words.
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:: -Dupuy“s Estimate of the Number of Words in Enélish ' , J
Dupuy (1974) undertook not only to construct a vocabulary test, but

%" aiso‘to make it a meaningful measure of absolute vocabulazy size. Any

) medasure of adsoiute vocabulary size presupposes a definition of "word;" . é
5‘\ Dupuy chose to treat vocabulary size'in-terms of Basic Words, which ar@mv_ :
? defined iqgterms of the following criteria: '
i‘ Dupuy took as, his source of words Webster 8 Third‘Nen International
z: Dictionary, unabridged. Main entries in this dictionary are "basic words" “1;
H - v
L if they do not fall into any of the foliowing excluded categoriest

. E (1} compound and hyphenated entries,
. (2) proper names, , i < %

;‘, . ‘ (3) abbreviations, i

(4)‘;tems which are not main entries in three other dictionaries: The

Random House Dictionary of the English Language, The World Book '

Dictionary, and Funk and Wagnalls New Standard Dictionary of the

-

English Language,
(5) items listed as foreign, archaic, slang or infdrmal, or technical

in the Random House Dictionary,

(6) "derived, variant, or redundant" words.
Dupuy estimated that there were 12,300 "basic words" inm Webster”s

‘ R Third, by applying these criteria to a representative 1% sample of this

-

dictionary.. Using his 123 basic words (the 1% sample of 12,300) as a basis

for a';ocabulary test, he has estimated vocabulary sizes at different grade
\ .

.levels: 2,009 words in 3rxd grade, 4,760 words in 7th‘grade, and over 7,000

-1

words known by high school seniors.

Co
o
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Initial*Comparison of Dupuy”s Estimates with Oufs. We have already

seen, in our estimate of Webster main entry equivalents, tha; the

vocabulary of printed school English is somewhat l;rger than Webster”s
Third. (The subset of_Epe vocdﬁalary of ﬁrinted school English that
actually occurs in the WFB is of cour§e smaller, contai;ing a little less
than one quarter of the words that are'in the unabridged dictionary .} One

might expect, then, that the number of basic _words in printed school

" English would be a little larger than deuy’s estimate, while the number of

basic words in the WFB should be substantially smaller.

To compare .our estimates of vocabulary size with Dupuy’s, we have to

determine what would be the closest/eﬁuivalen; in our coding system td

-

Dupuy” s Basic Words We will explore this question in moxe detail below, as

an iniéial bas\s for comparison, we would compare Dupuy”s Basic WOrds with

- J
our category of morphologically basic words. According to our analyses,

there are‘lo,iOS morphologicaily basic words in the WFB, and 45,453 in the
population underlying that corpus.

' Nupuy (1974) claims to exclude from Basic Words those«derfved words
which are redundant because their "meanings could be undetstood with
knowledge of the meaning of the word and affix." We ~ould therefore' add to
our count of basic words those derived words with the level of semantic
transparency'SEM 3, SEM é oéQSE& 5. This would bring the number of basic
wozds\in‘the WEB up ‘to 16,655, and in the population, to 88,533t

On the basis of this initial comparison, Dupuy”s figures seem to ba

underestimates by a substantial degree. His estimate of theé number of

. Y
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basic words mightﬂ%é in the ballpark, if it wére suppoged to reflect the
‘ i ¥
number of basic words a single child of average.abiiity,might encounter in
3 - -
school reuding material in grades 3 through 9. His sample,of basic words

was intehded,-hoqever; to be representative of the entire English

vocabuiary-as represented by Webszérfg Third Hew International Dictionary,

. . ;
unabridged. This would.lead on¢ to expect that the number of basic words

would be sqmeﬁhat similar to the number we estimated for printed school

tor
H

English.

Sources of the Differences between Dupuy”s Estimate and Ou-s. Having

established that Dupuy”s estimate of the number of basic words in English
is much smaller than would be expected on the basis of our analysis of the

words in the Word Frequency Book, we would 1like ‘to ascertain as closely as

possible the {easons for the difference. There are two major possible
sources of differencé: (a) diffefences in the co?éora used.in dufining the
pop&l§tion of words, and'(b) differences in the definition of what
constitutes a basic word. It is clear already that gactor (a) 1s not the

problem, since the vocabulary of printed school English is slightly larger

than Webster”s Third. The disagreement between our estimates and Dupuy”s

must, therefore, lie mostly in the criteria, adopted for "Basic Words.”

rst of all, we want to determine what are the differences between

our coding egory "morphologically basic words” and his category of Basic

’

‘Words. - To do-thi., we will look at some of Dﬁpuy’s criteria in detail,

!

/

- and, in thig process, estimate how many words might he added to Dupuy’s

egtimate if his criteria were adjusted in the directions we will suggest.

ey
[
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Dupuy excludes.from his category of basic words certain categories of

words that would be included among our morphologically basic wbrds.

/

1
Specifically, he‘excludes items that were not main entries in mhe four

/ ,
dictionaries he used, and items that were classed as technic7}, foreign,

A
. . /
slang, or archaic in the Random House dictionary. : M

The first of these qategories seems to contain the 1ar§est number ‘of

/

words—-an estimated 97,900 main entries in Webster s Third”are excluded
. //

because they did not appear as main entries in the other ;hree D

dictionaries.. A substantiar number of these would also have been excluded

*

/ -
on the basis of other criteria as well;‘fgr example, ar@und half of th

1

items in the 1list-(e.g> abruptly, academician, acknowledgeable) would have
. " . a = T 77 .

' - 7

been excluded as semantically transparent,derivative%f

-

&

The motivation fox excluding'soch:items is cIeaé,(and seems . -
legitimate: A list of the basic Gurds in Englisn ebould include worde that
really are English words; and one qight'assume that any iten that is rgaliz
a word in English would in fact'ehow up in any eubs%antial dictionary. But’
there are e;me problems with this principle of exclusion. First, any
dictionary (besides‘the OED, anxway) necessarily exciudes larée numbers of
poesibie entries, and one cannot assume that/the editors' criteria,

whatever they may have been, were appropriate for the purpose for which the

list of basic words is being compiled.

.
’

" Second, even a consensus anong dictionarics cannot tell-us what words
L 2 .
actually do occur in the materials children readgin school._ On the other

hand, the American Heritage Intermediate Corpus was carefully selected to

At e arrne B e v

o s
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*

be representative 'of printed materials used in schools in grades three

through nine,  and gives us a solid basis fot an operational definition of

what 'is a woxrd in “printed school English.” e
. - {

Among the words excluded because they were not main entries in all

E2Y ¢

four dictionaries were an esttmated 291 that were morphologically basic (in
W -

the sehse that they could not be analysed into free'or recognizable bound

stems). (This estimate is based on an analysis .of one-third of the 979

‘items in.this category.) Another esfimated 238 items in this group were

L4

morphdlagical}y, but not semantically, analysable, for example,

- ».I LY
asthenobiosis, clasmatocyte, hangbird, moosewood. Thus,'there could be as

ﬁany as 500 items among these words that might beAcountéd.as basic words

1 ’

under somewhat more liberal criteria. If even a quarter of these were

I's

actually counted a's basicwwords, it would double the size of Dupuy’s .

original estimate. ¥
Finally, there are some words among those excluded as technical which
? %,
seem to be part of general vocabulary: coda, creosol, formaldehyde,

‘herpes, holmium, methyl, orthogonal, and placebo. These 8 words, since

they are part of a 1% sample, would add another’800 words to Dupuy’s

estimate if they were included.

- [d

Compound and Hyphenated Entries. Both the WFB and Dupuy exclude all

. compound entrjes, that is, items consisting of two or more words separated

.

. by spaces. In the case of the WFﬁ, this was due to the methods of

e e ol e o s R et ¢ b it

keypunching édopted; with only a very few exceptions, words separated By

spaces were entered as separate words. (The exceptions were a few compound

.

I N
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i names such as New York that were incorrectly punched as single items (that

“is, as NewYork) instead of as separate words.) In the case of Dupuy”s
analysis, compound entries, although included as main entries in Webster”s

- L Third were excluded from the_count of basic words. However, Dupuy also

autom&tically excluded all hyphenated entries, whatever their nature. Our

analysis, on the other hand, treats nyphenated entries as it would

;,‘ P compounds (that is, compounds not separated by spaces) or affixed forms.

¥

Any such form is individually coded in terms of its semantic transparency.

In our estimate of vocabulary size, we would want to include any complex

-

form, hyphenated or not, which would e coded as SEM 3, SEM 4, oxr SEM 5,

33' that is, which was semﬁgtically opaque to the extent that it would have to
N LN . . . . e .

; ‘be learned separaﬁely, since its meaning.could not be inferred from the _
¥ C meanings of the component parts., : o ; . @

}Q’ ' .. Therefore, in applying our coding system to  Dupuy”s corpus ofewords,

-

we want to determine how many of the hyphenated forms excluded by Dupuy ate

[ -
.

N ' semanticqlly.opaque. Of the 775 compound and hyphenated entries excluded

. M ~
from the list ofvbaslc words by Dupuy, only 77 are hyphenated. Of these,

we would consider at least 22 to be semantically opaqus;to the extent that

they would have to be learned asﬂgegerate'items. These 22 are:

all-fired cab-over . cap-and-ball
r charge—a-plate chaff-flower clip-clop !
¢ cross~staff " crxinkum-crankum ¢ cuckoo—-bread
¢ : dew-drink double-talk dove’s-foot |,
: v, down—and-oyt games-all . hokus—~pokus
i " Jack-by-the-hedge last—-ditch man—-about-town
L poker—-faced rip-rap small-beer
o -whing~ding
N d N
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To. the extent that these do in fact represent iters that would have to be

learned separately, becauhg}their meanings are not inferrable from the

" meanings of their parts, we would have to add this number of items to

Dupu}’s estimate of absolute vocabulary size to bring it in 1ine with our
criteria. Since ﬁupuy’s estimate 1s based on a one-percent sample, this
means adding 2, 200 words to his original estimate of* vocabulary, size._

Derived, Variant, or Redundant Words. We»will coutinue the cbmparisou

of vocabulary size’ estimates by, reviewing the criteria used to exlude from
the class of basic words'those considered to he "derived variant, or

redundant.: In addition to examining the criteria, we will present a -’

reanalysis of the 184 words listed by Dupuy in che “"derived, variant, or

redundant category. Dupuy uses the following criteria:

A main entry was considered a derived or variant wqrd form 1if
in any of the four dictionaries

1. The definition mentioned or referred back to another form

Y

of the same word (e.g., becE: a beckoning gesture) or was simply.,a

different tense form. (e.g., supposed: suppose). -

t
A

2. The definition‘was simply a different spelling (e.g.,
\ )
calimance: calamanco).-
== :

‘o

3. The definition was a differént word which provided.a
fuller definition (e.g., boxberry: the checkerberry).

4. The entry was a combination of two or more-words and the

0
L

definition included a reference to one or more of the words (e.g.,

- bookkeeper: one who keeps account books).
L
. 2 L
JJ
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5. The entry word was a derived fora with a base word and

~

‘affix whose meaning could be understood with knowledge of the
. v

. meaning of tﬁe‘wotd and affix (e.g., adiabatic: not diabatic).

For each of thege criteria, there are cases in whicﬁ words will be
excluded from the count {of basic words which would in fact have to be
lg?rned as separate items inntﬁe process of vocabulary acquisition.

In 'the case of criterion 1, there are cases bhe;é a different tense

form may in fact have meanings divergent encugh from its stem so thét this.

meaning would not be easily inferred. For example, striking, imﬁosing,

blooming, collected, elevated, and hearing all hive meanings ‘which are
quite distinct from the meanings of their stems.
In the case of criterion 2, it would in general seem right to count as

"the, same word"” variants that different only in details of spelling.

s

However, there are also cases of variation ip spellingﬂyfor example draught

and’ gggfg_which are substantial enough to pose real problems to a reader
who is familiar with one variant~and not the other.

Criterion 3 is probably the most questionable of :11, from the
perspective of the reader or child learning vocablary. A rea&er
encountering the word milfoil in a text,'until he or she tgtns to the
dictionary, is presumably not 2ided by the fact that this word can be
defined simply in terms of another word, 135522. In fact, 1f the reader
d;es turn to the dictionary, this type of definition 1s likely to pose an
additional obstacle, 1f, ag 1s often the case, the word in the definition

is”as obscure as is the word d(fined.

¢
°
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Criterion 4 is appropriate if it is applied to words whose meanings

& ~

-

can 4in fact be understood from the meanings of their component parts. 1In
practice, however, Dupuy has used to it exclude from his count of basic
words items whose meanirdgs are not a2l that transparent: . fiddlewood,

flaBE}agon, howbeit, leapfrog, seismoscope, silviculture, and thréadfiq.'

Criterion 5, like criterion 4, is appropriate only if the compound

. N\
item has a meaning that is truly predictable from the méanings of its'

~

component parts. Dupuy includes as derived words the following, whose :

meanings are either not fully predictable on the basis of their component

> »
parts; or which rely on relatively rare meanings of their components: .

chanceful, ciamper, coloratura, conquistador, defrock, episcopalism,

&~

extgévaganza, gynasiast, provisional, rarefy, and valedictorian.

Applying Our Codiﬂg Criteria to Dupuy”s Sérived, Variant or Redunant
Words. ﬁépuy\lists 184 words as éeri;ed,‘yggiant, or redudant. We applied . -
our .oding syste;\zéﬁghgsa’wcfHE/EG/;;; how many of these words would be
considered redundant in terms of our criteria for- grouping words. |

First of all, five of the words that Dupuy lists as belonging to this |

- category we were not able to find in Webster”s Third New International |

: Dictionary, unabridged, thé:5>urcefof all of Dupuy’s words: dashen, "

deconate, padodite, payraceous, and tragedion. We assume that these are

due to miéprints in the published version of his list; we further assumed

that dashen wqé supposed to be dasheen, and tragedion was a mispelling of

LaeSwtney

N

tragedian. Otherwise we did'no; find likely sources in the dictionary for

these apparent errors. This leaves us with 181 words to classify.

N B A e e

S
4
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Of the remaining words, three appeare& to be cases of criterion 3,
that is, words defined in terms of other words: dasheen (= taro), milfoii
(= yarrow), and diesis (= double dagger). As mentioned above, we would no#

consider these words to be redundant from the point of view of a reader

trying to understand a text, or a child learn;ng vocabulary.

: / »
K Twelve items from the 181 seem to be alternate spellings (although a
ﬁ 4wfew m%ght also be treated as meeting Criterion 3). E{sted with their .

alternate spellLﬁés, these are:

¢ bressummer " breastsummer .
- ’ cullender cclander
) draught draft
/ . ebon ebony
. . { * £floatage flotage
v { further ‘ farther
: \\ hagberry hackberry
- .~ insphefe——— ..__ ensphere
{ ) jetton ‘\\3éton
' koorajong kurfsﬁbng
mediaeval medieval -
proa prau d

Conservativelz,,drangﬁf, and perhaps alsc proa, are distinct enough in

g -
speliiﬁg from thefr alternate forms to present some difficulfy to a reader )
who kne; only one form of the word.

Tae remaining 166 words were coded in terms of the transparency of the

semantic relationshlip between the word and its component parts, according

to the same system used in our coding of the sample from the Word Frequency

Book.
Defining “semantically opaque” as SEM 3, SEM 4 or SEM 5, there are 43

items among the 184 coded which would be counted as semantically ovpague.
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In contrasting our criteria with Dupuy”s, and applying our criteria to

- -

his list of words, .we have come up with the following additions to his
'original set of basic words:

o

8 words listed in the Random House dictionary aé " technical”
which we would consider part of general vocabulary.

291 (estimated) morphologically basic words among those Dupuy

~

excluded because they did not occur as main entries in all four of the

dictionaries he used.

H

238 (eétimated)éﬁords among those excluded because they did not

occur in all four dictionaries, which were morphologically complex,
but semantically opaque.
H
22 semantically Spaque hyphenated entries.

3 items counted as “"redundant” by Dupuy (dasheen, milfoil, and

diesis) which we feel would have to be learned as separ;te items.
2 difficult spellings (draught and proa) so differeat from their
alternative forms that they would presumably require separate

-

learning.

43 words counted as redundant by Dupuy, which we consider to be

semantically opaque.

This adds up to.a total of 607 additional words beyond the 123 already

counted as basic by Dupuy. This would bring the total ngmber of basic

words in Webster”s Third up to 73,000. This figure is much closer to our

estimate of basic words in printed school English (88,533); although it is
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1s almost six timed as great as

still a little lower than our figure, it

_Dupuy”s original estimate of the number /of basic words. ///
The bulk of the difference befweé//Dupuy s origin/1 estimate and our

figures seem to be traceable to tw¢’ main factors: Ef;st Dupuy”s use of ‘

0

four dictionaries excludes a lar number of worJ;--most of them rather low

in frequency,to be shre——which(we would 1nc1qde. Second, he clearly sets a
~ i -

4,,

different cut-off point with respect to which words are to be counted as

* semantically redundant. He seems to place a much greater weight on
) . ) |

-

morpholegiceal reiatedness,,and considérs a§ redundant words which we would

>

consider to have only rather distant semantic relationships.

'Iﬁ summary, we might say that Dupuy_ has adopted a prescriptive rather

than descriptive concept of what constitutes a basid word ia English, and

that his estimates do not at all reflect the diversity of vocabulary

encountered by children in readiné school texts.

|
1
1
!
i
!
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Seashore and Eckersonfg Estimate -

Like Dupuy (1974), Seashore and Eckerson (1940) attempted to comstruct

a test which would measure not only relative vocabulary knowledge, but also

given an indication of tée absolute size of a person”s vocabulary. They

also used the method of selecting a random sample of items "in an unabridged

" dictionary.” We want to contrast our estimates of vocabulary size with
. -
thelrs first, because their study las served as a basis for much subsequent

research in vocabulary size, and second, because it has been subject to

careful scrutiny by Lorge and Chall (1963).
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Seashore and Eckerson took as their population of words the eptries in

Funk and Wagnalls” New s:;hdard Dictionary of the English Language, the two

volume edition--of 1937. This dictionary was chosen because it was large
enough to represent the full range of adulg yoéabulary without including
extremely rare Vords. Also, it contairs all words in a single alphabetical
. order, making it.easier to construct a subsample for testing.
) Th;s dictionary contains two types of entries: "basic" words, or main
eﬁtriés,,‘xinted iaﬂheavier type énd next to the left margin, and

"derivative" ﬁerﬁé, which are indented under the basic term. Seashore and

Eckerson estimated that the dictionary contains 166,247 "baé;c" words, and

an additional 204,018 "derivative" words, excluding mﬁltiple meanings and

g variants in spelling. ... - ! P

' To some extent, the distinction between basic and derived entries can :

8 v

: 4 be stated in terms of word formation brocesses. That is, derivatiwve

iR . T )
< entries are words derived from their basic entries by suffixation or ’
i/j) compounding. Seashorc and Eckerson give the example of the basic word

lbzal and its derivatives Loyal Legion, loyalism, loyalize, and loyally.

However, ‘'not all words derived by compounding or suffixation are listed as

[
derivatives; many such items are|basic words. For example, mastér,

masterful, masterhood, masterless, masterly, masterpiece, mastership,

4 ;

mastersinger, masterwork, and mastery are all basic words, that is, main

entries in Funk and Wagnalls” dictionary. Furthermore, prefixed forms,
| because they occur elsewhere in an alphabetic list, alse constitute

LY

separate main entries.

S

[N
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. The 3;iteria for placemént of an item as a main or derivative entry
3

are not explicitly given in the dictionary. The principles followed seem
to be approximately these; First, compound entries (that is, entries with

internal spaces) are treated as derived entries, except in the case of a

_few which are alsc proper names. Second, suffixed items whose meaning is

predictable from that of thelbasic word with no or li§t1e additional
definition are usually treated as derived enﬁries. This includes most
adverbs in -ly, nominalizations with —-ness, and many other“adjectival‘
forms. For the :Zﬁaining suffixed items and compounds, which could be
listed either as basic or derivative, one of the criteria for placement
seems to be some notion of~"importance.” For example, iceboat and ° *
E}es,-while icecliff, icefoot,‘icequake, and others

3
are listed as derivatives. "Importance" seems to correspénd pretty closely

icebreaker are basic ent

I3

-7 .

to frequency. -
<

.

In some cases, alphabetical’order and the arrangement of words seem to

. v

pléy a role. For example, under the basic item Eurystomata are listed the

derived words eurystomatous, eurystoman, eurystomous, eurystome,

’

eurvthermal, and eurythermic. Were E‘to°precede s in the alphabet, it

.

seems likely that eurythermal would have been the basic word, and_

S

Eurystomata one of the ‘‘erivative items. The principle followed here seems

to be that if a number of relatively rare or unimportant compounds occur in
succegsion, the first is given as a main entry, and the followi?g as

derivatives.’ This also seems to be the case, for example, when under the ,

basic word meteoromancy are listed the derivative items meteorometer,

s

meteoroscope, and meteoroscopy.




/s

/ Words in Schooi English

N Lo

e T 44

- . 1 -

A slight further compliéation is¢ that some compounds are listed as
" derived itéms, and also as main entries, with the main entry referring to
the definition given for the derived item.

In mahy_pases; derived items are redundant, or seﬁant@cally

L]
transparent. That is, 1f one knows, for example, the meaning of the basic

itep‘gxgggelicaI{ tiue meaning of the derivative evgngéligal&sm is likely to
be sglf-evident. Oﬁ the otﬁé: hand, a substantial proportiom of thé.
derivitive entries in Funk and wégnalls may not be so semantically .
trangparent. For example, knowing the meaning of stay does not guarentee
that one will be ableé to figure out the meaning of stayplow (a type of
plant, also called restharréw). ‘

It cannot be assume@ that all basic entries are‘semantically distinct,

~ either. For example, one might consider the meaning of gusty as rather

obvicus, given the meaning of the'wora gust. Similarly,. evaporate,
evaporation, and evaporator are listed as distinct basic entries, despite
their clear semantic relatedness. .. -\ .
Thus, it is not clear exaétly how Seashore and Eckerson~s esti@ates of
vo;abulary size should be interpreted. The figure of 166,247 basic words
and 204,018 derived words,btotalling 370,265 words, reflects the make~up of
an unabridged dictionary, but cannot be directly interpreted in terms of

any partiéular théotyfof words and how théy are learned.

, \ )
Lorge and Chall’g Critique of Seashore and Eckerson. Lorge and Chall

(1963) have critically ex%ﬁined the work of Seashore and Eckerson, and
. . .
noted several weaknesses. One relates to the problem of space sampling.

]
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? ' The method used to obtain a sample of werds from the dictionary--taking the ’ ;

third basic word in the first column of every left-hand page in the

4 -dictionary-—turns out to produce a sampie that is bilased in that it

i . . - : : ’

v contains disproportionately many common 6r easy words. This makes the
L vocabulary test based on this sample easier, and hence leads to an.
overestimation of the vocabulary's;ze of the pe*son é%king the test. !

Lorge afid Chall also noted some errors 07 inconsistancies in cOunting.
For example, Seashore and Eckexson claimed not to count duplicate spellings
- / :

Cin their count of basic words but Lorge and Chall found that 2% of the i

oyt s TE s

basic words in their fnitial estimte cf vocabulary size were in fact
duplicate spellings. Another inconsistancy relates to -homographs. Lorge
iﬁl' and Chall argue that since Seashore and’Eékerson take as a criterion of . :

word knowledge recognition of any common meaning of a word, they should not °

count homogkaphs as sepataie items. However, homographs (counted as
. distinct items) amOunted to 9% of the basic worFs in Seashore and
| _ Eckerson”s estimates. : ‘ -
More importantly, Lorge and Chall disagree with Seashore and Eckerson

as to what should be counted in an estimate of vocabulary size. They

suggest excluding the following categories of. itgmé, which amount to an
estimated 30Z of the entries in Funk and Wagnalls: Names of persons,

- Yo

.Biblical names, other names (mycthical, races, etc), names of flora and ¢
; fauna, geographical place names, abbreviations| suffixes, prefixes, and

H 2 «

compining forms. Taking all these adjustments into account, Seashore and

Eckerson”s estimate of 166,009 basic words is reduced by about 40%, to

99, 600.

1%
oy
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Comparison with Our Estimate. How many words are in printed school

English if one adopts the criteria fromléeashore and Eckerson (19502? To
cémpute the number of "basic words" by their definition, we can start with

our number of ”Wepster main entry equivalents,” and make.the following

\\ adjustments: First, all but the most commén compounds would be excluded,

e A N TS
. v -

5
4
™
s
H
R
s

\iince they would be derived entries in Funk and Wagnalls. Also excluded
would be all semanticall& trangparent suffixed forms. On the other hand,

-

we would have to add to our estimate basic proper rames and capitalizations

homographic with proper names, Since these would be main entries in Funk
and Wagnalls. (To come up with an estimate based on Lorge and Chall”s
{1963) revision of the criteria for "basic words,” we would exclude these

last two categoéigs.) The number. ¢corresponding to Seashore and Eckerson’s
‘ \

<

-

\ . \ .
"total words” would be the number of "Webster main entry equivaleuts,”

inéiuding all deriyed‘qnd compound forms, plus basic proper names and
: p N

. -

captializatiors homograéﬁic with proper names.

N P »

Table 7 compares(SeashS(g and Eckerson’s (1940) estimates of the

number of words in English with ‘the results of applying comparable
. Iad

S Insert Table 7 about here:

definitions of "word" to the WFB and the underlying population of words. :
This table also includes estimates of the number of main entries and "baa§c

words” in Webster”s Third by Dupuy (1974) and the results of applying

somewhat similar definitioné of "word” to the data in the WFB.
L T ; )
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It 1s interesting to note that in every case but that of Dupuy’s .

"basic words,” the authogi’ original estiqates are- pather close to the
figﬁres derived by applying coﬁparable criteria to the population of words
in printed gchool English. This is an indication that the thrié\sources of
vocabulary~-printed school English as sampled in the WFB, Webster”s Tb~ 'd .
(unabridged), and the Funk and Wagnalls dictionary used by Seashore and

Eckerson (1940)~-are all of épproximately the same size, especially when
/ " . .

ad justments are made for the fact that Webster”s Third, unlike the other

=~ two sources, includes only a restricted range of proper names, and for the

fact that the WFB, unlike the two dictionaries, does not have separate °

entries for compound items. The differesaces between the columns in Table 7
ave therefore due largely tr differences in the definitions of "word" or -
1 1
)
""basic word” that wete adopted. ﬁad the authors been able to agree on

. !
thege definitions, there would have been fairly close agreement as to the

total number of words in Eaglish.

o

How Many Words Are There In English?

In the estimates of total numbe£ of words in English we have just been ’
comparing~~based on large unabridged dictionaries and a statistical
projection to the total vocabulary of printed school English--the major
difference between the magnitudes has been due to disagreements about
criteria used for counting. To ans;ex the question "How many words are
t@ere in English?"” one has to determine what is the appropriate definition

+

of "word"” to use.
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We feel that the best way to "approach the counting of words is in ‘

terms of distinct word families, where a "word family“ is a group of

-~

o ¢ ﬁorphologically related words such that if a person knows one member of the
i family, he or she wiil probably be able to figure out Ehe‘méaning of any
other pember upon encountering it in text, with information from context

that would be available for most occurrences of that word.

" ~ ' Counting as distinct wotrd families all m:;phoiogically basic words and
e

seﬁéﬁtically opaque. (SEM 3, SEM 4 and SEM 5) derived words, we have
estimated that there are 88,533 diétinct word families in printed school
English, Ho&ever, some substantial qualifications mist be made before this
number can be correctly interpreted. - y

First of all, how words are to be counted depends on'why you are ’

AR, B S S TAN
M e

no countingAthem. Our interest in estimating the number of words in printed

+

school English 13 to determine the size and nature of the task that

e s e

children face in learning the vocabulary of school texts. Whether we

3

- should count understand and misunderstand as one word or two depends on how

E R g KTy T A e
.

children actually deal with them. If children who know the meaning of

. . understand can learn the word misunderst‘pd, or interpret it in context,'
Withylittlu or no additional effort, then we would want to count these two
wordé as being members of a single word family.

Therefore, any criterion for counting wér&éwmust be relative to some o

level of mozrphological knowledge. For this reason, a truly meaningful

estimate of the number of words in printed sch601 English will require

i' empirical studies of children”s knowledge of morpholoéy. Our‘system of

..~ ,
Sy - - T ﬂ_,“_\_,‘:,‘\.w“,_,,,w, e e .

' _ e
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coding different degrees of semantic relatedness is an attempt to

PR e oy

ERVERE

LT e g

S

Aupak sy

AT AR
. . o

e

R ] T

approximate what we believe the results of such studies would be; but it

remains speculative until these coding categories can be tied to particular

’

age and ability levels.

N

OQur estimate of 88,533 distinct word families assumes that children in
: ' %
orades 3 through 9 would not be helped auch by morphological relatedness

among words if the degree of semantic relatedness were SEM 3, SEM 4 or SEM

5. For example, knowing the meanings of hook and worm would not provide

sufficient information for the child to guess the full meaning of hookworm

unless the context were rich enough to give unmistakable clues for the .

-

remaining semantic components (e.g. parasitic, causing disease).

Therefore,. hookworm and similag derived forms were counted as constituting
separate eord families. However, if we could somehow establish Ehat 9th
giadets:wete able to make use of éEM 5 relationships i{n learning or
interpreting new word meanings, our estimate of the number of distinct word
familiee'foi ninth graders would have to be reduced to 61,934, Converseryk
1f we were to find that children at a certain grade level were less adept
then we expected at seeing and utilizing relationships among words, our
eetimate of the number of distinct word families for children at that grade
level would have to be revised upwards.

Other Categories of Nonredundant Words. Another way to talk about

-~

word families is in terms of redundant versus nonredandant words. If a
child who kdows the meaning of estimate can automatically interpret or

learn overestimate, the latter word is redundant; it does not contribute to

n
o
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the child”s Locabulary learning task, or add to the vocabulary load of a
N DA .

Y
— T T T

> text the dhif? is reading. OQur figure for the total number of distinct

\
word families‘%s supposed to reflect the number of nonredundant words in

printed school English. However, there may be.several types of words not
7 \ * 1included in this ‘tount which also should probébly‘be counted as

SR nonredundant in terms of the effort they would require to learn or

-

.\ interpret.

For examﬁle, abbreviations were not 1néluded in our count of distinct
. ! oo \
;- : ord families, because they do not const{fute distinct words in the
. \ .

R prototypical sense. One‘kigpt consider them to be redundant in that anv

. \ -
abbqgviation has the same msdhing as the word for which it stands.

\

A\
r,jthe relationship of an abbreviation to its unabbreviatéd form, and
A

hence its meaning, is not at éli obvious in.all cases; most often, an
o= !
abbreviation must be learned a§\a separate item.
\

On sipilar grounds, one might wént to include in the count of distinct

e S

; . . | \ .
word familgés other categories in our coding system such as truncations,
\

;@;ﬁ irregular 1n%@ections, 1rregular‘énmpar1t1ves and superlatives, some

?{ alternate forgg of words, and semantically irregular plurals. For,each

‘ ; category, it goﬂ;d be argued that many or most of the items we(é‘é;t
redundant--that fs, that knowledge of other, related forms would not
guarantee the reader a fair chance of understanding that item when
encountering it the first time in reading.

All the categories just mentioned would add only an estimated 4,935

A words to the pophlation, bringing our total vocabulary estimate up to

<
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93,468 distinct word famildes. However, if we want to estimate the total

number of words in printed school English in terms of nonredundant items to
* \

be learned several other categories of items might be added which would

increase this overall fiéure substantially. ) "

-

Proper Names. Both Dupuy (1974) and Lorge and Chall (1963) exclude

preper names from their éoqpt of basic words. This exclusion is presumably
]

.

based on the fact that proper namas are functionally distinct from other
vocabulary items in a number qf wéys. In some theories of meaning, for

example, 1t is a:éhéd that proper names have reference, but no' meaning,

-

unlike common nouns which can have both reference and meaning. In the
context of reading, it might be argued that a child only has to recognize a

proper name as being such, and that any information about the .-dividual

t

agssociated with that name will either,gé supplied in the story itself, or

\ -

should be considered knowledge about the world, and not vocabulary

knowledge as such.

This is a complex issue, more so éﬁan we could do justice in the scope
of this paper. One could argue, however, that there is at least a subset
o% proper names that sﬁould be counted as part of general vocabulary.
CLrtainly, the names of characters are usually assigned a referent within
the context of a story, so that the reader often needs little, if any,
prior knoﬁlpdge about that name to successfully comprehend the text. But

B

there are some proper names which are most often not explained witain

texts, and which the reader must be familiar with in order to properly

understand the text. This is certainly true of many familiar geographical

<

<
Proom
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Lack of knowledge of the reference of words such as

place names.

. o

Washington, Florida, Alaska, or Panama could contribute to comprehension

failure in exactly the same way that ignoran~e of the meaning of other
words in the text might. Thus there is at least a subset of proper names
which on practicél grounds might be considered as an integral part of a
person”s vocabuiary knowledge.

A related point is that the line between proper names and other areas
of vocabulary~-fcr example, names of flora and fauna, or technical terms--
is not clearly defined. For example, égglg is counted §y Dupuy as a basic

v

word, but Megaloceros as a proper name. There are differences between

e . <
these two words, in terms of usage and frequency, but it isn“t clear that

these differences bear directly on the classification of an item as a
‘common OY proper mnoun. -

Determining wpich or how many proper names should be inclu&ed in an
estimate of vocabulary size would require some more detailed work on the
role of proper names in reading comprehension. A rough estimate, however,

wgs made in the following fashion: Of the 929 mgfphologically basic proper
names 1in our}sample, a count was made of those which intuitively seemed ;o
be "impoztant”-~that is, knowledge of them would be likely to be assumed in
Eighty.pioper names met this

at least a large prdportion of school texts.

crirterion. A second count, of those proper names that were listed in the

-

American Heritage School Dictionary, gave the same result. It would seem

reasonable to assume iLuat those proper names which were necessary for

S

understanding school texts would be defined in this dictionary, and vice

““wersa.
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Since there are eighty proper names in our sample knowledge of the
meanings of which would probably be assumed in most school texts, there
would be about 956 such names in the WFB. Assuming that important proper
names are rélatively high frequency words, there would be perhaps 1,000.
such names iﬁ.the population, and possibly several times as many.
Especially in the higher grades, one would expect that an increasing number
of proper names would be assumed rather Ehah explained in school texts, and
thus shbgzh be counted as part of the demands on the child”s vocabulary
knowledge. '

Homographs. Most estimates of vocabulary size, and all of those we
have been discussing, lump together all homographs. But a child who knows
only the noun bear (= animal), when confronted with the verb bear (= carry)
in a text for‘the first time, is encountering a brand new word. Knowledge
of the one meaning of bear is no help in figuring out tﬁe,new meaning. In
fact it is probably a hinderance. For this reason, if an astimate of
vocabulary size attempts to reflect the number of nonredundant items a

¢

child would have to learn, it would have to count distinct meanings of )
homonyms as separate items. Even related, but somewhat different, ;eanings
of the "same word” may present difficulties to young readers.

An estimate of the extent of homcphony in prin;éd school English was
made by counting the number of distinct meanings for a random sample of 136

of the morphologically basi_. words identified in our Z,Z60-word sample of

the words in the Word Frequency Book. The primary dictionary used for

-
determining number of meanings was the American Heritage School Dictionary.




Words in School English

54

)

Since this dictionary was based on the American Heritage Intermediate
Corpus, which also formed the basis for the WFB, it should reflect the

nugbet of meanings éctually occurring for a glven item in that corpus. For

words which did not appear in this dictionary, we used Websferfg Third New

International, unabridged. This introduces a potentially confounding

factor, ‘since an unabridged dictionary would be likély to include a larger
number of meanings for aany given item. However, for each item, a code was
used to represent which dictionary was used to determine the number of
meanings, so that this could be taken into sccount in statistical analyses.
Mbrphologicélly basic words appearing in neither of these two dictionaries o
were assu;ed to have only one meaning. |

The number of distinct meanings for each word were counted at each of
.five levels of semantic distinctness,.defined in terms of the‘levels of
semantic distahce between meanings used in our coding system. One, example
should make the }elationship between ‘the two codes clear: Two meanings are

counted as distinct at level SEM 2 if the distance between them was greater

than SEM 2 in tezms of our original coding system,, Two meanings were

- Y

B o

collapsed (cocented as nondistinct) if they were related at a level SEM 2 or
lower.

The end points of our scale are defined as follows: At;isyel SEM 0, -
any variations in meaning iisted in the dictionary, however ;1nor, were
counted as distinct, along wifh any meanings for subentries such as other
parts of =peech, idioms, and phrases. At level SEM 4 two meanings were
counted as distincet only if there was fho relationship at ail between them J

that would be of any use in learning or remembering the two meanings.

i}
.
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In additiaon to these five levels, for each word we also encoded the

number of homographs, as numbered with superscriots in the American

Heritage School Dictionmary, or the number of etymologically distinct

sources in Webster”s Third. A seventh number rgpresented'the sum of alik

phrasal or idiomatic en:z}es assoclated with each word.

As an example of how this coding system worked, here is how the word

desert was analysed. The entries for desert in the American Heritage

School dictionary were as follows:

/

desert(l) n. A dry, barren region, often covered with
sand, and having littie or no vegetation
adj. Uﬁ%ghabited: a désert island
desert(2) v. 1. To forsake or‘}eave; abandon
2. To leave (the army or an army post) illegally

N ~"  and with no intention of returning

¥

desert(3) n. ' Often deserts. That which 18 deserved or meF}ted
' ¥
There is a total of five distinct meanings listed in these
definitions; thus, the number of distinct meanings ‘at level SEM O would be
five. At level SEM 1, the two mearings of the verb (desert(2)) would be
grouped together, since moet contexts should make the military implications

of the word desert fairly nbvious. At level SEM 2, these four remaining
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meanings would still be distinct, but at level SEM 3, where‘any clearly
related meanings are grouped toggther, the adjective meaning of desert(1)s
, would be grouped with the.meanings of‘desert(2). At the level SEM 4, the

— ...meaning of desert(l) (the noun) would be grouped together with these,

-

leaving only 2 distinct meéﬂigks. This word would still be counted as
: N .

three homographs, based on the numbering system of the American Heritage

§ — >

0 School Dickionary:- )

-

One might argue that the noun.meaning of desert(l) shéuld have been
gr&uped with the verb meanings at level SEM 3 instead of SEM 4, since the
g j relationship between the two is fairly clear. On the other hand, perhaps
. due to the difference in pronunéiation, we'would guesé that.most

individuals do not make a conscious connection between the two meanings.
5 ) Ultimately, such decisions wouldihave to be based on empirical
. - studies. On the other hand, while our current coding system is subjective,

Dupuy”s (1974) criteria for whether or not a word is redundant are not

_inherently any more objective than ours; Our criteria have the advantages

of making finer distiﬁctions, that 1is, recognizing degrees of semantic

transparency, ard being at least in principle defined in terms of the
difficulty a word might present to cﬁlldren encountering it for the first
» time in reading. 1In addition, the two end points of our scale of’the
number of meanings for a word (SEM O and the number of homographs) are

B

The results of thi's analysis are presented in Table 8. For each

- operationally defined.

measure of polysemy-—-the five levels of semantic distinctness, the number

(A
<R
S
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of homographs, and the number of phrasal and idiomattc entries, two

measures are given.

. Insert Table 8 about here.

" The first is the mean number of meanings; that is, the total «fumber of
distinct meanings divided by the number of morphologically basic words. We
can assume that our sample of 156 morphologicaliy basic words is

representative of the morphologically basic words in the WFB. The -

frequency distribution of morphologically basic words im the population is
différent than that in the WFB. For levels SEM‘2 and SEM 3, estimates are

‘ given for the population as well, taking into account that the population

will have a higher proportion of hordg with lower frequencies and fewer .ﬁ

meanings. {Estimates are given for levels SEM 2 and SEM 3 because these
. ; 1

levels are most likely to reflect the knowledge of relatedness among word
meanings in grades 3 through 9. In our opinien, SEM 3 should give a very
conservative estimate, qu probably an underestimate, of the number of

-

meanings that would be functionally distinct at this level.) )

The second figure is the total number of distinct meanings among the .
ﬁorphologically basic words. Estimates are given for the WFB,'and, %or
evels SEM 2 and SEM 3, for the underlying population as well. There are
a: estimated 10,108 morphologically basic words in theiﬂgg. At level SEM
2, there aré about 2.038 distinct meanings per morphologically basic word,

and hence a total of 20,600 distinct meanings of morphologically basic

~ ’ ' ij .
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words. For the population of morphologically basic words in printed school
Engligh, there would be approximately 73,417 distinct meanings. . These

figures are lower for level SEM 3, since fewer meanings are counted as

distinct at this level.

A count of all semantically distigsg_gggabuléry items will have to
include aot only all meanings of morphologically basic words, but also
meanings of semant%cally opaque derived words. (Numbgrs for these are
taken from Téble 6,.which glves a more consexvative estimate’ of the number

[y

of semantically opaque forms, assuming, so to speak, that the individuél
alrea&ylknows all the meanings of the base éorms.) This measure can be
added to the number of distinct meanings aumong the'morpﬁologically basic
words to give an estimate of the total number of distinct meanings in the
vocabulary (for any giveén criterion fpr semantlic distinctness).

Table 9 gives the total numbet of distinct meanings at -wo levels of
semantic relétedness. 'At'lgvel SEM 2, the total number of distinct

meanings in printed school English is estimated at 105,238, At level SEM

3, the total is 67,417.

3

Insert Table 9 about here.
.

Compound Entries. Dupuy (1974) and the Word Frequency Book both
/

gxcludé compound entries, that is, those which consist of two or more words
separated by’ spaces. Approaching the issue of vocabulary size from the

—

persﬁ%ﬁtive of learning new items, it would seem more appropriate to

>
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exclude thosé (and only those) compound entries whose meanings were

.

computable on the basis of the meanings of their parts, s% that a child

encountering this combination for the first time in the process of reading

o .
‘could, with a little-help from context, infer its meaning.

l

|

|

1
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A survey of the 698 compound entries excluded by Dupuy indicates that 7
a substantial number of them have meanings which are not totalily. ' .
predictable from the meanings of their parts. First of all, there are )

¢

idioms such as bum steer, favorité son, one-night stand. oz straw man."

¢

There are about 77 such items among the 698 excluded by Dupuy which have . :;'
meanings obscure enoughfthat a child would aiﬁﬁst ;ﬁdoubtedly have to learn
them as separate items. ’

There are at least 134 additional items which are semantically oﬁaque
in the following sense: It is clea;‘tpat a gnake fly is a kind of'fly, or A a
that a snap bean is a kind of bean.. gut the word snake does not zeally
tell what kind of fly a snake fly is; nor dogs the word snap give enough
information, on the basis of its literai meaning, to distinguish snap beans -
from other beans. The actual reference of such terms must be learned
individually for each such item. Altogether, then, there are 211 items
among the 698 compound terms excluded by Dupuy which are idiomatic in that
their exact meaning is not predictable from the meanings of their component

parts.

Since Dupuy”s analysis is based on a 1% sample of Webster”s Third,

this means that there are approximately 21,100 semantically opaque compound

r

items in that dictionary. Considering that the vocabulary of p%;nted
$

R
o
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school énglish has been found to be comparable to tﬁat‘iA an-unabridged
dictionary in other respects, we would expect somewhere near this number of
semantically opaque compound items to be fbuis/%n school ﬁexts~as we}li
Much of this number, howeﬁer, has al;eady been incorporated into our
measures of polysemy, since oux count of the number of distinct me;qgags
included all phrasal and idiomatic eétries related to any morphologically

basic word. From the number of semantically opaque compound entries in

- Webster”s Third, however, we can be fairly sure that our estimate of the

contribution of polysemf to the size of vocabulary is a conservative one.

Totél Count of Nonredundant Items.
? »

Given an estimate of at ieast 1,000 proper names that should be

. -

counted as part of genéral vocabulary knowledge, and 4,000 abbrev&étions,
irregular inflections, and other orthpgraphically nonredundant words, added
to the figures already calculated for incorporating polysemy, we come up |
///~\E{Fh an estimate of 110,006 distinct words in qrinted school English. This
number assumes that individualé are on1§ able to utilize SEM 0, SEM 1 and
SEM 2 rélagionships in learning or interpreting new words. For someone wno
¢ 1s able to utilize SEM 3 relationships as well, the number of distinct

7

words would be 72,000.

So far, we have shown that priated school English includes a very

The Distribution.of Words by Frequency

large number of words, compatrabie to the number of words in a fairly large

.

unabridged dictionary. Now we would like to determine, as far as is

possible, how many of these words a student in grades three through nine
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might actually encounter in readini: a?d‘how many of these woFds would
actually be useful to a student. ) '
R One way to approach this question is to look at the frequencies of the

,words. Table 10 shows how the words in printed school English aré

distributed by frequency. Frequencies are given in terms of U, or

?“—-—————-__esrimgggg~f;gqgency per million words of text. A word with’U = 10.0, for

sl 7
example, would be expected to bcecur on the average about ten -times in a

million words of‘text. Details of how U is calculated are found in the WFB
(pe x1).. °® !

The -numbers of graphically distinct types with a frequency equal to or
greater than a given'value are interpolated from tables in the WFB.. These
numbers are predicted omp the basis of the lognormal model; according to
this model, if frequencies are expressed logarithmically, words will be

found to occur in a normal distribution along the frequency continuum.

Insert Table 10 about here.

’

The number of morphologically basic %ords and semantically opagie
derivatives (includeg here are SEM 3, SEM %4 and SEM 5 derived forms) gives
us an approximate idea of the number of distinct word families among the
words above any given frequency level. It should be cautioned that the

number of distinct word families at any given level is underestimated

-

L4

somewhat, since the most frequent member of a word family is sometises a

regular {nflection or transparent derived form. The word month, for

.

<
H:.‘l

4

©
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example; hag a.U of 71.635, whereas the U of the plural months is -115.15.

Thus, the word family céntaining month and months 1s not included in the

count of. 555 morphologically basic ,words and semantically opaque

derivatives that have a U of 100.0 or greater.  However, among the words in
. !

that frequency range, one does encounter a represéntative of the géggh
family, so théc more than 555 wo;d families are actually representgd.
Semantically transparent derivatives include those derived words
(suff;xed, prefixed and compound forms, and a few idiosyncratic gorms like
grophesy),.the,meanings of which are largely ;t wholy Péedicrable from the
meaﬁﬁﬁgs of their component parts (i.e., SEM O, SEM 1 and SEM 2).
Xt At least two things are clear about the distribution of wordS‘by
frequency. First of all, most w;rds are in the lower ranges the
frequency spectrum. About half the words in printed school.English, no
matter hoy one counts them, occur roughly once in a billign wordé of text
or less. Second, seméntically transparent ‘derdivatives are skeweﬁ téwards
2
the low end of the frequency distribution to a greater degree than are
morphologiclly basic words and ‘semantically opaque derivatives. The
relative proportién of these two categories changes radically from one end
of the distribution to the other; aiﬁhough there are substantially more
transparent derivati;eh than theie are morphologically basic words and
semantically opaque derivatives, among the most frequent words the

.

semantically transparent derivatives are relatively rare.

This difference in distributions has some distinct 1mpL}cations for

instruction. If a child were exposed only to vocabulary controlled

-
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carefully by frequency, there would be both relati&ely little opportunity
to learn, and little necessity to make use of, the word-formatign processes
that relate derived words to their compone?t parts. The relatively few
transparent derived words lhat d; occur in the higher frequency ranges are
likeiy to be learned, at least at first, as unanalyzed wholes (cf. Kuczaj,
1977; Silvestfi.& Silvestri, 1977). On the other hand, it is clear that as
one”s exposure to the language expands into the lower frequency ranges,
knowledge of word-formation processes becomes an increasingly necessary
Skill. \

At this point it might be appropriate to comment on the importance of
low frequency words. One might se tempted to argue, after all, thgt words
occurring one in a million words of text or less--however many such words
there may be~-are really n;t worth much consideration. If th:a séLdent
encounters such wordg on the average once a year or less (for any
individual word) there wouldn”t seem to be a need to include them in any
program of vocabu%ary instruction.

But bé%%?t jumping to any conclusions about words in the lower ranges
of the frequency continuum, it might be useful to look at what words are
acéually involved. Many of them do seem to be of little general use, but

there are some rather useful-seeming words there as well. Among the words

occurring less than once in 100 million words of text (U = 0.008) are ones

—

such as: =
- amnesty elevate gnome persecute
appall . evict horuswoggle racoon
assimilate expound ignoramus rambunctious
busybody flex jellybean rote
L »
) U\J
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cheeseburger fluent 1liturgy sharrock
contemporary fume mediace stenographer
eczema furor papaya syncopate

Among the even rarer words, occurring less thén three times in a billion
words of tekxt (U = 0.0025) are:

ammeter anneal billfold ~ cloverleaf
cyanide deform hex - orthographic
solenoid template unwieldy ventilate

* celliape  emanate extinguish flippant
nettle pidgin saturaste ¢~agull 1
spinnaker fresco inflate sacrament ' -

This is not a representative sample of low-frequeacy words, to be sure, but

these examples do demonstrate that just because a word has a relatively low

frequency in printed school English does not mean that it is of little

utility. ¢

Since a word”s frequency does correlate with tha probability that an
individual ;iil xnow that word, it is easy to mistakenly identify low
frequency with difficulty. But aiﬁoét any book by Dr. Seuss wi}l s2rve as
proof that utterly.nOQel Qords are not necessarily difficult for a child to
read. Yet many such words occur only once in a single story, and thus
would have éstronomically low frequencies in any large scale survey of word
freqency.

The frequency of a word reflects ; number of factors; one of thenm i;
often the conceptual difficulty of the word. But in general it might be
said that a word’s frequency reflects the range of contexts in which the
word might appear. A "rare" word such as sacrament is important within a

certain set of contexts, but this set of contexts is very small compared to

the universe of contexts that are covered in printed school English.
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It should also be noted that frequeﬁcy studies such as the WFB that
involve very iarge samples of written language are not represen;ative of an
individual student”s expvrure to the language. Because choice of words
will be more consistent within a given author”s works or a giveh gubject
category, any individual student will not get a random sample of vocabulary
containing a wide range of low frequency words occurring once each.

Rather, in a given student”s reading, most low frequency words will not
occur at all, and of these that do, many may oc;ur a number of times.

There is an important sense in which the frequencies listed in the WFB
underestimate'cha true frequency of>ocburrence for a given woxrd. A
séudent’s exposure to the word drive, for example, is not a function of the
frequency of that graphically disg}nct type alone, but rather, a function
of the sum of the frequencies of all members of the family. In this case,

one would certainly want to include forms such as Drive, driven, driver,

Driver, driver”s, Driver”s, drivers, drivers”, drives, and drove. The

frequency of tiils entire family is over three ﬁimes greater than the
frequency of the morphologically basic wordvgzlxg. This particular family
is mbre'extensive than many, but it is still true thaf family frequency is
always greater than or equal to the frequency of aﬁy individual member. In
this sense, s.udents may encounte; some of the law-frequency words in
printed school English more often than one would gather from the
frequencies reported in the WFB.

Finally, it should be noted that the materials on which the WFB is

based tend to have a higher proportion of high frequency words than does
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‘printed matter written for adults. This means that the frequencies

66

‘reported for rare words in the WFB will in general be lower than the

“

reported frequencies for the same words in adult materials. .
The distribution of words by frequency does show that of the many
words in the vocabulary of printed school Eng}ish, a large portion have

very low frequencies. Nevertheless, one must be carefal in interpreting
L

i

this*fact. It would be a mistake to suppose, for example, that all words

occurring once in a million words of text were so technical or specializedi

- !
- '

as to be of no pedagogical significance.

How Many Different Words Do Children Actually Encounter?

To get an accurate‘pictufe of the ;ocabular} that students actually
encounter in printed school materials will require both information on the
_amount and‘type éf reading done by children in and out of school, and a

‘ ;

reanalysis of our dq%a by grade level.' Our plans for future research
include both these steps;'at pﬁesent, however, we can get at least an
aéprpxima:e ide; of the number of words students have to déél with in
school reading. At the’ lower e;d of the spectrum, one might imagine a less

able reader at one of the lower grade levels reading as few as ten pages a

day from bdpks with large print and frequent pictures, averaging 100 words

- per page: If this rate were maintained through 100 days of the school

year, 100,000 running words of text would be covered. This figure would
seem to be a lower limit to the amount of readiné done in school betweep
‘grades three and nine. On the other hand, it does not seem unlikely that

én average reader in seventh grade might spend fifty minutes a school day .

£,

My
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in actual re{?lng, at a rate of 100 to 200 words per miaute. 1In 100 school
days, 500,000 to 1,000,000 running words bf text would be covered. This is
}ertainly not a maximqm;.given a higher reading speed, a little moras time
spent in reading, and more.consistent reading during the year, and a~ch11d
might cover 10,000,000 running words.

The forgoing estimates may be conserva;ivé. Carroll (1964) h;s '
conjectured that coilége students may be exposed to as manvy as a million
running hprds a week in their reading, lectures, and conversations. OQur
own conjecture 1; that there are avid readers from the middle grades who
approach this figure.

Frﬁm the Hggl(see Table B-9, p. zxxxvii) it appears ngt a student in
grades three through nine who reads 500,000 to 1,000,000 xunning words of
text in a year will be exposed to between 20,006 and 40,060 graphically
distinct types. From our analyses of the WFB this would.mean that
somewhere between 4,000 apd 10,000 distinct word families might be
encountered. More precise estimates will require analysis of ;ur data by
individual grade levels. 1In the meantime, we can be fairly confident that
a§ average reader in the upper half of the grade range would encounter at
least 5,000 distinct word families in a year, perhaps as many as 10,000.
Atlleast 1,000 of these wculd be families that had not been encountered in
the previous vear, and it is qqite possible that an active reader in these

grades could come across three or four thousand totally new vocabulary

items in the course of a schooel year.

~I
-
-




Words ir School English

' 68

Further analyses will allow us to Spec%fy with much more precision the
nunber of new word families that a child in any grade would be likely to
encounter. However, even the prese&t rough estimates are sufficient to
demonstrate that direct instruction could not cover more than a small

fraction of the words that a student will actually encounter in school

reading. .

Word Families in School English

How much interrelatedness is there among words in printed school

English? One way to approach this question is in terms of the size of the

average word family. If there are are 609,606 graphically distinct types
in printed school English, and only 88,533 distinét word families, one
would expect there to be 6.88 members per family. This figure is
inaccurate, however, because there are s;veral kinds of‘words (e.g.,
ﬁumbers and proper names) which were not 1nc1;ded in any family at al..
Table 1l represents the average composition of a word family in
printed.school English. Since the concept “"word family” can be defiued

only with resbect to some level of morphological ability, we have decided

to give figures based on two different definitionms.

Insert Table 11 about here.

g

Definftion A adopds a conservative estimate of the number of distinct

-

word families in printed school English. Assuming, in this case. that some

indiviucals might make effective use of even SEM 3 and SEM 4 relatedness in

o
LI ¥
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learning derived words, we count as distinct word families only
morphologically basic words and derived words with a semantic relatedness
level of SEM 5. By this definition there are about 54,000 distinct word

families. Since people frequently learn words without perceiving

reiationships that do exist betwen them (e.g., basement and base) we would
concider this to be an underestimate of the true number of distinct word
families; however, it can serve as a reasonable lower limit.

\ .
Definition B is the definition of word family we have adopted up to

now; it includes morphologicaiiy basic words(and derivatives at levels SEM

3, SEM 4 and SEM 5. By this definition there are around 88,500 distinct word

families. Tﬁis is by no means an upper limit; aéggiscussed above, the

number c:uld be ra}sed considerably if, for example, distinct meanfngs QSE? .

counted as separate word families, or if cven a small portion of proper

names were inciuded. But given that we want a figure comparible to

polysemy, this can be taken as our best estimate qf the numégr of distinct
word families, for children who can make use of English derivational
morphology when the semantic gap between derived word and base is

relatively small.

Table 11 shows that for each word known most people will readily

-

Definition A in excluding proper names and not considering problems of l
|

interpret .87 to 1.42 words that differ only in minor details of form, and .

_frock 1.16 to 1.90 words which are inflections of the base word. It can
also be seen that in the av.rage word family, for each base worl, there are

between 1.57 and 2.57 additional semantically transparent derivatives. .For

4

(A
-
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the child who is able to make use Sf SEM 3 and SEM 4 derivatives, §éébeach

" word learned there are more than three derived words with meanings

-

recognizably related to that of the base, and at least two of these

involving fairly transparent relationships. This demonstrates that the .
\

ability to utilize morphological relatedness among words puts a student at
a distinct advantage in dealing with unfamiliar words.
/ »

/
[ Summary and, Implictions

Measures of Absolute VYocabulary Size

Our basic finding has been that when a psycholinguistically and

i

pidogogically justifiable way of counting words is employed the number of
words in’ﬁ;znted school English is extremely large. Furthermore, our

findings imply that previous low estimates of individual vocabulary sizes
A\ .

are in error. Specifically, Dupuy (1974) substantially underestimated
vocabulary size because he underestimated the number of basic words in

English.

Dupuy (1974) calculated the number of basic words in English for the

-

purpose of creating a vocabulary test that would indicaﬁé an individual“s ~
total vocabulary size. This test, the Basic Word Vocabulary Teét, is

advertised as "the only test on the market that yields an estimate of a

, ¥

student”s total vocabulary size, which is important for reading and general
educational development” (Jamestown Publishers, Catalog for 1982).
As is 'stated in the examiner”s manual, the estimation of vocabulary -

size based on this test does not represent the total number of words an

~

LV
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individual knows, but rather, the total number of Basic Words, és éhey have

been defined in Dupuy (1974). Dupuy did succeed in giving an explicit,

oﬁerational definition to the cohstruct "Basic Word.” It is wvery
’ questionahlg, howevers whether this construct can be given the
interpretation that the name "Basic Word” -suggests. Our results indicate
that Dupuy”s estimate of 12,300 basic words.in English is a gross
underestimate of the number of distinect vocabulary 1teﬁs';n the language.
Our figure of 88,533 distinct word families ;s larger than-Dupuy's by a
factor of seven. If we define total numbér‘of words in ‘terms of items that
must be learned ind;vidugily--counting h0gographs and other distinct

meanings, abbreviations, etc., as separate words--the number of words in

printed school English may ‘be as high as 110,000. Thus, the true

IS A

vocabulary size of an individual coudld be more than seven times greater
than what is indicated by his or her. performance on the Basic Word

}

Vocabulary Test.

«

of cours%:>?t is not possible to get an accurate revised measure of

vocabulary siz

¢ simply by mulgiplying scores on Dupuy”s, trest by seven. The

items‘in the test, although they may be a representatiye sample of Basic
» - . -

Words as defined in'Dupuy, do not necessarily constitute a representative
¥

sample of basic words in any other sense. 1In additiGn, while our estimate
1

’ <

of the total number of distinct wordé in English is seven times greater

than Dupuy”s, a quite different relationship may hold between specific

-
.

subsets of these words. For-example, the number of items among Y

distinét word families. that a third grader would be lfkely to know Yy gt

AY

=
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be seven times as great as the number of Dupuy”s Basic words that fall into

5

&
this same %ategory. Still, it is possible ‘to conclude that the Basic

Word Vocabulary Test underestimates vocabulary size by an order of

magnitude.

Programs of Vocabulary Instructien

* Our results indicate that the number of words that students encounter

in reading is very iarge, and the fesults strongly suggest that childzen”s

. vocabularies are larger than some recent investigators have supposed. X”

Advocates qf direct vocabulary instruction have leaned heavily on the

assumption that the number of distinet words in schoolﬁEnglish is small,
that unaided year to year growth in vocabulary is médest, and thét the
total number of word meanings known by a typical chila agyany age is not
large. Notably, Becker, Dixon and Anderson-Inman (1980), accepting Dupuy”s

estiE?ce that the average high school senior knows approximately 7,800

words; have attempted to lay

-

t a progrym of systematic instruction for a
core vocabulary of 8,00d woids.
Our findings suggest that high school students may actually know far
more words, perhapé somewh ;e betweén 25,000 ajd 50,000, or even more.
Duéuy.(1974) estg%%tes thay third graders know dnly 2,000 Qﬁrds, but
estimates by others are higher. Cuff (1930) places thir
vocabularies at around 7,425 yords, and M. K. Smith (194i), using
'vocabulgry tests based on Seashore and Eckerson (}940), set the figure at,

25,000’basic words. It is quife possible, them, that the average third

grader already knows 8,000 woids.

I

\?~
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A program of systematic instriuction for a care vocabulary of 8,000
words {s ﬁot necegsarily a bad idea. As Table 10 shows, if 8,000 words
wev 2 correctly chosen, they could cover all distinct word families found
amogg words that occur at 1east once in a million words of t.xt. ;ut the
theoretical foundation of this programj—taking Dupuy”s Basic Words as a
benchmark got'ghé‘number of 1tem; to be learned—-ié questionable.

There 1s reason to worry that Becke},Dixon,.pnd Anderson—Inman did not
find the right set of 8,000 words, and, furthermore, that tﬁey made
unreasonable assumptions about semantic‘relatedness. They culled‘their set
of 8,000 words from a list of 24,000 based on the‘Thorndike and Lorge
(1944) Teacher”s Word Book 25.29)999.22£§§; with some adjustments to bring

o
the list up to date. The list of 26,000 "object words" was collapsed to

(9

8,000 "root words,” where a root word was defined as "the smallest word,
from with the other words can be semantically derived....In designating a -

root word for any given object word a search was made for the smallest word

within the object word that. contains the core meaning of the object word"

(emphasis in the original). The assignment of root words was frequently
the same as in the present analysis; for example, the root word of helpiess

c

was help. However, in our judgement, Becker and his associates'often
stretched the criterion of semantic (and morphological) relatedness beyond
reason. For example, all of the following words were assigned the root

sord judge on the basis of their semantic relatedness: Juror, juridicial, ~

jurisdiction, jurisprudence, jury, judicious, judicature, prejudice,

prejudicial, unprejudiced, judiciad, judiciary, judge, and judgement.

o o i
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The problem with this grouplng is the assumption that direct
instruction on the root words and on affixes would automatically ;esult in
a child knowing. the meanings of the whole-set of words. Becker, Dixor, and
Anderson-Inman (1980, p.7) admit that ”provid}ng systematic instruction for
even 8,000 root words is a moéuﬁent;l undertaking.”l We consider it even
more monumental for a student, having been taught only the meaning of
Judge, to be able to identify what words were in fact related to it, and

then to figure out their meanings. How could a child, encountering words

such ag Judaic, judicious, judo, juggernaut, juggle, jugular, Julian,

Junta, and jury for the first time in text,. know which were historically
related to judge? Furthermore, tpe most important part of the meaning of a
word such as jury is not what it has in esmmon with the root word jéggg
(this much of 1its meahing would probably be pretty obvious from phe
context), so}much as how it differs from it. Furthermore, sinci?the root
words were usually chosen to be one of-the more frequent members of a set
'of related words, it may well be that.children already know many or mosft of

s

the 8,000 root words,'and that it is the "dertved” words such as judiclal,
Jury, and judiciary, rather than root words like Judgé, for which they )
really need instruction.

Of course, many of éhe derived words were in fact transparently
related to their root words. But because no distinctions were made among
different degrees of rélatedness or different types of relatedness, Becker

and his colleagues underestimate the number of words that are functionally

distinct as far as vocabulary learning 1s concerned.

Lo X2V
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Beck, McCaslin, and McKeown (1980) ave formulated an intensive program
of vocabulary instruction which has as a or aim increasing student’s
reading comprehension. One motivatioan for their program was that several
previous experimental studies have failed to produce significant increases
in reading comprehension via vocabulary instruction (e.g., Jenkins, Pan&, &
Schreck, 1978). Beck and her associates hypothesize that vocabulary

ingtruction can facilitate reading comprehension only if the words are

"learned thoroughly--to the point where the word”s meaning can be accessed

qéickly or automatically, and where a fairly rich network of semantic
conAectiops between that word and others has been developed. Because of
this, their program involved rebeated\égposure to words. Children in their
study were exposed to each word 10-18 times in a variety of tasks. There
was also a subset of words in tﬁéir study which were repeated 26-40 times,
to see if :he additional repetition would result in even greater learning.

Results from an ;Pplication of this progéém in a fourth grade
classroom are described in detail in Beck, Perfetti and McKeown (in press).
Even with the intensive instruction and repetition, children legrned 77.6%
‘of tﬁe words that were repeated 10-18 times, and 86.5% of the words
repeated 26-40 times. So it does not appear that the program was
unﬁecessarily repetitive.

How much ground did the program cover? Just 104 words were taught
over a five month period, with one half hour';er day devoted exclusively to

this vocabulary program. At this rate, 208 words could be covered in a

B
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school year. If the program were streamlined by having all words repeated.

only 10-18 times (that is, dropping the extra repetition‘of the special
subset of wérds), one might be"ab}e to cover a little over 400 words pe;
year. Note that ﬂécker, Dixon, and‘Andezson-Inman’s }rograﬁ to cover 8,000
werds in 10 years would have to prbgress at twice this rate, either by
spending more total time on vocabulary, or-less time on each word.

Hby does this compare with the amount of Yocabulary that students
encounter in school? According to our fough'estimate;, a child might
easlly come across a thOusand'or more totally new word families each year
in his or her reading; for an active reader in the upper g;Edes, the figure
would certainly be higher. Tﬁus; the program of vocabulary instruction
suggested by Beck and her asssociates could not hope to cover half of the
new words children actually encounter in their school ieading. And the
total number of words covered by such a prograﬁ in teén years of school—--at
most around 5,000 words--would apparently constitute only a small fraction

‘of the reading vocabulary of a fairly good reader.

According to Beck; McCaslin and McKeown (1980, p. 8) it takgs "an !
extended series of fairly iantensive exposures [to a word]...before it can
be quickly_access}' and applied in appropriate contexts.” It may well be,
of course, that atu ‘aticity of access is the key factor in the
relationship of word knowledge to reading comprehension; but the puzzle
that must be solved by those who propcse to produce automaticity using word
drills is how to do it in the available time, not just for four or five

~

thousand words, but thousands or even tens of thousands of less frequent

i}

ones.

k-/,
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The schoois have never had programs of vocabulary instruction as j
extensive as that proposed by Becker or as intensive as that proposed by
Beck. The question that naturally arises is, up to now, how have readers
\ v .

acquired their vocabulary knowledge? » Our answer to this question appears
<

In the final section of this paper.

Generalization to Non-Instructed Words

A basic implication of our study is that, because of the sheer volume .
;j' of vocabulary‘t@at students will encounter in reading, any ;pproach to s
‘ vécabulary instruction must include some methods or activities that will
iAcrease children”s ability to learn words on tﬁéir own. Any attempt to do
“thi - Qould be based on one or more of three possible emphases: Motivation,
inferring word meanings from word parts (morphology), and ififerring word
, meanings from context.

There is basically no experimental literature that could confirm the
success of any of these in facilitating children”s leérning of words on
their own. We can at least speculate, though, on the implications of our
findings as to the effectiveness of such approaches. .

With respect to motivation, it is no doubt an important factor. For

° all we know, it may be as important as any other aspect of vocabulary

instruction. To quote from Petty, Herold and Sioll (1968),

!

[M]any researchers considering roabulary development pass over
¢}

. ) motivation without mention. No cl.ssroom teacher genuinely attempting

to teach vocabulary makes that mistake....[T]eachers reporting on

\.

‘ 6:’)
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favorite techniques begin with discussions of how student interest in

word study vas created (p. 19).

Beck”s program does includé a strong motivational component. For
instance, some of the learning activities-took the form of cbmpetitivg
games, ané there were incentives for children to report instances of
instructed words they found outside the classroom.‘ Attention to
motivational factors did'seem to contribute to the ovgrall success of the
instruction. Beck and her colleagues feel it may be é‘reason for the
apparent increase in the experimental children”s Performance on tesgs of 3
words not covered in the instruction. However, further research will be

-
necessary to determine whether this effect was really a generalized

increase in word learning, the result of improved vocabulary test taking

skills, or an artifact of experimentai design.6 .

Morphology and Vocabulary Instruction

Our findings suggest an important role of morphology in the learning
\ . .

of vocabulary. Semantically transparent derived words are relatively rare

among the most frequent words, but constitute an increasinly greater

proportion of the vocabulary as one goes towards the lower end of the

frequency continuum.

"For this reason, frequency cannot be the only criterion by which words
are chosen ;o be included in vocabulary instruction. 1f the students only
encountered words of fairly high frequency, there would be little

opportunity to learn the productive word-formaticn processes in English

that constitute the key to understanding the bulk of lower-frequency words.
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The introduction of new words should be determined by family

relationships as well as by frequency. For example, drama and dramatic are

fairly frequent words (with Us of 11 and 18, respectively), but the

S

derivative forms are fairly rare in printed texts, e.g., dramatist @ =

.62),'gramatize (U = .40), and dramatization (U = .50). Teaching words

together as a family has a number of advantages. First, if the most
frequent words in the family ére already known, this procedure builds a
bridge from familiar to new. In any case, once the meanings of ggégg were
instrucgted, the meanings of the derivatives could be covered with little
additional effort. What additiohal time Is devoted to the derivatives
would also function to reinforce the léa:ning of the base, word as well.

Another benefit of teaching words in families would be to call the
studenés’ attention to the wo:d-fo:ma;ion p:oéesses that relate the
different memebers of the family, So that they would be more likely to take
advantage of such relationships on ‘their own. In addition, covering a
family of words would familiarize students with the types'of changes in
meaning that often occur between related words, thus preparing them to deal
with cases in which the semantic relationships among morphologically
related words are not so transparent.

It should be remembered, however, that our definition of word family
is based on relationchips among existing words in English, not on
historical roots, and on gemantic relationships that are transparent enough
for students to perceive on their own. We remain highly skeptical of

approaches to vocabulary that proceed on an etymological or historical

o




5

)

Words in School English

80

\ b
h Y

approach to word meanings, approaches which feign tkat words such as

dialec®, collect, and tntelléct-%aye some basit meaning in _common. There

lJ .
may be some perceptual or mnemonic value to analysing words into

4(,39

historiéally—bésed components, but this remains to be estabi@shgd.
N \

Shepherd (1974) found that knowledge of Latin roots (e.g., -celve, lect) is

not'sqrongly related to the knowledge of the meanings of words containing

P

such"roots (e.g., receive, collect), whereas knowledge of stems which

themselves are English words (e.g., sane) is strongly’ related to knowlé&ée

- of &he meanings of reléted derived forms (e.g., sanity). - The type of

relatednéss amdng words analysed in the present study, élong‘with its
associated implications for instruction, is not to be confused with the

etyﬁoloéical or histurical approach adopted by some. -

iearnihé Word Meanings from Context

§h§t word meanings are learned from context is an 1ne§capable’fact.
Many, ninth graders, even mére high school seniors, and almost all educated
adults would be able to read with comprehension through any school

materials for grades three through nine with a high level of comprehension.

This presumably requires knowing a large proportion of 88,500 distinct word

families. These words could not be acquired from direct instruction or
from locking them up in a dictionary. There is only one other pocsible
source of knowledge: 1Inference based on confext. Thus, logic forces the

. , .
concluéion that successful ‘readers must learn large numbers of words from

context, {n most cases on the bacis of only a few encounters.

{
H
4 . !
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It is hard to conceive how a word such as if, for example, could be
learned in any other way than from verbal context. Pointing to something
in the world that corresponds to the concept of hypotheticality would be

-

difficult to say the least, and any child-old enough to understand a non—
'
circular definition of if is surely aiready able to use the word fluently.
, Good readers may acquire large vocabulries exactly because they are-
better at inferring word meanings from context.” One indication of E?js is
the fact that a cloze test is a satisfactory measur%ﬁff readiég %bility..
While a cloze test is taken as indicating overall reas g ability, the
skill it measures most directly is the ébility to use if:éextual
information to'supply the meanings of words missing from text~-a task
analogous to that4g§ identifying the meanings of unknown words in context.
Knowledge %f morpholoéical relatgdness among words prpably contributes
Our findings here

importantly to learning word meanings from context.7

show that a large number of infrequent words are transparent derivatives of

\\gffer words, in many cases of words the student is likely to know already.

lov D

While context often is not sufficient to determine the meaning of an
® .
unfami%ian word, it m;y provide enough informétion to permit a guess at the
appgopriate meaning of a word whoseIZemantic content iﬁ partially °
determined by its morphology. A child who knows the méaning of drama and
the fupction ofﬁéhe_svffix -ist will need only minimal help from context to
determine the meaning Of‘g£§matist. A hypothesis that should be explored

in future refearch is that joint utilization of contextual and

’ L3
morphological information is a strategy employed by children who develop

large vocabularies. ‘

-

o
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We hypothesize that the principal engine driving vocabulary g;owgh is.
Lolume of experience with language. Oral language experience is important,
of course, particularly for the young child, but we judge that beianing in
about the’ third grade th; major determinant is amount of .ree reading. It
’ is a surprising>fact that there are no satisfactory estimates of éhe nunber

‘Qﬁ words read per vear by children of different ages. Earlier we guessed

that\the least able and motivatéd children in the middle grades might read

/A

- ‘100,6 0 wordg a year while averags children at this level might read
I;OO0,0bO. The figure for the voracious middle grade reader might be
10,000,000 or even as\hﬁgh as 50,000,600. If these guesses are anywhere
near the mark, Ehere are staggering individual differences i; volume of
language experience, and, therefore, opportuaity to learp new words.
Notice alse Luat variation of this magnitude could\readily explain
diffe ‘ences between good and poor ;eaders in automaticity of word access.
The only thing problematical about the "rapid learning from context”
theory is that experimental gtudies generally have seemed to show that
children do not learn woga meanings very well from Eontexg. For instance,
Jenkins, Panj and Schreck (1978) found that exposure to words in context

produced little increase in knowledge of their meanings, and no measurable

iacrease in the comprehension of text containing those words. Two factors

. may account for this finding. First, there is reason to doubt whether the
contexts used in this experiment were really suitable for learning the

E X meanings of the new words. Second, as Jenkins, bany, 2nd Schreck suggest,
E
|
|
|
|
|
r
|

it may be that readers can encounter a substantial number of unfamiliar

¢(}~‘-
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words in a text and still comprehend it_falrly well, especially “f they
have some acquaintance with the general subject matter. Whatewor the
explanation, the failure to find :xperimental evidence for coanluxtual
learning of word meanings ought to be regarded as a conundrum fot

experimentalists rather than the basis for educational policy. /

W
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APPENDIX A

Categories of kelationships Among Words °

24

Morphologically Basic Words

3

This categoiy includes any words which cannot be described as related
to some more basic word via some productive or semi~productive word
formation process. First of all, this means any monomorphemic words, e.g.,

add, foll, or wind. It also includes words that might be considered

ﬁultimorphemic in a historical sense, but which do not seem analysable in

terms of the word-formation processes of modern English.
Operationally, this category is also the "none of the above" category,
that is, the classification of words which do not fall into the other

.

relationship categories in our coding system. However, if we have bent

3

criteria, it has normally been 'in the dire.tion of coding an item in some
other relationsnip category. For example, the category of "idiosyncratic
'

morpholeogical rethionships" was used to categorize relationships (e.g.,

between knowledge and know) which would not be considered productive word

formation processes of modern English.
This category also includes those items which are morphologically
basic as far as the American Heritage Intermediate Corpus is concerned.

For example, the word imposters occurs i{n the corpus, but not the singular

imposter. Since no other words related to this item occur in the corpus

either, it was coded in the category "morphologically basic with respect to

this cérpus." Items in qﬁls category were included with the category
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“mbrphologically basic words"” for the ﬁh&gggg,af’counting types of’

relatedness, although they are also distinguished from the truly basic

da
¢

words by a special flag.

. i Q"_
Simple Capitalization '

. This category includes all items in the‘conpds which differ from some

other existing item only with respect to capitalization. For example,

-

- ' /
Teacher differs froam teacher only in the capitalization of the initial
letter. This category 1s called simple capitalization in that it does not
include cases of capitalization homographic with a proper name, e.g., Jets

- or BEari. Su:ch items are included in the category "Capitalizations

"homographic with proper names,” discussed below.

4

"Alternate Spellings

Al

‘This category includes those items which differ from some other item
only with respect to spelling. For example, cart-horse is treated as a
spelling varient of carthorse. In many cases, th’s category was used for

nisspellings which occurred in the corpus.

Alternate Pronunciations

-

This category was used for items spelled.in nonstandard ways to

indicate pronunciation, for example, fishin”, or crrrack.

’

Alternate Form 2£ Word

< \

. This category was used for alternate forms of words such as soya and

|
l
E ) soy, hurray and hurrah, or britches and bpreeches, where the difference in
|
|

/

C
i
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spelling reflectes a difference in pronuq;iation, but. one which fnvoives
the phonemic form ¢f the word. In other words, this category covers minor

A

differences in lexical form, whereas the category "Alternate

‘Pronunclations” covers differences which might be thought of as resu.ting

-

from low-levei phonetic tules.

Al&efuate Forms with S

This category is a special case of the nrevious one. It includes
-
those minor variations in lexical form which consist of the presence or

'

absence of a final 8, as in toward and tobards'or amidship and.amidships.

9@

For lqcﬁ of a better category, the pair amid and amidst is also categorized

hera.

Regular Inflections

This category includes all items related to their immediate ancestors

a

by regular inflection--that is, items which differed from other items only
by the endings s (es), ed.-ing; “s, and 8”. Since the WFB pro&ides no

\ »
context, it was not posslble to distinguish between contractfons (John“s =

e ——
-
-

John is) and possesgsives. Therefore, in cases where a fag: ending ip could

be interpretéd as a possessive, it was included among the régular

v

‘inflecyions.'

In the coding system there was a distinction made between regular

inflectfons (i.e. plurals, possessives, past tenses or past participles,

¢
!

in words with distinct syntactic and perhaps also semantic properties, as;

and third person singulars of verbs) and ingtances where ed, or ing result
f . ‘ & ¥ -

'y

Sy
<o
.

4
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’

-1p the case of spelling, planking, crowded, and elevated. This

distinction, however, was often difficult to make. There are some cases,

such as dress/dressing, where there are sustantial semantic shifts between )

the two words; about 20 such i{tems were found among the words coded. In

o
<

other cases, the seﬁantic differences are a little less pronounced, as in

the case of gpell/spelling. The semantic aspect of the coding system will

2

have captured the important_.difterences between the%e types of
5 .

.

relationships. For the purpose of the overall counting, it was decided to

Q .
lump together all regular inflections, including items such as spelling or

gigssing. The semantic codes cau be used to distingutsh such cases when'

necessary.

’

The following categories were coded as distinct from regular

inflectiouns;:

a) Semantically irregular plurals such as top/tops, air/airs, and

premise/premises.

b) “Scientific” plurals such as genetics and genitals.

¢) Incorrect regular inflections such as knowed.

d) "Alternate forms of words with s, such as skyward/skywards.

Only 21 of the 7260 items coded fell into thede last four categories.

Irzegular Inflections

1

This category includes irregular pldrals of nouns (mouse/mice),

irregular past tenses and participles of verbs (tear/tore/torn), some Latin
. ) "
pluré}s (larva/larvae), and also suppletive forms such as I, me, mine.

Also included in this category are suppletive forms of the verb to be, for

A ]

¢~
[ Y
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’

example, is, are, .was, were, been. Included as well in this category were

relationships such as our/curs, and my/mine.

As with regglar inflecctons, there was a separate coding category for
irregular inflectt;ns that resulted in.distinct words with different
syntactic (and sometimes semantic) properties. For example, known

functions as an adjective (a known criminal), as well as a past participle

A}

(he should have known the answer). As in the case of regular inflections,

)

this distinction was sometimes difficult to make, and was not ificorporated
into the counts presented here; both types of frregular inflections were
lumped together. <Cases where there is a distinct semantic difference
between the two synntactic uses of the word can be identif}ed in'Cerms of

-

the semantic ‘coding distinctions to be discussed below.

Regular Comparatives and Superlatives

L]

This category includes forms such as fagter, slower, quickest, and

1

highest. ‘.

Irregular Comparatives and Superlatives

7
This category includes forms such as better, best, and worst.

- X »

’

Suffixation . -
Targer {tems related to their immediate ancestor by suffixation were

divided into four categories: First. what could be called "normal

suffixation.” This 1§ best defined i{n terms of the three remaining

categories which can be distnguished from it. The second categoty might be

’,

Go s
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called "suffix replacement.” This category is used for those cascs in which
the target word has a différent suffix than {ts immediate ancestor. This
will necessarf{ly be the case when the stem does not occur in English

without an affix. For example, the immediate ancestor of aggressive is

K aggression (cf. Aronoff, 1976). Similarly; the immediate ancestor of

. \
enthusiastic is enthusiasm. The same holds for pairs such as

chloride/chlorine, or stenographer/stenography. It was also decided to

treat pairs such as fragrance/fragrant and omnipotence/onnipotent in this

’

fashion.
. A third .subcategory of suffixation includes those cases where the
additioa of ; suffix is accompanied by unpredictable changes in the form of

the stem: for example implication/imply, apathetic/apathy,

negligent/neglect, or sensuous/sense. A fourth subcategory of suffixation

was used for those case ! which it seemed proper to analyse a word into a

’

stem + suffix, even whe.. the stem itself was not an English word. For
example, nomin + al, cruci + fy. Only three cases of the 7260 items coded

were put into this category.

-

Prefixation

Target items related to their immediate ancestors by prefixation were

K]

similarly divided into four categories: Examples of "prefix replacement”

——

%

-

are pairs such as decrease/increase and descend/ascend. Cases where
prefixation’involved unpredictable changes in the form of the ster iAncluded :

impoverish/poverty and mlshap/happen.

1"

w
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No cases Wete aralysed 4s’prefix % bound stem. 'This.would be done
only where there was some justification for assigning some specific \

this cannot be done’ in cases such as deceive, .

“

’

-

et

éompounds

r
-

A "“-‘

¢

-

[}

-

k4

: péfcélveﬁ_or receive (cf} Shepherd, 1974).

LR~ - . )
=~*""Compunds were codeJ into seven subcategories.
. - s, 0 . 3

Fifst,'there are regular‘coﬁﬁéunds—-those'which do not fall into aﬁy
. .- N ‘ “ e~ . - ' .

of the following ;pqgial_ggtegoriés. Second are hyphenated compounds which
. . kS

do not meet criteria for any 95};h£ following special categories. The

+ - -

difference between these first two cétegoyiés 1s‘siégly speliing. it is

]

aot clear whether, hyphens are used in compoundstwith any regularity or

as distinct, since

consistency, but it seemed best to code the two types

We have not made any

the categories, can always be colldpsedlafterwards;

+

usé,of the distinctions dmong compound types in’the analyses presented

-
- -

«

here.

2

-~

Third are hyphenated compounds with the internal struéthte of pﬁ&ases
. V' . .

L 4

0t seatences—-for examplé: doctor-to—-be, fission-fusion-fiss

ion,.

twenty—yearﬁgig, or live—-and-let-live.

.

" A fourth category og‘cdhpbpnds are contractions, such as canvt,

‘daddyfli,'nobodyfg, and would“ve.

A fifth category of compounds was used for cases where the componént.

parts of the compound were not free stems in English, but could be assigned

v

. o
a specifie semantic value; for example omnipresent, cartography, theology,

or automobile.

’
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A sixth categori of coﬁpoundé was used for those involving an

~ -

adverbial partié?e: wind-up, burnout, hookup, and tie-in. A final ' e

» v

~
-~

categoﬁy was used fow compounds. such’as cranberry#or chapberlain where one .
., . Py x | N

'elepent was cléarly a meaningful unit in English, but the.other was not a N
word in English, nor could it easily be assigned any specific semantic

- .

value. ™~ Y : . .

- Y N \ <

Truncations .

This category was used for the relﬁfionship'betwgen‘Spch pairs as “a

¥ )

. rhinocerous/rhine racoon/ coon/ and gentleman/gent. These cases were

_disfinguibhéd from abbreviations, such's's Mich for Michigan..

Idioéyncratic Morphological Relationships

P 2N 3

* Thi{ category was used’ for items which seemed to.show.h definite .

nérphological relationship with some immedié%e ancestor, yet which did mot
seen to belong in the nther categories. Often, ‘this involved s difference -«,//

in-form that could be thought of as a suffix, but was not éroductiye at all-

in English. For example, there were pairs suc as: 1arg§sse/1arge,

prophesy/prophecy, musicale/ﬁusfcal, planetarium/planet, or knodiedge/knoﬁ.
' Y ’ P )

-

" Ambiguities

The WFB was collected by computer, with "word"” being defined as a *

string of characters béunded right and .left by spaces. This definition * ' °

treats as distinct words any graphically distinct, types, no matter how .

trivial the difference. It also lumps tbgethef any graphically identical

_‘typéé, nY matter hgb’semantically diverse-—-all the different meanings of

-




%—-—"-Afvgf‘ﬂother—hand iS*ambiguuus~inﬂterms~of 1 ts-morphological relationships+ —On

- . . Words in School Bnglish

< , T 9%
. - ' : /

bat, or mean, or bear. It would not bé possible, and ‘hence it was not our

»

intention, to disambiguate the items in this corpus._ﬁ&e have dealt with

one specific type of ambiguity, however: what.cquld bé called morphological

/

!
ambiguity, or ambiguity of relationship category. That i3, we have tried'
to represent ambig Lty when it involved a word being, analysable intn two or

mcre of our categories of relatedness. A%erd such as bat, for example,

-~

i »

howeyer many meanings it may have, falls into only oné category of

relationship; it 1s a morphologggally pgsic word. The word ﬁats, B
I

similarly, may have a nuﬁber of meanings, hut its relationship type is

Ay

pos

unambiguous: it is a regular inflection of bat. The word felt, on the

~ e

-
7Le hand, it is an irregular past tense of the. verb feel (which may of

courseBhave any number qf meanings). On-the other hand, it is a
! ﬂ g

1
* -

{ ~
morphologically;basic word as well.

A woxd such as felt was coded as being related to two” (or more, when
;negessary) items, feltl and'felt2. These latter iﬁems, by definition
ur ambiguous with respect tostheir mdiphological relationships, were then

' fu>thér analysed as any other items in the list would be.

(?9 .

s
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Target Word — Immediate Ancestor Pairs - -
Illustrating SEM O
&

TARGET WORD * - IMMEDIATE ANCESTOR
qgnselessiy senseless ,
sensibly : * sensible
chlorination chlorinate
cleverly ¢ clever
cleverness clever
daintiness dainty ;
decentralization . decentralize
desecratidn \_ .desecrate
desegregation desegregate’ .
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Target Word - Immediate Ancestor Pairs

TARGET WORD

password
handspring
collarbone
alrfoil
bloodshot
sensor
skydiver -
tveeter.
visualize
washroom -
apeak
Sunday-school
hookworm . °
+ inlay
mishap
moonship
noblesse
ominous

passenger—miles

pgfteurize
percentile

planetarium

broadax
chloxide
collinear .
- conclusgive
doctorate
doctrinaire
£levator
. fishwheel

.

\

.

.

[
Illustrating SEM 3

.

pass
hand
collar -
air

blood
sense ~
sky

tweet
visual
wash
peak
Sunday
hook '
lay
happen
moon
noble .
omen
passenger
Pasteur
percent
planet
broad
chlorine
linear
conclusioca
doctor
doctrine
elevate
figh-
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- Targeﬁ Word - Immediate Ancestor Pairs
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. : Illus%rating SEY 4
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TARGET WORD-: " IMMEDIATE ANCESTOR ) i
. ' crowbait - | ‘ crow
saucepan » sauce N . .
' < fender ’ fend P .
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. high=school . - high . -
- saucey, ) ‘ . sauce .
: ' - artificial . artifice /
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.

e,
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“ < go-getter ) go -
impregnable | ] ~ .impregnate . ’ "
- impressionable ' ~impression : //
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Target Word - Imniediate Ancestor Pairs

Illustrating SEM 5

TARGET WORD

SRR

§

Burma-Shave

" peppermint
shiftless

poochie~pies

T ARNAR SRR Y A, 3, 4 TR e

Lewme

fo e o

R T T e P Sty
‘ oo T *
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Words in School English

IMMEDIATE ANCESTOR

dog
Burma
fix

pepper

‘ghift
give
ples
crow
fox
1ive
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T APPENDIX C .
Pl ) \
s - ¢ Types of Words in. the Corpus

e

One issue in detegmining~vocahplary size is deciding what types of
: ; , — ™~ \ -
words to count, i.e. whether to incluEE\proper names, abbreviations, ' B

S P RS AR e ey

“

. - numbers, and so~on.' We. used the fcllowing set of categories to classify
n’__l_,;é—thelltems in the WFB: A °" . . _ N
(1] - ‘v -\
Probet Nanes '

This category was used primarily or names of specificy 1ndivlduals ’

?11' {whether historical or ‘fictional), an for names of geographic§§}aces.

A T d . \

5 v Words directly derived £Fxom such proper names (e.g. American, Burmese, _ ! v
’ S British—controlled) were also included. Coded in this category as. well _ ,:_l__i

o . ; . .

. were days of the week months, and nameS'of companies fand organizations (as

;;‘/ﬁ . o well as abbreviations of such‘names,ge.g., AMF, é&g). Capitalization was

3: t ‘\ taken as evidence, .but was not used as a criterial ‘factor. - ’ :
%i Itens Homographic with Proper Names ‘i ;, )

gl N * In many casesy -3 capiéalized word could be‘taken either as a proper '\” -
g& ~— _a.name {ox part “of a propex name), or else a common noun capital zeo for some

other reason. c@eZe, Dodge, Dre& Cook, Dippdr, Campfize, Earl, Hood,.Jets.
4 : \ 7
4 t (Becauge of the way the WFB was collected and keypunched, many common nouns .

occur both in capitalized and uncapitalized form.) The cdtegory of items

i

homographic with proper names was grouped together with the category
0“-4') |

"Proper Names” for the purpose of the analyses repotted\here. This is

| " because they allow interpretation as proper names, and %heir uncapitalized
o . ’ |




. " Words in School‘English
: A LA ’ 104

7

. 2 :
versions have been.already included in determining tne number of non-proper

- h . - l

,names.

‘s

Numbers and ?ormulae : ) e

A

This category includes types such as AOG, MCVII, NXN, RS, 1089, and

s P i
- 4 - i -
851. . ' ‘ . « .
— .
‘ - ~
. .
»

Compounde or Derivatives Based on Numbers -
This category includes types such 13&32nd{\106 ton, 17th—century, and
{a S .

égfdegree. / 7 ‘ : ‘

‘. . ’ . .
Abbreviations / ‘ L

3
!

N

13

[
Only twelve items of the 7260 coded fell into this cagte jory: They-

:were fps, Md, NW, 'PX Rw, RW, TD Te, MD S, Doctr and Ave. Dic onarig%

~ . ‘—‘

were used ‘to distingui abbreviations from formulae. Thqksdbject

‘categories in the WFB also helped determine the proper interpretation of
{

some items' for example, if the type AOG occurred only in Mathematics, it
PR i
would seem to be best interpreted as a formula (probably the name of an,
. . . . }

ang1e9, rather "than as the name of some organization.
’ hY - 7

- N

This categoxy included words recognizable as belonging to languages
: N .

2.

'Foreign Words

other than English, were were not.found in the reference dictionaries used;

for example: = ponere, daeghwamlican, Romani, les, las, fiae; decen, and

-

noire.
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Nomwords |
In this catego£y~wére listed items which were not found in the e
~ S . . ' . .

~ . oo .
reference dictionar#€s used (including Webster”s Third New Internatiomal,

. ) . .
unabridged), and which could not, be assigned to aay of the other coding
) Ao =
categories diScussed here. Some of the items found in this category are
- - \ \
c1ear1y~onomitopoeric. purt-putt—putt or wh—i—s-s-s-t. Others may be

—— e\

deliberate. coinages, such\as yugit, clicket, or p*ckie. 'still others‘may
Iy

be noncapitalized\versions\bf unfamiliar proper nomsp (maribOu, faeger), or

misspellings of other words. The total number of {tems fn this category

(147) is small enough so that reclassif@caticn of some of them would not

-~ have muéﬁ'effect on the overall distributicn of types in our analys%s.

M .

"WFB Errors” ) _ o

o . :
A final category was used- for 6:items which weru erroneously repeated

in both the ipook and tupe versions of the WFB. -~

<

-

. \, -
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" . a corpus, for any givenhdefinition of word family that can be constructed

_at this point did not recognize the connectio;\bEtween abatement and il

)pIus the number of items in any relationship type not yet mastered by the N

. » . Words in School English
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Footnotes - .
| 8

The research reported~herein was supported by the National Institute

\

of Education under Contract No. US-NIE-C-400-76-0116.° - ' .
1

Yy ..

It should be noted that the addition of such items to the list does

N s,

increase the overall size of the list, but does not inflate the number of

3

items in any given category. To iliustrate this, congider a hypothetical ) ~

*

[4

- . .
,
e

-
r
-
DAL IR

list consisting only of the words abatement abates, abated and after. A&s

N 1

it stands, the total length of the list Ls four items, in terms of’

-
g

Loy

%
\ '

relationehip categories, there would be one instance of suffixation, two ~i

e b e i e v

.~ . \ >
x N v

instances ‘of regular 1nf1ection, and one basic word. Our goal however, is

LI A} N
N “,

to define the count so as to have it reflecc the nunber of word families in .

- .

!

in terms~of our coding‘system. For éxample, assume that we want to know -

the number of distinct word families in this hypothetical corpus for a .

L]
.

child who understands regular inflections, but who has not yet internalized

any rules of-Suffixation. For such a’ child, there would be three distinct §

\

word families in this corpus: One'containing after, one containing abates'

.

and abated, and sne containing abatement. (We had assumed that the child .

’7 S~

abatex) If we add the missing ancestor abate to the 1ist, to‘arrive at the
\\
—
number of distinct word families, we simply take the number of basic words, ~
B .‘{. - ~— \

child at, the level of “linguistic development in questfon. In this case,

the corpus would contain abate (the missing ancestor of abates and abated),

‘\\: -
183
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;}‘B
ab

ates, abated, abatement, and after. That 1s, two basic words, two
> L4

ESTEN I
e

regular {nflections, and one .instance of suffixation. If we want to know -

- . how many word families are 1q the corpus for a child who has internalized

the rules of regularvr {nflection, but not those of Buffixatlon, we arrive af

/

. / * .. ) )
PR " . the count of three.. For a child who has also mastered sa¥f1xation, there
are only two distinct word fdmilies in this corpus. )

(9

- Thus, the addition of "m:ssing ancestors” to the list does increase ~

- ¥

- .the overall number of items, but it does not distort the count of items in

- . any.given relationship category. The same holds for items added to
disambiguate morphologically ambiguous target words. Consider a
hypothetical corpus consisting of the following items: feel, felt, 80,

. . -

went and after. We would want to say that there are four morphologically .

: basic words, feel, go, after, and thg noun felt. We would also want to say
D . . ton
that the list contained two irregular inflections: went and felt.- Thus, a

morphologically ambiguous word like felt should be counted in each of the
categories to which-it belongs.

Thus, tabuliations of ‘the number of items in various relationship
¢

categories wil;linclude added entries which are disambiguations and missing

7~ -

ancestors,'in determining the composition oé the sample and the corpus.
There were also‘certaiﬂ items added to the 1list during the coding

process which were not included in tabulation of relationshib types. For.

example, coﬁpounds were given a separate entry for each componeut part.

»

‘ This was because the relationship between farmhand and farm, for example,

N might be quite different than the relationship between farmhand and hand.
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[y
-

The first relatioanship is sggantically transparent; the second involves a

. . ‘;5“3:,:\5 :_,-: ‘e + .
sezcondary meaning-of hand rélétéﬁ.to the more primary meaning by a metaphor
' (ﬁetonomy might be the &Sre accurate term in this case) th}h might not be

] ’

immediately transparent to an elementary schooi‘child. n any case, for

éach compound, additional items were added to express the relationship of

the compound to_ each of its component parts. This added items were not,

v

however, counted in the tabulation of the number of items in.any gived

.
- -t

: N . -
' ~ relationship category. * ’
> . ——— =

/ . In the fabulation of compounds for different levels of semantic

" transparency the two codes for each compound were collapsed, and the’ ’ ) .

-~ " R

compounq Qaq assigned'tﬂe degree oﬁlsemanttc téansparency aégociated Qith
. \ éhe‘£g§§£ transparent of iFs‘members. This reflects the aésumbtio% Chat.
L . tﬂé hifficuity of learniné.a new compound\suc@ as farmhand is determined
; ' .. largely by the d&fficulty of lgarnin; £he 1east semantically transparent of
v 1its é&mponeqt patrts., .
2The values in Quf-estimétes for:the p;pulaéion of words in printed .

s .
. Bchool English were calculated as follows: Pirst, the items in our sample

* were ordered by frequency, and divided into seven strata containing equal '
_numbers of items, each rgpresenting a band of freéquencies. From Table B-8

in the WEB (p. xﬁxyi), the numbér of words in prianted school English within

each frequqﬁé§:ﬁénd was determined. 4 weighting factor was assigned to

each stratum representing the ratio of the number of words in the
. population within that frequency band to the number of words' in the

correspording stvatum in our sample.
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-

- The size of- the WFB, even as. large as it is, creates an artificial
s ! . .
®floor”. for the reported frequencies. That 1s, any word, however low its
L]

N "true” probability or frequency, if it occurs in the corpus at all, will be

assigned a certain minimum frequency value. The U-values (estimated .

e

'/f;equency per miilion) of the 35,079 hapax legomena in the corpué were
t : , .

adjusted accordirg to the amcunt of text from the subject categories in

THe result of this was that the second from the
. /
lowest f;equency stratum in our sample had an artificially small frequency -

which .they occurred.

- range (in terms of reported frequéncies), and hence an unreallstically low

welghting factor in the initial estimate. This was corrected by plotting
. T : 2o
the final weighting factors on a smooth, essentially exponential curve .. !

'determined by the value of the other welghtlang factors and by the

-

conspraihts,on the value of the sum qf"hll welghting factors. .. .

e >

The actual weighting %ctorsﬂ had the following values, expressed in

terns of how’'many words in the population a single word in each st;atum of 3
our 7260~word sauple would represent. }\ . ;
' STRATUM FREQUENCY RANGE WETGHT /
B LOWER U  UPPER U . /
P , g ]
1 .0004 .0109 314.80 /
2 +0109 .0150 121.17
3 ' 0150 .0457 64.78
\ Yyl 0457 1176 38+39
5 .1176 L4071 23.39
6 4071 2.0430 13.80
7 ¢ 2.0430 7456.8281 12.72
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The weights given are those relating our sample to tﬁe\eppuletiinj the

relationahips between the WFB and the population could be represented by

" . dividing those weights by 11 9478. e

¢ »

We also wanted to determine the extent to which the choice: of
weighting factots influenced our final estimatesvof vocabulary size.

Therefore, we tried calculating estimates for the total population on the | ’\,

Y H 5
‘basis of a number of sets of weighting factors--the original estTmates, our , \

4
adjusted smooth exponential curve, and a number of* exponential functions

'which in effect defined the extreme values of functions that could be drawn 5
» .

/

\\Ehroggpathe peints detetﬁined from the taeles in the ﬁgg.

Our finel we}ghting function gave us an es*fmate of 45,453 ;
morphologically basic words in the population. .The other'sets of weighting
factors gage‘estimates ranging between 45,285 and 47,418 morphologically'
basic words, a rangé of only;2,133. gThus,‘any reaeonable variation in\the
weighting factors would l€ad to only very small differefces in the values
of our final estimates. 3Zven for those categories more skewed in terms of

frequency than wete the morphologically basic words, the estimates based on

‘ -

the different sets of weighting factors were very close.
We also calculated estimates for the population by assigning weighting :
factors to words individually on the basis of the funetion

He= 11.9478/(1 - (1 - . ..

where 11.9478 is the dﬁﬁber of words in the WFB divided by the number of W
- |

words in our sampie, and p is the probability of a word, that is, /

’

g[& 000,000. The expression (I - (1 - 2)2) is the likelihood of a word
7
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~

with probability p occurring in a porpus‘of n running words; hence it is
ilso the proporf&od of words with probability p that should occur at 1e;st
6nce in a\corpus of n words. This*fgtmula gave Qs ¢ssentialiy the same

,resglts as our earlier calculations.. ' S | '

Note fﬁat items added té the original sample in the coding

process—-missing ancestors and disambiguations-—were not Ircluded ip tﬁe

process of ektigating the composition of the population. The procedures
L - N ra

’

g »
for extrapolating from the sample to the population already accouat for

-

N k

in these estimates would have amounged to counting them twice.

.

\Mo££h5ibg19@ily ambiguous Items were also not included in our

projections for the, population, Jecause there was no way to accurately

asgsign a frequency to the diff rent analyses each ambiguous form allowed.
There was a relatively small uﬁﬂer of morphologically ambiguous words in .

¢

our. sample (19 altogether), and an estimated 292 in the entire yocabulary

of printed sch&ol Eninsh. Even 1f each of these were three ways ambiguous

//(defi;itely an overestimate), this would add less ;han é thousand items to
~he\ngfii_gggglézion, and these would be scattered émong varioqs
categories. Inclusion or exclusion of thesg items in our estimates
therefore makes no meaningful differenc; in the size of the cat;gories we
will be cousidering.

3Main entries in Webster”s Third meet the following criteria: '
v

First, plurals and verb parts are included under’ the main eatry of the

e

uninflicted word, unlesgs they would fall alphabetically more than five
. \

e e e S bk kAR Tt A D 4 s BTN FaPTAE B Ay Nt B ATy Tt b £ TRHNELA s b PO e WY T b ST . s DA 7N B OO ATt & AR Syl S N T o e e 2

words that do not occur in thé'ﬁFB,‘sb to include iteﬁg added to our sample

o g | | 17, .
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-

inches away from the main entry, in which case they are listed as a
. .

geparate main e in theijr appropriate aiphabetichl order. For example,

bows,. although it is a regullar plural of bow, is listed as.a separate maln

.

entry, because there are more than five inches of intervening words,'e.g.»\ *
- A :

1 1

bowie, bower, bowel. The same principle is followéd for compgratives and \\\

superlatives, as well as varients in spelling. This means that almost all \\\

irregular plurals or verb formé;was well as many regular®plurals and verb
forms, will be listed as separate main entries. ' ‘ -~ . .

Homonyms are given sepaiate main entries,‘distihguished by initial

3 . 4

superscript numbers.’ Howevér,‘to fééilitate comparison with Dupuy”s

-estimate of the number of @ainrentries in Webster”s Third, we will follow

2 . -

Dupuy in not count{ﬁg_homdnyms as separate main entries. .

T@ere ére‘téo forms of‘run-og e?triesg g%rst, idioms and phrases .
based on Ehechain entry woFd arecliséed as run-on entries under that main
entrys These phrases and.iaiqms are given separate definitions; Second, *
certain derived forms are also liéqed-undér the main entry, namely, forJS'
derived by suffixes such as’ -ness or -ly. Not:all such derived forms are
thus inciuded uder the main entry: For exadplek q&ickly is listed as a
mai; ént;y Separaéely from SEEEE’ The following criteria are ;sed for
including a derived.form under the maiﬁ entry as a run-on entry: Flrst, the

derivatives have to occur in qlphabetical order. ‘This presumably means

hat a derivétive\which would bé separated from its main entry by

A o 4

intervening words would have to be listed as a separate main entry.

o ’

Secondly, such derivitives are given without definition, presumably because

.

N -~

.

O SO - -

-n
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theiz meaning is totally predictable from the meanings of the base and’the

Itotally

affik. Therefore, any derivative whose medning was not thus
predictable would be list%g as a-separate entry.- This summarizes the
principles according to which types are grouped int¢ main entries or split
into distinct entries.

“As to the types of items ihcloded in the dictionary: First of all,

only certain types of proper names are includea. Names of persons and

geographical place names are not listed in the dietionéry. However, some

other types of names arenlisted, for ‘example, names of tribes and peoples,
and words{derived from names of persons oY plaees. For exemple: The word
YiEcPita is included as a name of tge Amerindian people, and as’ an
“qggeé;ive based on the citx\name, but-the-cit; nane itself is not included
as an item in the dictionar;. The proper name Titec is hdt found in the
dictionary, but the noun Titoism'is.: The name Ii¥ (a pgople in AfrfEa) is
included, as Qell as adjectives such as Wickliffian.

XIabic numerals are not included, with the following exception:

certain compounds, for example, éf?, are ineluded; but alphabetized as if

they weye spelled out. Compounds such as ninety-cne, nihety-two, and

| N
hd 1

ninety-t ree are also included. * / !

Symek}s, combining forms (e. o., pseudo-) and symbols (as for eLements)
- t.

‘are algo included as dictionary items. | ;

~
«

Compounds are alsozgiven as separate main entries. This includes

compounds which are written as two separate words, e.g., luna moth oY heat

- ’

exhaustion.
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aIn principle, Websterfnghird‘inludgs comppunds containing numbers,
. ) C/
. S /
alphabetized as if they were spelled out. In practice, there are very.few

such itens in this dictionary, one exémple being 3-D. “None of the items in

our sahplejcoded aé/"compounds con27ining.numbers" would have been listed

1 / N
,as entries in/Zébster's Third, so jthis entire category was excluded.

N

. In the cftegory/pf nonwords; A items in our slmple were prefixes and ::

W a
suffixes that would be listed in Webster” s Third. However, Dupuy”s (1974) C,

calculation of the number cfxmain entries in Webst-r g Thitd, which we will ' {

N be mak.ng use of, excludes such entries, so we will also exclude these from

-
v - .

.
- N o

our estimate.

v ‘?g:‘% 3 s a . . H

3. . ! o y ' ‘ :

'ﬁfréﬁé ¥, -

'Only a, very small fracti dg he‘alternate spellings in our samp’e ‘ K

.. - RS »m. \, H .

5 / B A : .

would have~appeared as separate entries in Webster”s ”hird. Most of them '
' "Q/" Mn;‘{:p % / » ' ¥ @ 'f

are either deliberate or accidental misspellings or words spelled in some

-

unusual way, for example with hyphens to show syllabification. The small

percentagetof,items in the category of alternate spellings that would‘
consgtitute segaratehdictiunary entrieéjbas taken into account in our
estinate 6fjﬁWepster main entry equivalents.” ) l
' Althougn ﬁe;Etérfé Third'does contain some words that might be

v

. c0nsidered "foreign, ‘one ctiterion for coding an ita2w in our sample as A

"foreign wag that it not be listed in Websger 8 Third. Therefore all items

! - -
in this category are excluded from our estimate. '

' Regular inflections with distinct meanings, e.g., experienced,

collected; neaping, conditioning, tried, are given geparate entries in .

L] ‘ \'
Webstérig Third. Such items were therefdre includzd im our count of

. .
"Yebster mein entry equivalents.”
: - *
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'SThere is some reason to believe that at least at the*highef end “of

the scale;. scores on Dupuy’s test may underdstimage an individual®s true

vocabuléry size by less than a factor of seven. The single lgrgest factor
céntributing tothe difference netweeu Jupuy”s estimate of the number of

words in English and ours was hies exclusion of words ﬁhat did not,occur as

main entries in all of the four large dictionaries he used. ‘grégumgbly the

words that were excluded .on this principle would on the avegagé be harder .

or less likely to be Fnown thaé‘words thch did appéar.aé maiﬁ_entries,in‘ : {
all four diction;rigém ‘Theféfore,‘Dupuy’s sample of words would contain a ' ’ A/f?
higher proportion of casier words than would be drawn from a complete range: y :
of 88,500 word fanilies. : . : ) ,& o

On the other hand, as already mentioued, it is éur éStimate of the . i

number of distinct word families that is about seven &imes‘greater than _ j .

» .

dupuy;s estimate of the number of Basic Words in English If one ‘takes the /
¢ . r/ i \‘

position that distinct meanings should be counted as separate woras, K E

Dupﬁy'sigesb underestimates the size of an individual”s vocabulary to an L~

. \ o
even greater degree. /

6

Beck, Perf?ﬁti, and McKeown' (in press) matchad children from
S 3
different intact classes on<the hasis of pretest scores. Some of the

.

cbntrql sub jects were drawn ﬁro& a combined third and fourth grade class.

¥

This class may have had lower reading attainment than thé other classes.

.

It is well known that matching does not eliminate preexperimental

differences when the populations sampled are different (cf. Campbell & //

Boruch, 1975).
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7Andersori and Freebody (in press) have shown that good readers in the

middle grades aggressively apply morphological prinéiples to hypothecate

-

meanings fof'unfamiliat words. .

- N

T
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" = ' Table 1 ‘
- A "Word Family" Found in Our Sample g

5 3 (in alphabetical order) .

& i ;

A ) - adgi

ol ‘ﬁ"‘ ADD .

P . add-nil ~ t

g added ’

i addend =,

- addentls <

§ adding .

: > °, Adding 1

éf | addition

Addition ,

ADDITION

: addition-subtractioh . o

1 additional

- - additions

: additive

: additive-inverse .

e -7~--additives~«~~~—f—

Add:l.t:l.*vc-:s“}@ﬂ /

i Fokbe .

4 st nix,\\,r

15'1,' v %

adds / {

g . * , . !

: ST .

N . o P -

ﬁfféa Q f ¢ l ‘:"}

- EMC o

?‘; :;‘.‘ ‘ R . ‘ii; / B ) . >
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Table 2 ‘
Re%ation§hips Among Membe®s of a Word Family
In Te¥m§ of Target.Words and "Immediate x;cesto{s"
- Imnediate. . .
. Target Word Ancestor ' Affix Relationsh}p
f . : . I .
| add 4 —_— o _— Morphologically baéis'wp;d
' Add add — capitalization ‘
add-oil add — compound (first ﬁember)\
adg—oil‘ oil A compound (second member) . ,
ad&ed ! * add —_— regular inflection ‘
addend add | end suffixation l
" addends addend —— regulas inflection
' adding add —— rggQ}ar inflection
Adding adding —— » capitalization
addition add ition  suffixation
-Addition addit%on —— capitalization
ADDITION " addition —_— capitalization
?dditioq—subtracgion additish —— compound (first member)
adﬂitiog—sqbtraction sybtraction -—— compound (second meq?er)
" additional addition ‘ al suffixation ’
\\ addftions addition e regular inflection )
‘\ additive \\ additidon ive suffix replacement
additive-inverse additive —_— compound (first member)
additive-inverse inverse Ve compound (second memper) .
additives additive \ -—- regular inflection
Additives additives é/ \——— capitalizgg}on
adds add — regular inflection ‘

&
| Y
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. +  Table 3 RO
: C. . Categories of Relationships Among ‘_Wdrds P
a ’ Exaiples
: Category . . T E
B - : ot U Immadiate. ”
. Target:‘ Word,  Ancestor ;
Morphologically basic word add = T
e Simpie capitalization = Think think . .
‘ Alternate spellings © o cdrt-horse carthorse “
Alternate pronunciations ° fishin! fishing S .
Alternate form of word soya soy . -
- Alternate™or: with s | towardsh. toward . \{
) . Y
- Regular inflections walks walk
g { Irregular inflections 3\ ; went go —
%; . \ . ' . [
L Regulargcomparatives & superlzgtives taller tall -
‘ : Irrjﬁi:: comparatiyes & superlatives best good
" Suffixation frustration frustrate
%= Prefixation . unknown known
Gompounds and contractions farmhand farm, hand
o T . - can't can, not
. Truncations rhind thinoceros
. ' Idiosyncratic morolugical relationships prophesy prophecy
2: ) T
: |
N | p
- 3,
» 122 | 1
-’. 1
PR B -
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Analysis of the Word Frequency Book by Word-Relatedness Categories

Category \\\\\

Sample Sample

N

%

Corpus Population
N Z_{

Population

N

A. Categories thak frould be inéluded in

most definitions of "wbrd."

Morphologically basic

Idiosyncractic relation
. Suffixation
" Prefixation

Truncations
Abbreviations

‘éu@total

Compounding & contractions

846

72
722
233

1,038 -

-16

12

2,939

11.65
1.00
9.94
3.21

14.30
0.22
0.17

40.48

--10,108 . 7.46 45,453
© 860 1.01 6,167
"8,626 - 7.62 46,431

2,784 4.01 24,457
12,402 17.23 105,044
191 0.19 1,144
143 0.15 ) 897
35,115 37.66 229,593

B. Categories that would have their own

separate entries in most dictionaries.

.~ TIrregular inflections
Irrsgular comparative &
superlative
Alternate forms of words
" Alternate forms with s

"Scientific pTurals"
Subtotal

Semantically irregular pl

49
1

76

N OO’

.67
.01

co |

.11
.11
.11
.03

.05

o006

* 585 0.25 1,528
.12 0.002 13
96 0.18 1,072
96 0.11 693
96 002 136
24 0.02 145
907  0.59 3,587

c. Categories that would not normally occur as separate dictionary entries.

Regular inf1§§§§ons 1,553 21.39 18,555 16.37, " 99,547
‘Regular comparative & 46 0.63 550 _0.51 3,14q
superlative
Incorrect regular infl. 3 0.04 36 0.07 450
Simple capitalization 618 851 7,384 . 8.51 51,906
~Alternate spellings 136 1.87 1,625 3.05 18,584
Alternate pronunciations 87 1.20 1,039 1.21 7,381
Subtotal e 2,443 33.65 29,188 29.69 181,017
) “ $ 121?
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Table 4 (Cont'd) .
oo /
Category Sample qup%e Corpus Popu%ation Population
N % N % N
D. Categories relating to proper names
Basic proper names 929 . 1i2.80 11,099 14.78 90,107
Derived proper names' . 88 1.21 1,051 1.18 7,215
Capitalizations homo- 76 1.05 908 0.67 » 4,114
. graphic with p.n.'s , - )
Inflectional.and other 302 4,16 /3,608 4.74 28,869
varients of p.n.'s y ‘ o
Subtotal ;1,395 19.21 16,667 21.38 130,305
E. Categories not nofhally counted as words . .
Formulae & numbers 339 5.50 4,767 5.89 35,891
.Compoands containing 41 0.56 490 0.80 4,894
_numbers ‘ ‘
.Nonwords 147 2.02 1,756 3.35 20,444
Fereign words 46 0.63 550 0.92 5,618
Subtotal 633 8.80 7,563 10.97 66,847'
- ' F. Miscellaneous categories
Exrrors' in WFB 6  0.08 ] — ——
(duplicated entties) ’ L
Ambiguous words 19 0.26 227 0.05 v 292
(excluding proper names)
Ambiguous proper names 2 0.03 24 0.004 27
Missing ancestores added 203 2.80 2,425 - -
2nd meanings of ambiguous 51 0.70 609 —— -
items added 2
124

3
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Table 5

Derived Words Arranged by Relationship Category

—

[N B TR IRy

and Degree 6f Semantic Relationships , !
% Relationship Categories ;//'
Suffix Prefix Compound IdiosYncrafié/' Total
SEM 0 26,840 . " 12,999° . 21,773 ﬂ' 519 62,131
SEM 1 6,289 . 4,051 28,591 -  -666  _ . 39,597
SEM 2 6,904 . 3,476 %..26,033. 879 37,292
SEM 3 3,717 2,630 17,817 2,435 26,599
SEM 4 1,413 636 4,675 1,162 7,886
SEM 5 1,269 666 - 6,155 .505 8,595
SEM 0-2 40,033 20,526 76,397 2,064 139,020
SEM 3-5 6,399 3,932 28,647 . 4,102 43,080 -
s
R 4
3
] 11‘,!\:
A~
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Table 6 .
Derived Words Arranged by Relationship Category’ ’
and Degree of Semantic Relétionsaip
(Minimal Semantic Distance Based on Most Similar ﬁeanings)
| ' ;
Relationship Cétégories ot

:Suffix Prefix Compouﬁd Idiosyncratic Total

JSEM 0. 'ﬁg)zs,ggl T 1:3;'555' 23,436 ‘ . 807 65,289

SEM'1 6,780 4,206 32,132 627 43,835
SEM 2 6,562 3,523 25,223 1,178 36,486 o
SEM 3 2,646 1,828 i6,387 Z,;74 23,635 ; ,’

SEM 4 740 456 2,765 NTE 4,634

SEM 5 64 13 5,820 \65 2,962

’ t
<§Eﬂ 0-5 41,833 21,374 79,791 2,612 145,610 |
SEM 3-5 3,450 2,297 21,572 3,512//’/< 31,231 - ‘/
— o
. ///// \i
~ -
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Some Estimates of the Number‘of.Words in English

-

Main Entries® Basic Wordsb .Basic Words®
r :

Total Wordsc

Basic Wordsd

2 1

Author's original - 240,000 12,300 166,247 I~ 370,265 99,600 L

estimate ' Coe . *
Estimated number 37.,707 16,655° 31,095 50,765 ° 18,037 , °

in the WFB A )

; ) 4

Estimated number 243,136 88,533 192,909 344,572 91,466 ,

in printed school

English > ~ : . . . .

- ' \

éyéﬁs;er's Third (estimated by Dupuy, 1974)

bDupuy (1974) )

Cseashore & Eckerson (1944) ¢

dSeashore & Eckerson (1944) (with revisio1 by Lorge & Chall, 1963)
Morphologlcally basic words plus semantlcally opaque (SEM 3, 4, 5) derivaties
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, 4 - Table 8
L = . - R
E : "'é' Polysemy Among Morphologically Basic Words _
:‘;V‘;z. £ - ) R
i 8 : VAR |
: 5 g Extent”of Polysemy ‘ - .
L 0 - :
; & Mean. Number .of Meanings '1:£>pta1 Number of Distinct
2 ; PO 8 ¢¥  Meanings Among :
. Polysemy Measureé Per Moxrphologically 1 11 .
.7 Basic Word’ Morphologically :
. Basic Worxds ' . -
o ;
LR : WFB Population WFB Population
A ¢ SEM 0 ‘ 4,218 ° ' 42,636 .
: SEM 1 - 2,872 29,030 |
|
) \ SEM 2 2,038 1.615 20,600 73,417 ' ‘
EM 3 1.417 1.316 14,323 59,821 o l
Y . - N v % . .‘
/ SEM 4 1.231 12,443 |
R - ' R -
. ; Homographs 1.103 11,149 . s
N : Phrasal and . . 0.436 4,407 , (
B idiomatic entries )
: . :
g . ’
X 0 , ) ’ s »
‘ 129 130 =
g

‘
1
|
at



Words in School English

126
4
Table 9
Couat of Basic Words Incorporating Honophony
» Nmber of Words
&. .
;5 : WF3 Population
Lo . "Semantically distinct” defined with
o SEM 2 cut-off
P Number of distinct méanings of ‘
iv N .
Lo A ‘ ~ morphologically basic words 20,600 N 73’é17'
él Nuﬁgér of distinct derived words - 4,779 31,821 ”)
Do ‘ Total 25,379 105,238
"Semantically distinct" defined with
R SEM 3 cut-off~
e " Number of distinct meanings of
‘- . morphologically basic words 14,323 »9,821
Number of, distinct derived words 1,039 7,596
i ( .
; Total ‘ 15,362 67,417

VS
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‘,Tgpie 10
Cumulative Distribution of Words by Frequency
— ll’/”I
. # 1.
Number of Words im Printed Schogl English
é at or Above that Frequency
Frequency . i
“fa whe /
(igktggms Graphically Morphologically B§SiCM Semantically
T Distinct Words and Semantically Transparent &.
Types Opaque Dsrivativesﬂ Derivatives
- [ //
100.00 890 555 3 . 55 .,
31.623 I 2,305 1,225 175
. . ) ¥
10.9000 5,480 2,450 455
3.1623 11,980 . 4,330 1,290
1.0000 ' 24,108 6,700, ‘ 3,300
) . / .
.31623 44,743 . 10,400 7,150
©.10000 76,757 15,350 13,400
.03162 122,045 21,700 23,000
o ) - X
" .00132 304,803 T 46,300 65,000
.00003 W 512,886 . 75,000 116,000
0.0000 609,606 88,500 139,000
132 .




12¢

I

Table 11 :

i The Average Composition of a Word Family

[}

Number of Words

Definition A

Definition B

Type of Words

Words in School English

1.00

.15
-49

.65
.69
.73
.15
.57

.04
.07

.90
.00
.94

.34
14

42

.64

“1.00

.42
.45
.70

.02
.02

058
J21
.08
%87

4.66

Base word (a morphologically basic word or semantically opaque
derivative) , .

SEM 4 derivatives

SEM 3 derivatives

s

Total semantically obscure derivatives (SEM 3, SEM &)

SEM 2 derivatives
SEM 1 derivatives
SEM 0 derivatives . ’

e <4

Total semantzgally transparent derjivatives (SEM 0-SEM 2)

Truncations and abbreviations

Irregular inflections, comparatives and superlatives; alternate
forms of .words; semantjically irregular plurals

Regular inflections,.comparatives and superlatives

Total inflections, abbreviations and truncations .

”

-Simple capitalizatioms

Alternate spellings
Alternate pronunciatiqps

'fotal minor variations in form

1 .
Total family size in graphically distinct types
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: Figure 1. Graphic Representation of Relationships Among Words :
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addition

Addition
~ADDITION

additions

subtro\cfion

\
\

addiﬁo? =subtraction
inverse

additional . additive ,/

f/\ . : : "‘m inverse

'a'ddi;ives

\
Additives

rF
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