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A FOREWORD

. The National Longitudinal Study :(NLS) of the High School Class of 1972 is
a large-scale long-term surveéy effort supported by the National Cenier for
Education in the Department of Health, Education, and Welfare (DHEW).. Broadly
stated, NLS is designed to provide statistics on a national sample of students
as they move out of the American high school system into the critical years of
early adulthood. Data have been gathered and colligated from several ;ources,
coded and edited for analysis purposes, and stored on magnetic computer tapes
for future access. The current tapes contain base-year (1972) survey data, X
collected by the Educational Testing Service, integrated with first follow=-up
(1973), second follow-up (1974), and third follow-up (1976) survey data,
collected by the Research Trijanglz Institute (RTI). This tape package is
augmented periodically as data.from subsequent follow-up surveys become avail-~
atle.

«  The merged NLS data file represents a rich and complex source of informa-
tion. It contains important ag@ t.imely data of potentiél use to a broad
spectrum of educators, researchers, policy analysts, and decision makers.
Preparation of this data file for general use by such a large and diverse set
of users was a difficult task. Decisions as to the kind and extent of data
editing that needed tc ba performed were by no means clear-cut. In conflict
were the need to maintain a faithful record of the original raw data--includ-

~ing respondent errors and inconsistencies--versus the need to provide a
straight-forward set of data for the typical researcher. The former need was

\ given more importance in the approach.to editing the NLS data file. That is,
it was felt that editing, recoding, imputation, or other data” transformation -
procedures should be minimized so as to limit.tacit assumptions about the
respondents or subjective interpretation of the data that would be required
for these procedures. Any imputations or modification of the original data
might be considered "biased" by other investigators. Where imputations are
concerned, researchers should be free to set data standards iu accordance with
thei; specific needs. Thus, the data transformation procedures that werc used
were directed toward making the data available in a consistent and useful

format that would preserve as accurately as possible the original responses of

the study participants. ~




The f?le processing that was performed involved extemnsive verification,
cleaning, and supplementary coding of the original data. Editing transforma-
tions were limited to verifying that respondents followed the written instruc-
tions and routing patterns in the questionnaire. If either type of imstruc-
tion was violated, then supplementary codes were' inserted in the data to
indicate the location and nature of the violation. The extent and details of
the editing are discussed in the NLS Users Manual (Levinsohn, et al, 1978).

It Qould have been possible to provide another level-of editing. Respon-
ses could have been edited with respect to the content of the question and
with respect to the interrelations of sets of questions. But this kind of
editing requires some guidelines and is usually directed by the particular set
of hypotheses ﬁnder invesStigation. Sinc? the data file is designed for such a
broad range of investigators, and in the interest of timeliness, it was
decided that any further editing must be left to the discretion of the ana-
lyst. This decision creates some additional work for the user, but it allcws
full access to all the original detail in the data file. No analyses have
been prohibited by preprocessing or prior summarization of the data.

~The decision to produce the data file in this format places some addi-
tional resﬁonsibility on the user. Since little simplification of the data
has been done, the analyst must e:ercise care in using the data file. The NLS
data base is large and.complex. The routing patterns in the instruments and
the fact that data have been collected ,at different points in time require
that the analyst view the data base holistically. Many of the individual
items are not well suited to independent analysis. Moreover, it is necessary
to consider the interdependent nature of such items and to study the patterns
of response to thcse items. Given consideration o% these cautions and gareful
study c¢f the documentation provided in the Users Manual, the NLS 9325 file
will serve as the rich source of information that it was designed fg'provide.

In this empirical investigation of alternate item noaresponse adjustment
procedures, the nature of missing and faulty data was inveétigated based upon
the original responses to 20 critical items on the third follow-up instrument.
Since these critical items were subject to telephone follow-up to correct
missing and faulty data, the bias resulting from nonresponse and response
errors could be evaluated. Further, two nonresponse ;mputation procedures
were tested on this experimental data set of original responses to the 20

critical items and the resulting estimates of means and proportions compared

b
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with respect to their bias, variance, and mean square error to the estimates
obtained when no imputation or editing procedure is used. One of: the most
striking findings of the study is that in some cases imputation can reduce
rather than increase the accuracy of survey estimates. It is hoped that the
results of this investigation will provide'guidance to the user of the NLS
data base in degling with missing and faulty data.

[4
*An executive summary highlighting the major findings of this investiga-

f

tion is presented in Appendix A.

Absalom Simms, Acting Director Elmer F. Collins, Chief
Division of Multilevel Education Longitudinal Studies Branch
Statistics NCES
NCES
v
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I. INTRODUCTION
. .

* In 1968 the National Center for Education Statistics (NCES) conducted a
survey to determine the specific data needs of educational policy&akers and
researchers. Respondents to the survey expressed a need for data that wouid
allow comparisons of student educational and vocational experiences with later
outcomes. This finding provided the impetus for NCES to begin planning for
the first of an intended series of nationak lengitudinal studies.

In April 1970 a number of prominent e€ducational researchers and admini-
strators met with interested Federal officials in Washington, D. C. The
National Longitudinal Study of the High School Class of 1972 (NLS) reflects
their guidance and the interests and data needs of a number of United States

Office of Education (USOE) agencies: the Office of Planning, Budgeting, and

,Evaluation; the Bureau of Postsecondary Education; the Bureau of Occupational

and Adult Education; the Bureau of Pregrams for the Handicapped; as well as
the National Center for Education Statistics. Four advisory committees pro-
vided guidance in the planmning and implementation of the sarvey. One commit-

tee was - composed of research experts and representatives of various educa-

tional organizations; two others were made up of officials of State education’

agenc1es* -and the fourth an internal USOE committee, represente& the data
needs of the var1ous offices and bureaus of the U. S. Department of Health,
Educat1on, and Welfare (DHEW) .

. 'The primary purpose of NLS is the observation of the educational and
vocational activities, plans, aspirations, and attitudes of young people after

they leagve high school and the investigation of the relationships of this

information to their prior educational experiences and biographical charac;'

teristics. Ultimately, /the study will allow a better understanding of the

development of students as they pass through the American ‘educational system

and of the ccmplex factors associated with individual educational and career

outcomes. Such information is essential as a basis for effective planning,

imp}ementation, and evalﬁation of Federal policies and programs designed to

enhance educational oppofiunity and achievement and to upgrade occupational
-

- . .
attainments and career outcomes. A

Following a3 rather extensive period of planning, which included the

design and field test of survey.instrumentation and procedures, a full-scale

Ele
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survey was initiated in the spring of i§72. The sample design called for a
deeply stratified national probability sample of 1,200 schools with 18 seniors
per school, school size permitting. The resulting base-yea} sample of 19,144
students from 1,009 high schools provided base-year data on up to 3 data
collection forms~-a Test Battery (TB), a Student Record Information Form
(SRIF), and a Student Questionnaire (SQ). The kev form,«the 5Q, was completed
b& 16,683 seniors. . ) ,

The first follow-up survey began in Cctober 1973 and ended in April 1974.
Added to the base-year sambfe were 4,450 1972 high school seniors frbm 257
additional schools that were unable to participate earlier. This b;ought the
total first follow-up sample to 23,451 potential respondents. First follow=-up
forms were mailed to 22,654 scudents. There were 21,350 sample members  ,who
completed a First Follow-Up Questionnaire, 69 percent by mail and 31 percent
by personal interview. Of the 16,683 seniors who completed-a base-year Stu-
dent Questionnaire, 15,635 took part in the first.follow-up'suryey--a sample
retention rate of 93.7 percent. Part{cipants were asked where they were in
Oc;ober 1973 and what they were doing with regard to work, education, and/or
training. Similar information was requested for the same time period in 1972
to facilitate tracing of progress since leaving high school and to define the
factors that affect that progress.

The second follow-up surve§ began in October 1974, and was completed in
April 1975, with forms sent to 22,364 potential respondents. There were
20,872 sample members who completed a Second Follow-Up Questionnaire, 72
percent by mail and 28 percent by personal intervied. (f the 21,350 persons
who completed a First Follow-Up Questionnaire, 20,194 (94.6 percent) also
responded to the second follow-up survey.

The third follow-up survey began in October 1976 and ended in May 1977.
Questionnaires were mailed to the last known addresses of thé sample members
whose addresses appeared sufficient and correct and who had not been removed
from active status by prior refusél, reported death, or other reasons. Some
20,092 sample.members completed a Third Follow-Up Questionnaire: 80 percent
by mail and 20 percept by personal interview. The overall response rate was
approximately 92-percent of the ipitial 21,807 mailouts. The retention r;te
of second follow-up respondents was 93.9 percent, and the retention rate of
those sample members who completed ail 3 previous student instruments was 94.7

percent.




In the National Longitudinal Survey (NLS) follow-up studiesz a planned

sequence of reminder postcards, additional questiog?aire mailings, reminder
mailgrams, and personal interviews contributed to the\Qigh instrument response
rates that were obtained. NLS uses a weighting claps procedure based upon
classifier variables obtained from prior data collectﬁons to adjust sampling
weights for instrument nonresponse.

A more difficult type of nonresponse to deal with, especially in a mail
survey such as NLS, is that of item nonresponse. A large number of the ques=

tionnaires that are returned have one or\nore blank items. The level of item

nonresponse depends on the type of question and the irformation being solici-

ted. For example, categorical questions typically have a smaller rate of"

nonresponse than quantitative questions. Of the items examined in this inves-
tigation, the twc items requesting information on family income had the lar-
gest rate of nonresponse wiiﬁ approximately 12 pertent of the incpming ques-
tionnaires having missing responses. Associated with the problem of item

nonresponse is that of inconsistent or invalid responses and violations of

.routing patterns (often referred to as skip patterns). This is an obvious

source of bias which must also be considered before the data is analysed. For
categorical questions, inconsistencies can represent a greater source of bias
than nonresponse.

The first step in dealing with all of the above cases of item nonresponse

" ana inconsistencies in the responses to different items may be to check the

questionnaire to determine-if logical imputations can be made fqr the missing
items o} inconsistent items based upon the responses to other questions. If a
logical imputation cannot be made, the next step might be to recontact those
who failed to answer or incorrectly answered a question. NLS designated
certain items as critical questions. If an individual did not give a valid
response to a critical question, then he or she was felephoned and the missing
item completed or the inconsistency resolved. Obviously this is the best
solution to the problem of invalid responses. However, because of the number
of items on the svrvey instrument and Eye frequeﬁcy of item nonresponse and

inconsistencies,‘this procedure could not be implemented for all items. An

.attempt to resolve inconsistencies and eobtain missing information for every

item on the instrument by recontacting the individual would have defeated the
economy of the mail survey. Hence, the researcher utilizing the data needs to

consider whether logical editing rules are needed to resolve or discard the

-3- 13
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inconsistenéﬁyesponses. Item nonresponse adjustment procedures may also be
considered to adjusﬁ for .the bias that can arise due to differences between
Isharactéristics of individuals who respond or fail to respond to an item.

Presently, NLS is making no adjustment for possible bias effects dge to
item nonresponse when computing survey estimates. That is, the sample means
and prépsrtions are the weighted respondent average: where the weights reflect
the sample se1ect1on weight for the individual after adjustments are made
within we1ght1ng classes ‘for instrument nonresponse. This procedure, which
does not adjust or impute for missing responses to an item; but which instead
.uses the estimated respondent mean’, will be referred to throughout this paper
as the no imputation procedure. In the following sections of this report, a
review of possible item nonrespouse imputation and adjustment procedures is
presented and an empirical investigation of two of these that appear to be
suited for NLS data is presen.ed. fhis imputation study was conducted using
NLS data in such a manner that the bias and variance of the resulting imputa-
tion-based estimators could be evaluated and compared to the bias and variance
of the estimates produced by the no imputation procedure. The problem of
resolving inconsistencies was not a part of the investigatjon, but the effect
on the bias of survey estimates resulting from using data with inconsistencies

was determined.

%




II. ITEM NONRESPONSE IMPUTATION AND ADJUSTMENT PROCEDURES

When an individual fails to respond to an item, thesre is still much
available information about him contained on the questionnaire. For NLS,
'glassifier variables such as race, sex, high school curriculum, high school
grades, and parents' educatien are known about the item nonrespondent, as well
as his responses to other items on thi: Questionnaire_and prior Qquestion-
naires. All of the following procedufes-divide the sahple members int6 cate-
éories based upon information that, is avail#ble for both groups: those who
respond to an item and those who fail to respond. The assumption being made
is that the responses of individuals within the same post-stratum cell "are
relatively'homogeneous aaﬂ that those in different cells are more heteroge-

neous.

A. The Cold Deck Imputation Procedure

‘ The cold deck imputation procedure substiiutes values from some previous
census or survey for missing items om a questionpaire. Using this procedure,
a cold deck is formulated by classifying. this previous data according to the
categories that are used to classify the present data set (e.g., race, sex,
income, etc.). For each category that is defined, a distribution of responses
is constructed based upon the older set of data. In processing the new data,
when a missing response is determined for an item on a Qquestionnaire, the
weighting class to which the individual belongs is ascertained and a response
is selected at random from the cold deck distribution for that weighting
class. This response is then imputed (substituted) for the missing response
on the questionnaire. After all the questionnaires have been processed and a
cold deck value imputed for each missing response on the questionnaires, the
means and variances are computed in the usual manner, ignoring the fact that
an imputation procedure has been used. - N}

An advantage of the cold deck imputation method is that missing {ggponses
can be imputed~as the data are-being processed. Put the procedure also in-
creases the variance to an extent not reflected Jn the estimated wvariance.
Other criticisms of the cold deck imputation technique include the procedure's
heavy reliance on the accuracy and currency of the older set of data with

respect to the new set of data and the fact that information from the current
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' data is not being used for imputation purposes (Chapman, 1976). This tech=

nique is not feasible for most NLS item imputation since there is no older
body of data on the same subject that could be used to create the cold deck
distribution of responses for the weighting classes.

4
B. The Hot Deck Imputation Procedure

The hot deck imputation procedure eliminates the criticism that the
current data is not being used for imputation purposes. This technique is
similar to the cold deck procedure in that it allows imputation of missing
responses as the data is being processed. When timeliness is an impoftant
factor as in the Census Bureau's Current Population Survey, .this facet can
become very important.

To use the hot‘heck imputation procedure, the individuals completing the
questionnaire must again be divided up into categories. Aﬁ initial value is__
determined for each category in the hot deck based upon previous datd. As the
new data is being processed, the category to which each individual belongs ;s
determined. If the questionmnaire being procéssed is complete, then thaf
individual's responses replace the responses stored in the relevant category
of the hot deck. Thus new responses are supplied for each cell of the hot
deck as they appear in the data file. When a questionnaire is encountered
with a missing item, the response in the same cell of the hot deck i§ imputed
for the missing response. When all questionnaires have been processed and the
missing data imputed, the means and variances are again comprted in the usual
manner without accounting for the effect of the imputétion procedure (Chapman,
1976).

Since the hot deck technique is the most commonly used item nonresponse
imputation procedure, it was decided that the quality of hot deck impu;ation
should be assessed. One reason hot deck is used is its flexibility and the
ease with which it can be implemented. However, Bailar and Bailar (1978)
demonstrated that the hot deck procedure will cause an increase in the vari-
ance of sample means compared to a procedure which ignores missing values in
computing item mcans. The magnitude of this increase in variance and the bias
reduct1on resulting from imputation was investigated in this methodological
study. Another flaw in the hot deck technique is that variance estimates
cannot be obtained analytically but must be estimated using some form of

pseudoreplication such as balanced.repeated replication (BRR). Iu practice,
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most users of the hot deck ignore the fact that imputation has occurred and

compute the variance in the usuél manner. The resulting variance will typi-
cally underestimate the true variance of the sample statistic. In this inves-
tigation, BRR estimates of variances were komputed and then compared with
results obtained when imputation was ignored. Other flaws in the hot deck
procedure are that there is no probability mechanism attached to the assign-
ment of missing values and that the same individual's responses may be used

repéatedly to supply missing information.

C. The Weighting Class Imputation Procedure

. In the present analysis of NLS data, a weighting class adjustment pro-
_cedure is used to adjust for instrument nonresponse (i.e., when a questién-
naire ‘is not obtained for a sample member). Basically, the weighting class
adjustment procedure assigns sample members to weighting classes based upon

information available for both respondents and nonrespondents. Within these

weighting classes, an “individual is assigned an adjusted shmpling weight. .

Respondents within weighting class £ have their sampling weight (which is the
inverse of their probability of selection) multiplied by the weight adjustment
factor, WS(2)/WR(2), to produce the nonresponse adjusted sampling weight where
WS(2) is the sum of the sampling weights for all sample individuals in weight-
ing class £, and WR(2) is the sum of the sampling weights of the respondents
in weighting class £. Nonrespondents are assigned adjusted sampling weights
of zero. Sample estimates are then obtained using these nonresponse adjusted
weights (Bailar, Bailey, and Corby, 1978).

Such a weighting class adjustment procedure may also be used for item
nonresponse and adapted to become an imputation technique. To digress for a
moment, we should mention the advantage of an imputation procedure over a
weight adjustment procedure to adjust for bias due to item nonresponse. The
weight adjustment procedure for instrument nonresponse requires that an ad-
justed weighgegg calculated for each respondent.which is then stored on the
data record for that individual. If a similar weighting class adjustment
technique were to be used for item nonresponse, then a weight corresponding to
every item on the survey instrument would have to be stored on each individ-
ual's data record. Considering the hundreds of items on the survey instru-

ment, this ‘is clearly not desirable. However, an imputation procedure would

[}




substitute values for the missing responses according to certain criteria
allowing the data to be processed in the usual manner without requiring weight
adiustments for nonresponse to each item.

qu quantitative data, an imputation téchnique egﬁgzgleﬁt to the usual
weighting class adjustment procedure would be to assign the éverage value of
the responses in a weighting class to all nonrespondents$ in that.wéighting
class. For qualitative data where categories of responses are reported, this
technique cannot be used. For exsmple, a yes-no type |question might be coded
1 for yes and 0 for no, but to impute 'the average twhicb might be ;omething
such as 0.2) to noﬁrespondﬁnts is not reasonable and also does not allow the
usual ‘tabulation of the data. To impute categorical reséonsesr a technique
was developed for this investigation that is analogous té weighting ciass
adjustments. For each item, this "weiéhting class" imputation procedure first
determines the weighted response option propor: ion® from all ;é&ponding mem-
bers of éhe various weighting classes. For. instance, the proporéion of all
respondent; in weighting class £ who make response k could be denoted p(k gTa
Next, the sum of the sample weights for the nonrespondents who belbng to
weighting class £ is found; denote this sum by WN(2). The response k is then
randomly imputed to nonrespondents in weighting class £ so that their sample
weight§ sum to(

WN(2k) = p(k 2) WN(2)
oF

The nonrespondents in class £ to which the response k is to be imputed is
determined 1. the following manner. First, list the nonresponaéh(i with their
sample weights in random order. Go down the list, summing weight's until the
sum equals WN(2k). Impute the response k to the corresponding sample members.

Continue this proce?ure until all nonrespondents in weighting class 2 have had

" a response imputed for the missing item. The estimated proportions making

each responsé woulg then be determined in the usual way. Estimates of re-
sponse level proportions will be the same as that which would have resulted
had a weighting class adjustment procedure been used, except for weight accu-
mulations that cannot be expected to break precisely at the place desired. To

the extent that this categorical imputation technique produces the same esti-

mated response proportions as a weighting class adjustment procedure, variance’

approximations for the weighting class adjustment procedure should be appro-

priate for the imputation-based procedure. This is different from the hot
’

13

o

aney




1

deck procedure for which an' analytical expressionrfor the variance is not

available, . .
® 4 "
i :

D.  The Creation of Weighting Classes fo; Use in- Imputation

Before implementing a weighting class imputation procedure, the sample
must be partitioned into classes. The hot deck and cold deck imputation
procedures can also perform more efficiently if the sample is divided into
classes before.imputation occurs. In both instances, characte;istics must be
identified which define weighting classes which vary with respect to response
rates and survey estimates. For this in astigation, the weighting classes
were based upon the student's race, sex, high school grades, high school
Eurridplum, and parents' education. Although these weighting classes were
initially created to adjust for total questionnaire nonresponse, %x was felt )
that they would also be ‘applicable in this investigation because of the large
number and diversity of items studied. The analyst using only a few items
from the’NLS data file should comstruct special weighting classes before im-
putiné.for missing values. The remainder of this section discusses procedures
that may be used to f&rm weighting classes.

In constructing weighting classes, the overall goal is to for@'classes
for which the recsponses within classes ,are hpmogéneous and heterogeﬁeous
between classes- and for which the response ratelvaries. Further, the charac-
teristi®s used to define the weighting classes must be known for both re-
spondents and nonzgspondents. The choice of survey charqcteristi;s'to ﬁse

should reflect the following ideas:

- %
1. Usually more gain results from the use of the coarser division
of severay variables tnan from finer divisions of one. )

2. There is no need for completeness or symmetry in forming cells.
Smaller cells may be combined. ’

3. Different criteria may be used for different subgroups. It ma’,
be decided to partition males with respect to different charac-
teristics than females.

4. The classifying variables should be unrelated to each other.

If two variables are highly correlated, ‘then either will de-
scribe approximately the same amount of variation. ’

-qi ‘r}
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To summarize thén, the weighting- classes that are formed should be as

different as possible; this also'corresponds go having classes intermally as ,
homogeneous as possible. Cluster analysis is particularly appropriate both
for choosing the best set of classifying variables and for determining how
each variable chosen should be used to subdivide the units into classes. A
clustering technique that m;y prove‘ effective in this regard is Autd%atic
. Interaction Detection (AID) Analysis (Hartigan, 1975). The AID algorithm
operates by successively dichotomizing the sample according to the factor

level (classifying variable) that minimizes the within weighting class sum of

squares for the dependent variable. The result is a "tree" of clusters

(weighting classes) having similar dependent variable values where the clus-

ters are defined by the levels ofqthe’factors selected in the cdhputing algo- |
rithm. .
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II1I. THE DESIGN OF THE EMPIRICAL INVESTIGATION

\

In considering the implement.ation of a nonresponse imputation procedure,
*one needs to be concerned about the quality of the resultant statistics,
Since nonresponse imputation procedures are proposed to redice the bias that
may result from the different characteristics of resfondents and nonrespon-
dents, the Amount of bias TU’th estimates when one of these procedures is
used is crucial. This cannot be determined in any useful analytic fashion
because the bias will depend on whether the assumptions underlying the adjust-
ment technique hold. For instance, all of the techniques discussed in the
previous section assume that the respondent and nonrespondents within each
¢ Qeighting klass have responses that are similarly distrihuted. The extent tg

which respondents and nonrespondents differ will influence the degree to which

the resulting estimators are biased. Other factors of importance are the
t degree to which responsés within weighting classes are homogeneous and the
extent to which response rates differ between weighting classes.

At tpe present time no item nonresponse imputation procedure is being
used for 'NLS data. This empirical investigation studie& two nonresponse
imputation techniques that appeared to be suited for NLS data. 1In this inves-
tigation, a welighting class imputation procedure and a hot deck imputation’
procedure were compared with respect to bias, variance, and mean square error
to the no item nonresponse imputation approach. }'he bias and mean square
error were determined based upon the resulfg using a data set in which missing
responses were secured by follow-up efforts. Thc following sections discuss
the construction of the experimentél data set_for this investigation and the

! utilization of this data set.

A. Construction of the Experimental Data Set

To assess the bias associated with each of these nonresponse adjustment
procedures, a data set was needed in which item nonresponse occurred for some
of the sample members and where the missing item responses could then be an-
alysed using first the weighting class imputa:ion technique, second the hot
deck imputation technique, and fina113: the no imputation technique. These
) ) results could then be compared to that obtained when the missing responses are

added to the data set via telephone follow-up.




.

Rather than constructing a data set with artificially induced nonre-
sponse, the decision was made to use actual data that contained item nonre=
sponse for which the answers were subsequently obtained by telephone follow-up
activities. By using data with naturally occurring pattérns of item aonre-
sponse, it was felt that a better understangi;g could *be obtained of the
actual préblems associated with item nonresponse and the effect of nonresponse
adjustments on the precision of the resulting estimators. Such a data set was
constructed from the NLS Third Follow-up (TFU) Survey bty ﬁaking account of che
following set of special circumstances. Certain items on the questionnaire
were designated critical items by NLS staff. When an incoming questionnaire
had a missing response or an inconsistent set of respomses for one or more of
these critical iter~, the questionnaire was marked as having failed edit.
Subs%é&éntly, the individual involved was telephoned and the missing re-
sponse(s) were added by the telephone operator. The data records for individ-
uals whose questionnaires failed edit contained the responses to these criti-
cal items, but the records did not indicate what the original responses were.
or which responses were obtained by telephone editing.

In order to obtain this information on the responses before telephone
resolution, the questionnaires were re-examined by data editors and the orig~
inal responses to the selected critical items were recorded. In all, a total
cf 10,850 questionnaires failed edit. For reasons of economy, a subsample 6f
sizé 5,854 was selected for re-examination. The‘ following 20 items were

‘ .
chosen to be representative of the types of items on the NLS instrument.

- These were examined on each ‘of the selected questiomnaires: TQl, TQ9, TQ10,

TQ12, TQ15, TQ16, TQ29, TQ33, TQ517) TQS2, TQ6§, TQ89, TQ90, TQl01l, TQl02,
TQris8, TQ129, TQ131l, TQ136 \and TQl41. ‘\

Except for TQ15, TQl6, 9Q89, and TQl41, the selected items have cate-
gorical responses with TQl, TQ9, TQl31, and TQ136, allowing the student to
choose multiple response options. Item TQl0 was the lead-in question to a
routing pattern with TQl2 to be answered by the unemployed and TQl5, TQ16, and
TQ29 to be answered by the employed. Another major routing pattern was con-

"trolled by TQ51, which directed those not attending school in,1974-1976 to

skip to item TQ98. Other items found within routing patterns were TQ33, which
had as its lead-in item TQ32, TQl02 -~ith lead-in item TQl0l, and TQl3l and
TQl36 with lead-in item TQ129. Finally, the four continuous items, TQi5,
TQ16, TQ89, and TQl41, requested hours worked, weekly salary, college ex-
22
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penses, and annual income. These questions were more sensi&ive and, histori-
cally, these tyﬁés of questiéns exhibit higher rates of item nonresponse. The
text of all of.the selected items may be found in Appendix C.

The subsample of TFU qﬁestionnaires that failed edit was examined. A
working file was constructed containing the student identification code and
additional codes to indjcate whether or not each of the 20 items failed edit
and, if so, what the orikinél answer was. The coding used by the data editors
is presented in Appendix B. The working file was then merged with the NLS
Third Follow-Up File to create the two data files that were used in this
investigation. The first file (hereafter referred to as the data file of
telephone corrected and completed information) which was abstracted from the
NLS Third Follow-Up File, contains the data records for those students who
passed edit, combined with the subsamplé of those who failed edit. This file

contains responses to the items after telephoning was used to replace missing

responses and correct inconsistent responses. The second file, referred to as.

the pre-telephoning file, contains thle responses to the 20 questions before
telephoning was used to correct theldata set. Since only a sample of the
fail-edit mail questionnaires were included in. the investigation, the sampling
weights on the data records corresponding to these individuals were adjusted
so that the sum 'tpe wejghts of the subsampled mait questionnaire;\that
failed edit for each weighting class equaled the sum of the weights of all the
mail questionnaires that failed edit from that weighting class. No weight
adjustments were needed for the data records corresponding to those question-
naires which passed edit or those completed by personal interview since all of

these questionnaires were included in the study.

H
B. Response Error Rates in the Experimental Data ;gt
For each of the selected 20 items, the statu;\ff the response before

telephone follow-up was determined. A summary of the 'status of the original
responses to these items for the sample of fail edit questionnaires is given
in Attachment B-2 of Appendix B. These resvlts were based upon the subsample
of size 5,854 drawn from the 10,850 questionpaires that failed edit. Adding
in the 9,235 questionnaires which passed edit (and hence had complete, con-
sistent responses to the critical items) and adjusting to account for the
sampling of fail-edit questionnaires yields the estimated response error rates

?
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for the full Nis sample presented in Table 3-1. Since the experimental data
set had the sampling weights of fail-edit questionnaires adjusted to account
for the subsampling, these error rates also apply to the éxperimental data
set. Except for 2 multiple response option questions (TQl and TQS) and 4
financial questions (TQ89HA, TQ89HB, TQ141FA, and TQl41FB), 95 percent of the
questionnaires contained a response for an item that was consistent with other
responses on the questionnaire. The highest rates of missing or blank re-
sponses were found for the income items, TQl41FA and TQl41FB, with about 13
percent nonresponse. Items TQl and TQ9 had the highest‘inconsistency rates;
that is, the responses to TQl and TQ9 were most frequently in conflict with
other questionnaire items. The "other" category in Table 3-1 is composed of

those who failed an item but could not be contacted for telephone resolution.

From examining Table 3-1, one can verify that the data set that could be

condtructed of the original responses for .he full NLS samplcs to the 20 crit-
ical items would have a relatively small rate of item nonresponse and a2 some-
what larger rate of inconsistent responses. Since the experimental data set
contained dnly a half of the fail-edit questionnaires with weight adjustments
to account for whe subsampling, these rates also apply (with respect to their
effect on survey estimates) to the experimental data set as well. However, in
the physical process of imputing dzta, the actual number of n;nrespondents to
each of the 20 items becomes important. This information is presented in
Table 3-2. When one considefs that the experimental data set contains 15,089
records, the number of nonrespondents is quite obviously of little practical
importance except for the income items, TQl41FA and TQ141FB.

[}

C. The Utilization of tne Experimental Data Set

The data set of original responses whose construction was discussed in
previous sections was used to evaluate the hot deck and weighting class im-
putation procedures with respect to the no imputation procedure. In ordér to
understand the results of the investigation, letails are aeeded as to how the
techniques were implemented. This section will discuss the logical editing
used before imputation of missing values, the hot deck and weighting class

procedures as implemented in this investigation, and the estimation of the

bias, variance, and mean square error of the estimates.
»

.




Table 3-1.--Classification of original responses to the twenty
selegted-critical items

Original response

_Item
Consisteat glank Inconsistent Other
Discrete
Q1 92.4 0.2 6.7 0.7
Q9 8.1 ¢.3 11.7 1.0
Q10 $26-0 0.9 2.7 0.4 .
Q12 97.3 0.5 2.0 0.3 \
Q29 99.0 0.5 . 0.3 ’ 0.2
" 1Q33 95.1 0.5 4.0 0.4
7Q51 97.5 0.9 1.2 0.4
" TQ52 96.1 0.9 2.6 0.4
Q66 94,5 1.1 00 - 0.5
Q90 97.3 1.4 0.9 0.4
7Q101 98.5 1.0 0.2 0.3 .
7Q102 9.1 0.2 0.5 0.2
Q118 C7.1 2.4 0.1 0.4
Q129 97.2 0.5 0.1 0.1
TQ131 » 99.5 0.2 ~ 0.2 © 01 '
Q136 99.6 0.2 0.1 0.1
Continuous ' ,
Q15 98.6 0.6 "0 0.3
TQ16 - 97.3 1.8 0.6 : 0.4
TQ89HA 92.9 2.6 3.8 0.7 . ..
TQ8SHB 92.5 2.8 4.0 0.8
TQ141FA 82.9 12.9 T2 1.9

TQ141FB 82.5 12.9 2.7 1.9




Table 3-2.--The number of nissing respogses for
each iten in the experimentajl data

) . set
Item . Number of missing responses
TQl 1€
TQ9 32
TQl0 96 )
Q12 . 51
Q15 ‘ 66
TQl6 192
TQ29 59
. ,
- TQ33 . 54 .
g Q51 98 .

TQ52 \ : 95
TQ66 114 ] , -
TQ89HA 286 '
TQ89HB 303
TQ90 : 150 ,
TQ101 104
'I(ilOZ . 25

' y TQL18 . 258

o Q129 . 57
Q131 | 23
TQ136 22
‘ TQ141FA 974 -

" TQ1l41FB




1. Logical Editing Before Imputation of Missing Values

At the start of this' investigation, a decision had to be made con-
cerning the procedures to deal with inconsistencies. As the previous section
demonstrated, inconsistent data occurred more often than missing data and for
some items was a much more serious source of er}or. Judging from where the
inconsistencies occurred, the major problem other than with TQl and TQ9 ap-
peared to be associated with the routing pattern questions. Thus in récon-
structing the data set, the decision was made to leave inconsistent data as
observed rather than to code inconsistent items as blank. .

In computing the no imputation estimates, no attempt was made to
force consistency on the data within records. However, the hot deck imputa-
tion program and the weightisg (lass imputation program included provisions to
force consistency on data associated with routing patterns by requiring that
the responses Wwithin a routing pattern agree with the lead-in question to the
routing pattern. When the responses within a routing pattern disagreed with
the lead-in question, all of the responses within the routing pattern were
coded as missing except for items which should have been skipped. These were
coded as legitimate skips. For example, a common error was for an individual
to respond "4" to TQl0 (indicating that he was not employed the first week of
October 1976) then to respond to TQ12 (indicating whether or not he was look-
ing for work), and then, instead of skipping TQlé, TQ16, and TQ29 as instruc-
ted, to respond to these items, often giving nonsensical answers to these
items which requested hours worked per week, weekly salary, and whether the
individual was seeking a second job. In this case, TQ15, TQ16, and TQ29 would
be recoded to legitimate skips and the response to TQl2 would be recoded to
missing (since this response is also in doubt).

2. Implementation of the Hot Deck Imputation Procedure

The hot deck procedure was relatively easy to program and inexpen-
sive to run with respect to computer time. Before using the hot deck imputa-
tion procedure, the data file was sorted into 87 weighting classes and then
according to sample design strata and school within strata. The weighting
classes which were based upon the student's race, sex, high school grades,
high school curriculum, and parents' education were originally formed for
total questionnaire nonresponse adjustments. These .weighting clases were

adapted for item nonresponse imputation by incorporating certain routing

oo
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pattern lead-in questions. In general, an initial hot deck was formed for
each weighting class by going through the data file and recording the first
completed response to each item. As the new daca was processed, the weighting
class to which .each individual belonged was determined. If the item being
examined was complete, that individual's response replaced the response stored
in the hot deck for that weighting class. Thus, new responses were supplied
for the hot deck as they appeared in the data file. When 2 questionnaire was
encountered with a missing item, the response in the hot deck for that weight~-
ing class was imputed for the missing response.

To adapt this procédure for items contained within routing patterns,
the following rules were applied. For all items within a routing pattern, the
weighting class or cell to which an individual belonged was based upon the kLS
weighting class and on his response to the lead-in item. If he responded in a
consistent fashion to the lead-in item and the items within the routing pat-
tern, then his responses to these items were entered as a group into the hot
deck. Thus, in imputing for items within a routing pattern, either all of the
items within the routing pattern were consistent and complete, in which case
they entered the hot deck, or one or more of the items were missing or incon-
sistent, in which case the responses to the group of items within the routing
pattern were replaced by responses stored in the hot deck for the same NLS
weighting class and the same response to the lead-in question. When the
response to the lead-in item was missing, responses for the lead-in item and
all items within the routing pattern were imputed as a block from the hot deck
for the same weighting class as that to which the individual belonged.

3. Implementation of the Weighting Class Imputation Procedure

The second item nonresponse imputatioan technique investigated was a
procedure which we refer to as "weighting class" imputation. For quantitative
variables, the weighting class imputation procédure simply replaced missing
values by the estimated respondent mean for the weighting class containing the
individual. When a mean or total is being estimated, this weighting class
imputation technique results in the same estimate as that obtained when weight
adjustments are made within weighting clases. For categorical items with
missing responses, the weighting class imputation technique randomiy assigned
responses in such a manner that within each weighting class the weighted pro-
portion of nonrespondents assigned each response option was equal (as far as

possible) to the proportion of respondents who gave that response. Esti-

2R
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mates of response option proportions will be only approximately the same as
those which would have resulted had a weighting class adjustment procedure
been used, since the weight accumulationms will not break at precisely the
point desired. To adapt this procedure for items within routing patterns, the
weighting class an individual belonged to was determined by the NLS weighting
class to which he was assigned and by his respomse to the lead-in question to
the routing pattern. If the lead-in item was not answered as well, a response
was first imputed for the lead-in question and then\issponses were imputed for
the items within the routing pattern.

As an example of the use of the weighting class imputation pro-
cedure, suppose that an individual from weighting class 14 failed to respond
to TQ10, the lead-in item, and to TQ12, TQ15, TQ16, and TQ29, items within the
routing pattern controlled by TQl0. The text of these questions is given in
Appendix C. Essentially, TQl0 asked an individual's employment status with
TQl2 to be answered by those unemployed and TQ15, TQl6, and TQ29 to be an-
swered by those employed. In order to imsure consistency of the responses to
routing pattern questions, the lead-in question was imputed first if the
response was missing. Since TQl0 is 2 categorical item, the randomization
procedure described previously would be used to determine which one of the
four responses to impute. For TQl0, the weighting classes used were the
original NLS weighting classes uséd to adjust for instrument nonresponse. In
this hypothetical case the individual belongs to NLS weighting class 14, so
the imputation procedure would proceed as discussed previously for all indi-
viduals from this weighting class with missing responses. Suppose that the
response "2" was imputed for TQ10 for this individual indicating’ that he was
employed part-time; as a result, TQ12 would be automatically coded as a legit-
imate skip since this item was to be answered only by those unemployed. Since
TQ15 and TQ16, which request hours worked per week and weekly salary, have
continuous responses, the estimated respondent means for TQ15 and TQ16 (com-
puted for the set of individuals from weighting class 14 who responded "2" to
TQ10) would be imputed for the missing responses to TQ15 and TQ16. Now since
TQ29 is within the routing pattern controlled by TQl0G, the proportions re-
sponding "1" and "2" to TQ29 woculd be estimated, based upon the respondents
from weighting class 14 who responded "2" to TQl0. Then response.options m"

and "2" would be randomly assigned to all the nonrespondents to TQ29 from

2}
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weighting class 14 who responded "2" to TQl0 in such a manner that the weight-
ed proportlon of nonrespondents a551gned each of the 2 responses will equal,
as far as possible, the correponding welghted proportions from TQ29 respon-

dents in welght1ng class 14 who responded "2" to TQlO0.

D. Estimation of the Bias Associated With Survey Estimates

By using actual data that contained item nonresponse for which the an-
swers were subsequently obtained by telephone follow-up, the bias could easily
be estimated for the two imputation procedures and the no imputation method as
the difference between the estimates obtained using the imputation (or no
imputation) procedure on the pre-telephone data set and the estimates obtained
using the data set which had been corrected by telephone interviewing. Since
the pre-telephone data set contained inconsistent responses as well as missing
responses, the bias that was obtained reflected these two response error
sources and, hence, contained nonresponse bias and measurement error bias due
to inconsistent data. As will be discussed later, it was possible to parti-
t‘on out this response error bias caused by inconsistent answers. The magni-
tude of this response bias establishes an upper limit on the effectiveness of
the imputation prqcedures since they were designed primarily to reduce the

nonresponse or missing data component of the overall bias.

E. Estimation of the Variance Associated With Survey Estimates

The vagigpce of the sample means and proportions was estimated using a
variation of the balanced repeated replication (BRR) technique proposed by
McCarthy (1966) for estimating the variance of complex survey statistics. BRR
utilizes a balanced set of half samples to compute the sampling variance of
these statistics where the variability of the replicated estimates approxi-
mates the variance of the full sample statistic. In this investigation, the
item nonresponse imputation procedures were separately applied to the balanced
half samples to obtain BRR variance eStimates which reflect the variability
induced by the imputation procedures. \

As mentioned previously, most users of imputation procedures 1gnore the
fact that imputation has occurred when computing the variance of survey es-
timates. The reason for this is that computing accurate variance approXi-

mations which allow for the fact that imputation occurred is both difficult
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: and costly. While we feel that pseudoreplication-methods should provide valid
estimates of the variance induced by irputation, the standard software pack-

ages for these procedures do not allow one to employ the imputation procedure

on each individual half sample before\computiﬁg the half sample estimates. As N
discussed in Appendix D, the imputation procedure must be applied indepen-
dently to the half samples .in order to estimate the variance induced by the T
imputation procedure. Thus some software development would be necessary to .
create one's own or to modify existing packages before the variance of impu-
tation-based statistics could be estimated. Among the objectives of this
investigation was the determination of the effect of imputation on the vari-

ance of survey estimates and the underestimation effect caused by ignoring
imputation in computing variance estimates. A discussion of. the theory
underlying the balanced repeated replication procedure is given in\Appéndix D

as well as a justification for using the procedure in the manner specified to

compute the variance of imputation-based statistics.

| To estimate the variance when imputation was ignored, STDERR, an RTI
software package, was used. This package utilizes a Taylor Series lineari-
zation to estimate the variance of complex survey estimates (see Appendix E
for the specific variance estimation formulas). For the ratio estimates of
means and ' proportions used exclusively in ﬁhis investigation, the Taylor
Series expansion of the variance results in the usual estimate for the var-
iance of a ratio estimate as given in standard sampling texts (e.g., Cochran,
1977, pp. 153-154). As a side issue of this investigation, the STDERR and BRR
variance estimates were computed for the surve; estimates obtained when no
imputation was used. In this situation, the two brocedures were measuring the

same quantity so that the two variance estimates could be tompared.

F. Estimation of the Mean Square Error Associated with Survey Estimates

 As discussed in Section III-D, the bias induced by item nonresponse and

inconsistencies was defined to be the expected value of the difference between
the imputation-based (or no imputation) estimate (M) and the corresponding

estimate (pT) obtained when the telephone corrected and consistent follow-up

data are used. The magnitude of this bias was estimated by

BIAS (M) = M-l

\ ' \
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The mean square error (MSE) of the statistic (W) was defined to be the ex-
péctgd value of the squared difference of the estimate from the value obtained

using the post-telephone data which was estimated as

¥

MSE (;) = lBiaS(;)]2 + Var\ﬁ)

Note that this estimate will be biased to the extent that the correlation

between Y and u,, is different from unity. The reason for this is that

T.

A A

E[Bias(W)]? = [Bias(]® + Var(w) + Var(s) - 2-Cov(u,uy)
Since M and Hp are estimated from largely the same data set (except for mod-
erate nonresponse),. one would expect their correlation to be close to unity.
With this anticipated high correlation, the joint contribution of the extra

terms

-

A A

Var(p) + Var(uy) - 2 Cov(p,py)

should be negligible.
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IV. RESULTS OF THE EMPIRICAL INVESTIGATION *

The question of the magnitude of response errors and their Pffect on the
quality of survey estimates is of great importance to users of the NLS survey
data. Except for about 60 critical items on the survey instruments (approxi-
mately 1/3 of the total‘items), the data are not edited to replace missing
data or resolver inconsistencies. As with the use of any survey instrument
which requests the same or similar information in more than one item, incon-
sistencies between the responses to similar items occur and indicate fﬁe
presence of measurement error. The effect of this source of response error on
the quality of survey estimates is of concern, as well as the effect of miss-
ing responses. Some questions that should be of concern .o the researcher are

the following: / .
st
1. What is'the magnitude of the bias.resulting from these sources
of response error? [* ‘ -
.
2. Is editing or deletion needed to reduce measurement error

caused by inconsistent responses?
Y ‘ N

* 3. How serious is the error caused by nonresponse?

4. If a nonresponse bias imputation pro-:edure is needed, which one
would be "best" for the type of items being examined?

In this study, these questions were investigated for 20 critical items that
were selected a: representative of the various types of items found on the NLS
instrument. After conversations with RTI's data editing staff, those key
items that the data editors felt had the most missing or inconsistent data
were selected. While the items studied in this investigation are similar in
format to other items on the instrument, the frequency of response errors may
be greater among the study items since the anticipated worst cases were se-
lected. The orjginal responses before telephone editing were used to form the
data base for the investigation, and the responses after telephone resolution
were used to judge the quality of the data set and the performance of the
imputation procedures. The effect of response errors in the original data and
the efficacy of the two common nonresponse adjustment procedures--hot deck and

weighting class--are discussed in the remainder of this section.




A, Response Error Bizs in the Experimental Data Set

Estimates of population values fFom sample surveys are subject to two
kinds of error. Variable error is the random portion which includes sampling
error attributable to the random selection of individuals rather than a com-
plete census of all individuals, and also variable measurement errors due to
the natural fluctuations in questionnaire responses and data transcriptionmns.
The second type of error is bias which is a systematic error that can result
from the estimation procedure, nonresponse, or nonsampling errors inherent in
the measurement broqgss. One may model the total error associated with using

the sample estimate 6 to predict the population parameter 6 by

<

'
-~

A‘ ~ ~

6 -6 = [6-E(M@] + [E(6) - 6]
where E(8) is the expected value of ‘the statistic & over a conceptual sequence
of repeated samplings and repeated interviéwing-transcribing trials for a
given sample. The first term represents the variable errors; the second terp
represents the bias. The mean sQuare error (MSE) is defined as the expecta-
tion of the squared total error and is given by

~ ~ -~ ~ /

El6 - 8 12 = E[6.- E® 1%+ [E(8) - 8]
O N .42 .

MSE = Var(8) + [Bias]

-~

The first . .rm of the MSE is the sampling variance of the estimate 6 ; the
second term is the square of the bias of the estimate.

The ultimate problem of the sample designer is to construct a sample
survey in such a way that the total error of the results is minimized (not
just the random sampling error). This means that concern must be given to the
protocol for collecting the data, the design of the survey instrument, and the
number of individuals to be surveyed. Similarly, in utilizing the survey
data, the investigator must also be concerned with the total error. After' the
data is collected, huwever, the variable or sampling portion of the error is
fixed. In this case, the investigator should.be concerned with the extent of
instrumenht and item nonresponse, and with the amount of systematic measurement

or response error that is evident in the data. Various imputation procedures
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are available to reduce the bias caused by nonresponse, and logical editing

and/or deletion may be used to resolve inconsistencies which are symptomatic
‘ of response or measurement errors in the data.

The effect of bias when drawing inferences from survey data can be illus-

v trated by éxam{ning the effect on interval estima*es and their associated’

‘ confidengg coefficients. When bias is present, the entire sampling distribu-

tior of © about 8 is displayed by an amount equal to the bias. This results

{ in a distortion of the areas ir the tails of the simpling distribution of the

appropriate test statistic. For example, suppose (6 - Bias - 6)/38

is distributed as Student's t, in which case the proper two-tailed confidence
p

limits for © with confidence coefficient a are given by

Bias ]

e+tS,[xt1-
9. tS,

e

where t is the value of the t statistic at 1 - a/2. If the bias is positive,

the standard ifiterval represented by the confidence limits

0t Se

will exceed 6 more frqufntly than it should. Negative bias will have the
opposite effect. For each increase of 0.5 in the absolute bias ratio,
( Bias /Sa), the probability that the corresponding interval fails to contain
® will be approximately doubled. If, for example, the bias ratio for a sample -
statistic is 1.0, a presumed 95 percent confidence interval would have a
chance of about 20 percent of excluding © instead of a 5 percent chance.

In most surveys, the bias of sample estimates is not known. However, in
this empirical-investigation, the bias in survey estimates due to using data
containing item nonresponse and items whose responses are logically incon-
sistent with one another could be determined since telephone corrected and
completed data were also available. As discussed in Section 3.2, the ex-
perimental data set that was constructed of the original responses to the 20 |
selected critical items had.a relatively low rate of item noanresponse and a
somewhat larger rate of inconsistencies. The rate of inconsistencies for an %

| item is somewhat misleading since it is a measure of the proportion ot times a
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response given to that partifular item disagrees with other responses on the
same instrument. An incdnsistent response may be correct or incorrect.
However, if the respoases to twd different item; logically disagree, then at
least one of the items is incorrectly ~nswered. This obvious source of mea-
surement error was investigated as well as nonrespbndent bias. To the extent
that the 20 critical items are representative cf the NLS instrument, comments
concerning response and nonresponse errors in estimates and procedures to deal
with these errors apply to other items on the instrument as well.

In general, considering the fact that the critical items selected were
judged most prone to response and nonresponse errérs, the\quality of the data
appears to be relatively good, even before the telephone editing. Three mea-
sures of quality-;the relative bias, the relative root mean square error, and
the bias ratio of an estimate--were used to evaluate the accuracy of the esti-
mates resulting from the 20 selected critical items.

The relative bias (RB) is defined to be the bias divided‘By the popula-
tion value being estimated. This measure of data quality reflects the common
specification of data analysts that greater accuracy is needed for estimates
of smaller population values. For this study, the relative bias of a statis-
tic was estimated as the bias (the difference between the statistic and
Y-TRUE), divided by the "true" population value (Y-TRUE) obtained using the
telephone edited and corrected data. Of the 51 estimates computed for the
ent@;e population using the experimental data set of 14 discrete items with no
imputation or editing procedure (NI),. 42 have moderate to low relative biases
of less than 5 percent (see Table 4-1). The average relative bias for the Sl
discrete estimates was 2.25 percent. The estimates of the mean value for the
entireropulétion for the 6 cvntinuous questions had an average relative bias
of 0.8 percent, and all estimates have relative biases of less than 5 percent
(see Table 4-2). ‘

The relative root mean square error (RJMSE), which was defined to be the
square root of the mean square error of the statistic being estimated divided
by the value of the estimate obtained when the telephone edited and corrected
data were used (?-TRUE), is a better measure of the quality of the data base.
However, these estimates obtained using the experimental data set do not re-
flect the quality of the NLS data set, since the experimental data set was
only about three-fourths the size of the full data set. This occurred due to

the fact that only one-half of the fail-edit mail questionnaires were included

L
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Table 4-1.--Comparison of no imputation estimates when inconsistent data is removed (NIC) and\ﬂunr\etained (NI) -

Part 1: Proportions estimated for the total population
—

SAMPLEE NE ME NI NicC NI NIC NI NIC

TIEN RESPONSE SIZE & - TRUF 81AS RO% HH% RBX 8K BR RVASEx RVASE
TulA 1 15089 72,29 ~1,74 -2.40 -2,38 0.96 -4,21 1.52 2,45 1.1
Taic 1 15089 17,16 =0.07 y -0.40 -0,31 -8,97 ~0.14 ~4.40 2,21 9.19
TY1D 1 15089 8,12 0,30 7.28 7.06 -8.37 1.67 ~1.7¢ 8,23 9.70
1416 1 15089 9,19 -1.25 ~13.59 -13,67 ~13,37 ~5.,06 4.9V 13.93 13.64
TU9A 1 15089 - 67,82 -4,49 -6.62 ~6,69 -0.98 -9,05 *1.13 6.73 1.30
IU9C 1 15009 32.15 “0.56 "1.1" '1.63 ‘9.12 '1005 ’6001 2.21 9003
TU9y 1 15089 3,96 0,01 0.25 0,53 ~18.47 0.11 ~4,43 4,67 18.93
1096 1 15089 7.00 -1.57 ~22,41 -22,54 ~22,84 -5.21 ~4.67 22.96 23,36
Tul0 1 15089 61,22 0.06 0.09 0,09- 1.99 0.10 2.28 0.87 2.18
Tu10 2 15089 13,06 -0,05 -0,38 ~0,24 ~9,53 ~0,09 -3,83 2.66 9.85
1410 .3 15089 1,45 -0,06 4,13 -5,97 -14,93 ~0,77 -1.82 9.76 A7.02
Tu10 Y 15089 24,27 0,05 0.20 0,26 0,98 0.16 0.64 1.62 1.81
Tu12 1 3644 25,66 1.38 5,37 5,03 12,77 1.41 -3.38 6.16 13,32
Tu12 2 3644 7.20 -0,01 -0.13 0,52 5.38 0.07 0.72 7.05 9.17
Y 3 3644 67,14 ~1.37 -2.04 -1,98 4.30 -1.18 2.39 2.59 4.66
TU29 1 11439 91,40 0.01 0,01 0,03 0.06 0.09 0.15 0.39 0.40
1029 2 11439 8.60 -0,01 -0.11 -0,39 ~0.64 ~0,09 -0.1 4,22 4,32
1033 1 423y 17.56 1.26 7,17 6,79 ~22.97 s 1451 4,52 8.14 23,53
1438 2 4234 3,57 0,31 8.68 9,81 5.99 1,33 0.70 12.26 10,33
Tu3s 3 4234 78,87 -1.57 -1.99 -1,95 4.84 -1.90 3.71 2.20 5.01

.1 Tusi 1 15089 47,13 0.42 0.89 0,48 -0.23 0.36 ~0.18 1.40 1.31
N tusy 2 15089 52,87 -0,42 -0.79 -0,43 0.21 -0.36 0.18 1.25 1.17
v ooTes2 | 1 7579 49,75 0,24 0,48 0,61 -0.10 0,45 «0.12 1.47 1.47
1052 -3 7579 50,25 -0,24 -0.,47 -0,60 c.18 “0.45 0.12 1.46 *1.46
TUGE 1 1579 20,29 0.29 1.42 1,32 ~1.17 0.77 «0,59 2.16 2.29
1466 2 1519 32,03 1.08 3,37 4,15 3,73 2.32 2.15 4,52 4,11
1466 3 1579 47,68 -1.38 -2.89 -3,35 -2,00 ~2.26 1,50 3.66 2,46
190 1 7579 65,64 0.12 0,18 . 0,19 0.81 0.16 0.73 1.16 1.38
Tu90 2 7579 4,67 0.26 5.57 5,73 -0.64 0.77 ~0.09 9.33 . 6.58
TuYo 3 7579 5,79 0,02 0,34 0,93 “1.1%5 . 0424 -0.18 6.59 6.36
V90 4 379 23,90 -0,40 -1.67 -1,87 -1.84 -0,52 ~0.52 4,03 3.99
1101 1 15089 84,17 -0,01 ~0.01 -0,12 ~0.15 -0.30 -0.30 0.42 0.43
TUl01 2 15089 15.83 0,01 0,06 0,66 0.82 0.30 0.38 2.26 2.30
w102 | 1 2199 66,64 -0.53 fo.19 -0,46 0.34 -0.23 0.16 2.04 2.08
Tu102 2 2199 33,36 0.53 1,58 0,92 -0,69 0.23 -0.16 4,09 4.15
Ta11s 1 150089 92,68 0,00 0,00 -0,09 -0,05 -0.42 -0.21 0.25 0.24
& 1e1s 2 15089 0,90 0,01 1.11 1,96 -Z.23 0.19 -0.20 10,33 11,01
Tulls 3 15089 6,42 -0,01 -0.15 1.16 1.04 c.29 0.26 4,06 4.00°
Tu12Y 1 150089 9,78 0.02 0,20 -0,17 -0,55 ~0,0% -0.14 2,92 3.97
Tu129 2 15089 45,95 0,00 0,00 -0,06 -0,02 -0,07 -0.02 0.91 0.91
Tu12y 3 15089 4,02 ~0,01 ~0.24 0,07 0.02 0.01 0.00 5.08 5.07
10129 4 15089 . 40,25 -0,0% -0,02 0,10 0.16 0.15 b.22 0.70 0.73
TUl31A 1 6336 73,00 0.11° 0.15 0,07 0.03 0.08 0.03 0.91 0.93
Tu13ic 1 6336 7.87 -0.02 -0,25 -0,03 8.19 0.00 0.03 6.38 6.44
Tu1310 1 6336 4,30 0.00 0%, 06 0,08 0.32 0.00 0.02 11.53 11.54
Tu130F 1 6336 26,45 -0,02 -0,07 0,16 0.26 0.0y 0.07 .3.38 s.41
Tu1¥6boX 1 7010 18,19 0.02 0.10 0,00 0.06 0,00 0.01 3.45 ' 3.45
TU136A N | 5743 71,91 0,00 0.00 0,00 -0,01 0,00 -0.01 1.06 1.06
TuL b6l 1 5743 ¥.09 0.00 0,00 0,37 0.39 0.06 0.06 SeT1 5.72
TuS60 1. ST43 3,89 0,00 0.00 -0,19 <0.16 -0,02 ~0.02 1.76 1.76

1 :P 3bf 1 Y 21,81 0,01 0,04 -0,39 -0.43 -0.11 -0.12 3.%2 3.51

- y J
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) wavle Z-;.(coucldued;-—Compazxson Ol no amputation escimates when inconsiscent aata is removea (NIC) and when
. retained’ (NI) - Part 2: Means estimated for the total population
. . o
SAMPLE ° sE 3 Ml .- NIC NI NIC NI NIC
.- LIEN T OSj2E ). Vemwur BIAS - ROs Hp% RiX B8R 8R .RVASES  RVKSEX
1919 11445 38,7% 8.U0 0.00 0,04 0,14 o.%z 0.43 0.33 0.37
' 1ul6 11445 160,26 ~0.21 -0.13 - 0,14 0.27 0.22 0,44 0.63 0.60
1U89HA 7579 2102;30 7.68 0.36 1,20 0.60 0.87 0445 1.81 1.45
1G1%1FA 15089 7033,68 -17.34 -0.24 -0,44 “U.30 ~0.44 =0.29 1.08 1.06
10141FB 15089 AT704,41 . =38.25 " -0.43 -0,57 “0.41 -0.66 -0.53 1.08 0.89
Clossary of Terms Used in Table
'5- \‘ -
. - . ..
X . SAMPLE SIZE - number of sample members eligible to respond to a particular item for the domain
. under consideration. ,
- . . -
Y-TRUE - the estimate obtained using the telephone corrected and 'completed data.
- he * ‘,‘~ . -
o oa. ME - measurement error caused by. the use of data containing logical inconsistencies.
N ’
[+ ] : . ’
' RBY - - the relative Dias defined to be the bias divided by the value of ¥-TRUE,
expressed as a percentage. .
: ¥ . -
. BR - the bias ratio defined as the bias divided by the standard error of the estimate.
— ! % :
RYMSE% - the relative root mean square error defined as the square root of the mean square
: error divided by the value of Y-TRUE and expressed as a percentage.
. “~
» . ‘
;2(\.
o
- 3J : . , \
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Table 4-2.--Average quality of the data for selected subdomains

Discrete ltems Continuous Items
Domain Average Average Average Average Average Average Average Average
* HE NL N1 NI . ME NI Nl Nl
|enz]  fwsx]  jer}]  mASEY jusz] vz}  |sr}  R/ASEX
Total 2.11 2.25 0.91 4.64 0.50 0.80 0.64 1.29
Sex: Hale 1.98 2.08 0,65 5.90 0.72 1.01 0.50 1.87
Female 2.62 2.718 0.64 6.96 0.29 0.43 0.26 1.59
Abiiity:  Low < 2.63 2.98 0.43 8.8} 0.69 1.42 0.37 1.26
Middle 2.72 2.83 0.64 1.07 0.86 0.79 0.35 1.97
High .23l 2.1 0.59 8.62 0.55 0.61 0.132 1.80
SES: Low . 2.41 . 2.50 0.49 1.02 0.78 1.41 0.54 2.50
Middle 2.51 2.24 0.66 6.20 0.32 0.58 0.38 1.38
igh 2.49 .1 0.65 8.18 0.72 0.78 0.37 1.97
kace: Black . 3.41 3.74 0.49 10.25 1.16 2.01 0.62 4.02
White 2.00 2.16 0.74 5.2 0.47 0.72 0.55 1.30
iispanic 4.97 3.03 0.35 12.10 0.29 9.36 0.48 17.28
Other ° 2.74 3.03 0.35 12.10 1.04 1.19 0.28 3.51
Regton: Northeast .2.64 ' 2.8 0.51 9.19 - 0.88 1.28 0.49 2.54
South 2.16 2.43 0.69 7.11 0.38 0.38 0.26 1.50
Noreh Central 2.39 2.74 0.59 6.23 1.12 1.50 0.66 2.60
West 2.32 2.5) 0.51 8.09 0.35 0.51 0.23 2.30
Race x Ability:
Black: Low 4.135 4.96 0.42 14.76 3.75 4.72 0.67 8.15
Hiddle 3.15 3.69 0.35 21.99 0.5) V.27 0.22 6.45
White: Low 2.42 2.n 0.26 12.33 0.79 0.69 0.21 3.7
Hiddle 2.86 3.00 0.58 7.82 0.82 0.12 0.31 2.01
High 2.11 2.1 0.57 8.64 0.57 0.6} 0.1 1.29
Other: Lau 4.58 5.06 0.25 22.76 1.46 2.85 0.33 1.98
Hiddle 3.24 1.68 0.20 22.12 2.67 2.86 0.28 1.25
Wigh 3.22 3.54 0.22 31.08 0.59 1.21 0.20 7.08

NOTE.--The domain estimates tor ‘blacks of high ability and cross tabula-
tions involving MHispanics were not included in this table since there
were too few in the sample to compute valid variance estimates. For the
rest of thc domains, the average of the absolute value of the relative
biases expressed as a percentage (|[RB%|), is given for the measurement
error due to inconsistencies ir the data (ME) and for the total error of
the no imputation (NI) esitmates. For the no imputation estimates, the
O age of the absolute values of the hias ratios (|BR|) and the average
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relative root mean square errors (R/YMSE) are also given for each
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in the data set. The weights were adjusted as discussed in Section III-A to
account for the subsampling so that the means and proportions are valid esti-
mates; however, the variance of the estimates will be larger than what would
be obtained had the full data set been used. Thus the relative root mean
square errors of the estimates will also be larger than if the full data set
had been used. For the estimates of proportions using the entire population
as the domain, 34 of the 51 estimates had relative root mean square errors of
_less than 5 percent and 46 were less than 10 percent. The average relative
root mean square error for the 51 proportions estimated from the 14 discrete
items was 4.64 percent. All of .the estimated means for the entire population
resulting from the 6 continuous items had relative root mean square errors
that were less than 5 percent, with an average value of 1.29 percent (see
Table 4.2).

A fipal measure of the-quality of the survey estimates is the bias ratio
(BR). ' The bias ratio was defined to be the bias oi an estimate divided by the
standard deviation of the estimate. The bias ratios presented in this paper
are, ag;in, not the same. as those which would have resulted had the full data
set been used. In this case,\the bias ratios should be smaller than those for
.the full data set since the denominator ~v standard deviation is larger due to
subsampling increasing the variance of the estimates. As mentioned previous-

ly, the error rates for confidence intervals double for every increase of 0.5

N in the absolute value of the bias ratio. Considering that the bias ratios

obtained using the experimental data set would be expected to be less than
those using the full data set, the quality of the estimates with respect to
the bias ratios” is not as good. Because the large sample size results in
small variances, even a moderate bias can have a large effect. Looking at
total population estimates, 17 of the 51 estimated proportions and 3 of the 6
estimated means have absolute bias ratios greater than 0.5 with 13 proportions
having bias ratios greater than 1.0. From examining Table 4.1, one can see
that the large bias ratios are mainly associated with TQl and TQ9 and with
items within.routing patterns.

To determine the effect on the bias of inconsistencies which were occur-
‘ring at a high rate, a data set was constructed that contained the original
inconsistent data but had all nonresponse replaced by the resbonse obtained in
the telephone interview. The difference between the estimates obtained using

this data and the estimates obtained using the data set with both inconsisten-

- 4z
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cies and nonresponse corrected is the bias due to the presence of inconsistent
responses which will be referred to as the measurement error (ME) bias. Note
that the estimates obtained from the experimental data set using no imputation
or editing (NI) contain both this measurement error bias as well as nonre-
sponse bias. Referring to Table 4.1, which gives both of these bias terms for
the proportions estimated for the 14 discrete items, one can see that measure-
ment error caused by inconsistent (and incorrect) responses was the most
important component of the bias in the no impiucation estimates. This is to be
expe&ted since the item nonresponse rate for discrete iteas was less than two
percent in the experimental data set; hence, the assoc’ated nonresponse bias
would be expected to be small as well.

A general conclusion that c;n be made for the discrete items is that
nonresponse is not an important factor in the bias of the no imput-tion es-
timates and any imputation procedure that me?ely replaces missing values will
not compensate for the most important source of bias, namely, measurement
error due to inconsistent and incorrect responses. In fact, in many instances
the nonresponse bias and the measurement error bias have opposite effects so
that the total bias in the no imputation estimates is less than the measure-
ment error bias. One easily implemented approach to the problem of inconsis-
tent data might be to remove the inconsistent responses to various items and
code the responses as missing. This procedure was used on the experimental
data set and estimates were obtained using no imputation on this new data set
which had only consistent responses but many more missing responses. Refer-
ring again to Table 4-1, which gives estimates for the discrete items for the
entire population, one can see that, in.general, the bias of the no imputation
estimates when inconsistent data is removed (N{C, for no imputation, consis-
tent data) is larger than the no imputation estimates obtained using the
inconsistent data (NI). The problem is that a data item may be inconsistent
with another data item and yet be correct, so that by discarding all responses
to an item that are inconsistent with responses to other items on the same
instrument, information is lost and nonresponse becomes a more serious prob-
lem. For instance, the discrete items TQl and TQ9 were multiple response
option iteﬁs in which the individual was questioned concerniné his activities
in October 1976 and October 1975 respectively (see Appendix C for the text of

the questions). Although the individual was instructed to circle all optioms
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which applied to him, a typical error was for an individual to circle only
his principal activity. For instance, an individual working full'time and
taking one or two college courses at night often did not circle.option num-
ber 3, "Taking academic courses at a two- or four-year college." Response
errors such as these were often detected as an incomsistency when the indivi-
dual respondedsﬁyes" to TQ52 or TQ66, which asked if classes were taken during
October 1976 and October 1975, respectivaly. Thus, inconsistent responses to
TQl and TQ9 were often of the form where one option was cir:led when one or
two additional options should have been circled as well. One can see, in this
instance, that discarding all responses to TQl and TQ9 when an inccnsistency
is identified will not solve the problem. The discarded inconsistent data
(which gill now be regarded as missing) are atypical of the remaining data in
that the proper edited responses for these excluded individuals are nearly
always combinations of two or more of the pos3ible activity states. Such
deletions also exclude good response items which are inconsistent with other
faulty items; for example, TQ52 may correctly indicate classes taken in 1976,
while TQl fails to include the "Taking academic courses ...'" option resulting
in the deletion of good TQ52 data. Obviously, removing responses to items that
are inconsistent with one another is not an adequate way of reducing the bias
resulting from the use of data containiné logical inconsistencies.

Another concern in evaluating the importance of response error biases is
the effect og the bias of domain estimates. The following two sectiomns will
evaluate response error bias and total bias for the entire population and then
for the selected domains of males, individuals of high ability, individuals
with low socioeconomic status (SES), individuals from the South, and blacks of
average ability. Thsse particular domains were selected as being of special
interest in illustrating the effects of differing response patterns and dif-
fering sample sizes. Tables presenting the resultszfor these domains are given
in Appendix F. Since removing inconsistent responses almost &xclusively
resulted in poorer esEimates, only the response errors for the no imputation
statistics computed using the experimental data set containing both inconsis-
tent and missing data will be evaluated.

1. Respopse Errors in the Estimates for the Entire Population

The problems created by response error bias are entirely different

for estimates obtained from discrete and continuous items, so these were '
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analyzed separately in this investigation. The differences can be seen by
examining Attachment B-2 of Appendix B which gives the rate of nonresponse for
each item and other response errors for the subsample of fail-edit question-
naires. )

The rate of inconsistencies (i.e., where a response to a data item
was inconsistent with the responses to one or nmore items on the same instru-
ment) was partitioned into a rate for inconsistent but correct, and another
rate for inconsistent and incorrect. The designations of correct and incor-
rect were determined by comparing the original data with the data obtained in
the telephone interview. The discrete items TQl and TQ9 which were discussed
in the previous section have especiallyilarge rates of inconsistent and incog:
rect responses. In ‘addition to thesé two items, TG33 and TQ6§, which are
discrete items located within routing patterns controlled by TQ32 and TQSI;
respectively, haVE'spmerag lg;ggqute§~9f‘incdnsistencies. For the discrete
items, the rate of missing data was quite low; with 4.4 percent of the sub-
sampled fail-edit questionnaires leaving TQl18 blank, and 2.4 percent leaving
TQ90 blank-~-the highest nonresponse rates found. For the continuous items,
nonresponse was a much éreater source of error than inconsistencies: Items
TQ141FA and TQl41FB, which requested t;tal income in 1975 and 1976, respec-
tively, each had nonresponse oOr bad data amounting to 23.9 percent of the
fail-edit questionnaires. lOn'a somewhat smaller scale, TQ89HA and TQ89HB,
which requested the total cost to the student to live and go to school in
1974-75 and¢;975-76, respectively, had ‘nonresponse rates of 4.9 percent and
5.2 percent. Inconsistent and incorrect data occurred at the highest rates
for TQ89HA and TQ89HB also, with 4.2 percent and 4.6 percent responding incor-
rectly. In general, though, one may say that the items with categorical
responses had low rates of nonresponse and higher rates of inconsistencies,
while the items with quantitative responses had the opposite situation of
lower rates of inconsistencies aad higher rates of nonresponse. *

’ The effect of the inconsistent and incorrect responses in the dis-
crete items can be seen from an examination of Table 4-1. Items TQl wnd TQ9
displayed the most inconsistent responses, and it is for these estimatés that
the largest values of the relative bias, bias ratios, and relative root mean
square errors occur. For each of these two items, the proportions circling

* response options A, C, D, aﬁd G were estimated. The bias was negative, in

general, indicating that the proportions would have been underestimated had
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- the inconsistencies not been corrected by telephone interview. The largest

biases were recorded for TQIG and TQ9G in which the proportion unemployed in
1976 and 1975 was underestimated by 14 and 23 percent, respectively, in the no
imputation estimates. Many of the remaining large values encountered for the

relative root mean square error were associated with the estimation of small

* proportions from subsets of the entire domain. These large values are to be

expected since the variance of the estimates of small proportions will be
large in relationshlp to the value of the estimate. Furthermore, by using
only three-fourths of the full sample, ,the variances of these estimates will
be greater than for the full sample. The effect on the variance of estimating
small proportions is more pronounced when the estimation is being done for a

subset of the entire population, such. as those who attended school in 1974~

: 1976‘(the only individuals eligible to respond.to TQ52 - TQ97), those married

in the first week of October 1976 (the oniy individuals eligible to respond to
TQ130 - TQ136), or those unemployed in the - first week'of October 1976 (the

’only individuals eligible ‘to respénd to TQ1l and TQl2). With respect to the

bias ratio, the largest; values appeared for items TQl and TQ9 and for items
TQ12, TQ33, TQ66 and TQ90, which are items within routing patterns.

To gain a further understanding‘ of the effects of the response
errors to TQI and TQ9, some cross tabulations were computed for the total
domain. Fof purpos*f of comparisoP, cross tabulations of some similar re-
sponses to TQ131 and TQl36 were also insluded. Note that TQ131 and TQ}36 asks
the respondent about his spouse's activities in the first week of October 1976
and in October 1975, respectively, using a format similar to that used for TQl
and TQ9 which ask about the individual's activities. These tabulations are
presented in Appendix G. One can easily see thaé the quality of those cross
tabulations involving TQl and TQ9 is very poor. The relative bias for the
estimate of the proportion of individuais who worked and took academic courses
at a 2- or 4-year college in October 1975 (TQ9A and TQIC both circledi was
-24.70 percent. The bias ratio for this estimate was -14.76. Note that the
cross tabulations for items TQ131 and TQ136 did not display this bias due to
inconsistencies. However, for these two items, there were no similar items on
the questionnaire that could be used for editing of logical inconmsistencies.

In general, one can see the need for editing of the responses to TQl
and TQ9 since the individual tabulations and cross tabulations involving these

items were of poor quality. Because of the importance of these two items in

-~

'z&' B
1

/ -34-

, 44

’ -




classifying an individual's work and academic activities, NLS resolved all
inconsistencies using a telephone interview. It may be argued that the data
in TQ131 and TQ136 should be used with cauiion since their format is similar
to TQl and TQ9. The instrument did not provide a means for checking these
items with respect to consistency so that faulty data could not be detected
and corrected in the telephone interview.

The quality of the.estimateé obtained from the continuous data was
better than that of the discrete data even thougl some of the items had large
rates of nonresponse (see Table 4-1). The relative bias caused by inconsis-
tencies was quite low which contributed to the fact that the no imputation
estimates had reasonably small relative biases and relative root mean square
errors. Nonresponse bias, even for TQl41l which had nonresponse amounting to
around 13 percent,:did not have a significant effect on the quality of the
estimates for the total population. However, the bias ratio for 3 of the 6
means exceeded 0.50. The significance of this with‘respect to the use and
interpretatidn of confidence intervals was discussed previously. The biases,
though small in relation to the value being estimated, are large with respect
to the standard deviation of the estimates. Thus, the total bias of the esti-

mates is of concern and some procedures are necessary to correct for it.

2. Response Errors for Domains

As may.be seen from ;n examination of Table 4-2 and the tables in
Appendix F, the patterns of response errors were basically the same for the
domains composed of males, individuals of high quality, individdals with low
socio-economic status (SES), \individuals from the South, and blacks of average
ability as the response error pat:tern was for the total populatioa. A compar-
ison of these tables should be made carefully as domain sample size has an
effect on the bias ratio and relative root mean square error. For instance,
the bias ‘ratio of estimates for males may be expected to be lower than for the
total population since the standard deviations of the estimates for males
(which forms t%} denominator of the ratio).are larger thgn the comparable
standard deviations of the estimates for the entire population. Thus, the
smaller sample size of domains will result in a larﬁer variance which will
cause the bias ratio to decrease and the relative root mear square error to

increase with respect to that of the total population. In compariag estimates
© .
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for domains of different sizes and in comparing estimates for different items
within the same domain (not all domain members answer each item because of the
preseuce of routing patterns), the bias ratio and root mean square error
should be used__cautiously because of the effect due to sample size. The
remainder of this section discusses various aspects of response errors using
examples from domains. .

The comparison between the quality of data for individuals of high
ability and the entire population gives unexpected results. One's intuition
might suggest that high ability individuals would have less trouble than the
general population in understanding and #sponding to the instructions in the
instrument. Referring back to Table 4-2, one unotes that the average of the
absolute rqla&ive measurement error biases for the discrete items is 2.31
percent for high ability individuals as opposed to/2.11 percent for the entire
population. Similarly, for the continuous item;{ the average of the absolute
relatiye measurement error biases is 0.55 percent for the high ability indi-
viduals as opposed to 0.50 percent for the entire population. Since the item

response rates were essentially equal for the two ‘domains, it is likely that

the difference in the average quality of the data with respect to relative

bias can be attributec¢ to measurement error rather than nonresponse.

An exceptiou to this result occurs for Item TQ118. - A large increase
to -13.67 percent wa; seen in the.rélative bias for the no imputation estimate
of the proportion of high ability individuals responding "2" to TQ118 (indi-
cating that since October 1974 they had served in the National Guard or Re-
serves). Since the experimental data set had no inconsistent, incorrect
responses to this item, this bias was due entirely to nonresponse and illus-
trates how even a small rate of item nonresponse (approfimately 2 percent of
the full NLS data set) can have a serious effect when a small proportion (in
this case 0.41 percent) is being estimated. .

As may be seen in Table 4-2, the average quality of the data for
blacks tended to be somewhat worse than that observed for the entire popula-
tion. Much of the difficulty appears to be in the interpretation of routing
patterns where large mea2surement error relative biases were observed (28.57

percent for response 2 of TQQO and 18.60 percent for response 2 of TQ33 as

seen in tables presented in Appendix F). These larger measurement error

biases lead to larger values for the relative bias of the no imputation esti-

mates and contribute to the larger values of the relative root mean square

7
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error. The effect of bias in conjunction with a small size can be seen in the,
relative root mean square errors for the discrete estimates where only 16 of
the 51 estimates' have relative root mean square errors of 5 percent or less;
whereas 34 of the estimates for the total population have relative root mean
square errors of 5 percent or less.

Two of the more striking examples of the effect of measurement error
bias occurred for the estimates of the proportions of blacks of average abil-
ity circling IQlG, indicating they were unemployed in October 1976 and October
1975, respectively (see Appendix F). For these proportions, the relative
biases of the no imputation estimates were -27.42 and 46.85 percent, respec-
tively. If telephone editing had not been used to correct the™Sgconsistencies
for these items, the proportion of black individuals unemployed\ in Octoﬁer
1976 and October 1975 would have been estimated ;s 11.32 and S.
instead of the 15.60 and 11.23 percent estimates obtained after editing.'

The examples given above illustrate the effect that measurement
error and nonresponse bias can have in the presence of samples of different
sizes. The most surprising aspect of the examination of response errors by
domain was that there is little variation in the pattern c¢f errors across
domain. Minority groups such as blacks and Hispanics tended to have data of
lesser quality with respect to relative bias than the general population, but
these differences were not major (see Table 4-2). . The cverall quality of the
data with respect to relative root mean square error was r?ther low for many

domains, but this was predominately a function of. small sample sizes.

B. 'Comparison of the Perférmance of‘Hot Deck and Weighting Class

Estimators with That of No Imputation Estimates

Ig‘ks clear from the previous discussion that for discrete items in
general and for the continuous items within routing patterns, logical in;
consistencies occurring in the data can have a serious effect on the bias.
For instance, if all missing data were replaced by the true value using either
an imputation procedure or telephone foliow-up, the measurement error bias
" associated with an individual failing to respond in a correct manner to the
questions would still be present and cculd cause serious problems in inter-

preting the estimates obtained from some of the items. The focus of rthis

investigation was to investigate nonresponse bias s the potential benefits of

)
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logical editing to correct inconsistent data were not investigated. However,
the hot deck and weighting class imputation procedures did force the r;;ponse
within a routing pattern to agree with the lead-in quesiion. When an in-"
consistent response (or responses).¥Was encountered within a routing pattern,
the entire set of responses to the items within the routing pattern were
replaced (see Sections C.2 and C.3 for further discussion). Thus, the perfor-
mance of the two imputation procedures depends upon three factors: the amount
of nonresponse bias in the estimates, the extent to which the imputation
procedure reduces_the nonresgonse Lias, and the dey-ee to which replacing
inconsistent responses within a routing pattern impr..es the quality of the
estimates. These issues will be discussed with ;éspect to the discrete items
as a group and then with respect to the continuous items.

" Tables presenting the relative bias (RB), the bias ratio (BR), and the
relative root mean squage error (RVMSE) of the no imputation (NI), hot deck
(HD), and weighting class (WC) estimates for all items may be found in Appe'l-<
dix H, for these selected domains - total population, males, high ability
indiv%duals, blacks, individuals ¢f low socioeconomic status, Southerners, and
blacks of averagi’ability.- Further, Appendix I gives the RB, BR, and RJMSE of
these estimates for all domains for selected discrete items and for all of the
continuous items.

1. The Success of the Nonrespense Imputation Procedures in Reducing the

_Total Bias of Estimates Associated with Discrete Items

An examination of these tables given in appendices H and I reveals
that the weighting class imputation procedu-e devised for use with discrete.
items almost uniformly produced estimates whose total error was greater than
that of the hot deck and no imputdtion ?stimates. Part of the reason the
weighting class imputation technique performed so poorly was that the 9umber
of nonrespondents to an item within each weighting class was so small (often
a as one or two individuals) that it was ;mpossible to have the propor-
tid® of nonrespondents assigned each response equal the proportion o respon-
dents who gave the fesponse. Because of its obvious lack of efficacy in
reducing ihe total error of:the discrete items, the weighting class imputation
procedu;e was not subjected to a lengthy analysis to compare the estimates
with those produced when no .imputaticn or editing procedure was used. The

results of the use of the w+eighting ciass procedure are s'mmarized in Table

4-3, however.




In general, the hot deck impuiation procedure did appear to have
some effect in reducing the bias of survey -estimates. Table 4-3 gives the
averages for all 51 estimated propertions of the absolute relative bias, the
absolute bias ratio, and the relative root mean square errors by selected do-
mains of interest. For almost all of these dgmains, the average absolute
relative bias and the average absolute bias ratio are less for the hot deck
estimat2s than for the no imputation estimates. For instance, the average
absolute relative bias of the estimates for the total population is 1.92 per-
cent as comgarqd'with 2.25 percent when no imputation is used. Similarly, the-
average absolute bias ratio is 0.83 for the hot deck estimates as compared
with 0.91 for the no imputation estimztes. The bias ratio would be expected
to be less since the. variance of the.hot deck estimates is usually greater
than that of the no imputation estimates reflecting the greater variability of
the hct deck procedure. However, the fact that the average relative bias is
smaller does indicate that over all the 51 estimates, the hot deck procedure "
is reducing the bias in general. The domains in which the hot deck estimates
are not better on the average, tend to be the small domains such as race equal
to Hispanic or Jther. For those domains in which the hot deck estimates per-
formed better, the average relative bias reduction was less than 0.5 percent.
Much of the bias reduction re:ulting from the use of the hot deck technique
was associated with a corresponding increase in the variance, so that the
difference between the average values.of the relative root mean square error
for the two procedures is.usually small (a tenth of one percent or less).
Nine of the 25 domains haé the average relative root mean square error less
for the hot deck estimates, including the estimates based upon the total pop-
ulation where the average of the relative rcot mean square errors was 4.53
percent as opposed to 4.64 percent fof the no imputation estimates.

Another way of comparing the hot deck procedure to the no imputation
procedure is to count the number out of the 51 proportions in which the hot
deck estimate has a smaller absolute relative bias or a smaller relative root
mean square error. Table 4-3 presents.this data with the number out of the 51
estimates for vhich the hot deck estimates have smaller absolute relative
biases--abbreviated as NUMBER HD |RB| < NI |RB| and the number which have
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_— Table 4-3.--Comparison of the avesage performance of hot deck and welpghtlug class estimates with that of the no feputat lon st lestes ’
for dlscrete items Py -
dl
e -
Average Average Average Number MNumber Averag Average Average Averagé Average Namber. Number Nuaber
Dosain NE " W wo|asf wcixs]  w o W NI "o wC_ HU RAMSET wC a/nSEX
|mex]-  |kex|  {usx| <uijre} wr|ws| fek|  |sr]  s| wsEx RASEX eAMSEX  <NI RAISEX. <N RMSEX . :
} ' Total 2.25 1.92 312 34 15 0.91 0.83 1.06 4.64  4.53  5.04 22 14
Sex: Male 2.08 1.82 2.67 29 18 0.65 0.5 0.0 5.90 5.88 6.24 17 14 ,
- Female 2.18 2.59 5.15 25 19 0.64- 0.62 0.81 6.96 6.89 8.78 26 - 13
Abflitys Low 2.98 2.82 5.56 2 14 043 - 0.44 0.64 8.8 8.92 10.93 23 16
Hiddle 2.83 2.45 . 3.49 25 14 _ 0.64 0.57 0.700 1.0 1.26 1.49 21 17
Nigh -2+ 2.39 306, 26 18 0.59 0.5 0.60 B8.62 ° B.46  9.06 32 18
SES: Low 2.50 2.41 3. 24 1 0.49 0.4  0.61 .02 .22 8.1 15 12
Hiddlo 2.4 2.70 3.92 29 18 066 0.64 0.81 6.28 6.39 6.96 | 20 16 \
uigh 2.73 2.40 311 53 17 0.65 0.58 ©0.69 B8.18 8.03 #8.51 30 24 ’
Race: Black , 3.74 3.29 4.99 3] 20 0.49 0.43  0.56¢ 10.25 19.26 10.98 ' 12’
“hite 2.16 1.89 2.83 2 12 0.7 0.70 0.86 5.23  S.13 - 5.53 22 14
Ulspantc 618 14.50  29.69 n 12 0.23 0.33  0.35 32.92 47.00 52.39 ‘9 10
. other 3.03 3.08 4.86 22 20 0.35 0.35 ° 0.42 12.10 12.39 13.18 L2 16
P Reglon:  Northeast 2.86 2.40 3.99 27 12 0.51  0.45 0.59 -9.19 920 9.98 20 12 - )
t South 2.43 2,39 2.n 25 18 0.69 0.68 0.24 2.11 .04 2.3 30 19 ~
Nocth Central 2.2 2.61 3.45° - 20 19 0.59 -0.55 0.6 6.23 6.25  6.7) 15 11
West 2.53 2.32 4.55 2) 17 0.51 0.48  0.64 B8.09 8.20 9.79 22 13
Race x Abiiity: : ‘ ) ’
Black: Low 4.96 4.36 $.95 2 21 0.42 -0.38  0.47 14.26 14.52 15.76 ) 14
Hiddle 3.6Y 4.16 $.47 18 8 0.3%  0.40 V.42 21.99 22.59 26.12 16 7 -
White: v < 2.13 2.8 4.78 25 11 0.26  0.29 0.43 12.13 12,18 .M 21 12
Hiddle 3.00 2.5 3.48 8" 15 0.58 :0.52 0.6 7.82  1.14 8.21 22 20 .
fitgh 2.n 2.35 3.06 n 20 0.57  0.50 0.5? B.64 8.82 9.40 N 17
others  Low 5 0t 7.3 Rn.n 16 19 ° 0.25 0.34 0.40 22.76 _24.48 29.78 24 18
Hiddde . 3.68 3.0 4,38 12 ? 0.20 0.20 0.24 22.12 22.91 . 23.68 ? 8
High . 3.5 4.0 4.23 15 17 0.22 0.25 0.25 .08 31.50 3L.50 12 10
— NOTE.--The domain estimatc. for blacks of high ability and cross tabuiations involving Hispanics

were not included- in th.. table sincé there were too .few 1in the sample to compute valid
variance estimates.- For the rest of the domains, the average of the absolute values of
the relative biases expredsed as a percentage (|RB%|), the average of the absolute values
of the bias ratios (|BR|), and the average of the relative root. mean square errors (R/ﬁgé)
are given. The acronym '"Number HD|RB| < NI |RB|" refers to the number of estimates for which
the absolute relative bias 1is-less for hot deck HD) than_ for no imputation (NI) out of the
total of 51 estimates. Similarly, "Number HD R/MSE < NI R/MSE" refers to the number of esti-
mates for which the r-lative root mean square error of the hot deck (HD) estimate is less

=N than that of no imputation (NI) estimate. The acronyms “Number WC |RB| < NI [RB|" and "Number .
E T(j' WC R/MSEX" < NI R/MSEZ" have similar definitions witlh respect to weighting class (we) and’ s .
no imputation.estimates. ) V! ' ) O 3
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smaller relative root mean sQuar; errors--abbren .ted as NUMBER HD RJHSE <
NI RYMSE. For the entire populaticn, 34 of the S hot deck estimates had

smaller absolute relative biases than the corresponding 20 imputation esti-

mate; whereas only 22 of the hot deck estimates had smaller rgqlative root mean
square errors. '

In the sense of relative bias ii:is interesting to note that for only
eight of the 25 domains were more than Hélf of the ot deck estimates better
than the no imputation estxmates.ﬂ‘S;nce‘fbr 20 of the 25 domains the hot deck

estimates on the average were*bet’ér with respect to relative bias, one can

hypothasize that the hot deck’brocedure is making substantial gains in bias’

reduction for a few items where there is the most nonresponse; and/or that the
procedure by which the hot deck removes inconsistent responses within routing
pattérns and replaces them with sensistent responses is effectivel reducing
the measurement error associated with inconsistent responses within routing
patterns. Nonresponse bias reduction is not likely to be Fhe principal factor
since the item nonresponse rate was low for all of the discrete items. How-
ever, for the discrete item displaying the mcst nonresponse-~-TQ118 with ap-
proximately two percent nonresponse--the hot deck procedure obtained less
biased estimates of éhe proportions/circling eac’ of the three possible re-
sponses (see Appendix I). If one examines the average of the absolute rela-
tive biases and relative root mean square errors on an item by item basis (see
Table 4-4), then one caf see that th~ hot deck prccedure is achieving most of
its gains on the questions within routing patterns. Of the within routing
pattern items; .TGl?, TQ33, TQSZ; TQ66, TQ90, TQ102, TQ131, and TQl36; items
TQ90 and TG136 are the only ones in whick the hot deck estimates do not have a
smaller absolupe relative bias. Again, much of this bias reduction is compen-
sated for by an associated increase in the variance so that the hot deck
estimates for TQ66, TQl02, and TQl31 have larger relative root mean sguares
than do the no imputation estimatesf

2. The Success of the Nonresponse Imputation irocedures in Reducing

The Total Bias of.Estimates Associated with Continuous Items

The average values over all six continuous items of the absnlute
relative bias, the absolute bias ratio, and the relativ€ root mean square

error are given in Table 4-5 for the domains studied in th®s ipvestigation.

n
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Table 4=t4 ,~-A comparison of the hot deck (HD) and no impu=-
tation (NI) estimates on an item by item basis

Ttem Average of the absolute | Average of the relative
relative biases root mean square errors
NI HD NI HD
1 5.86 5.84 6.71 6.70
9 7.85 7.87 9.16 9,22
10 1.65 1.79 3.73 / 3.93
12 2.52 1.67 5.27 5.23
29 0.22 0.53 | 2.32 2.30
33 6.19 1.74 7.564 5.08
51 0.46 0. 66 1.34 L2
52 0.62 0.31 1.47 1.14
66 2.95 2,93 3.45 3.66
90 2.19 2.58 5.29 5.38
101 . 0.39 0.10 1.35 L1
. 102 . 0.69 0.67 3.07 3.15
118 1.08 0.14 4.89 | 4.91
129 0.10 0.12 2.66 2.67
131 0.09 0.17 5.56 5.61
136 0.19 0.13 4.30 4,32
* A
n a0
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Table 4-5.--Comparison of the average performance of hot deck and weiéhting class
estimates with that of the no imputatign estimates for continuous items

J— A AT EYS A MY YR T A S~ TN AR YW ST YWY A TTST3Y e T wvy e X rrEvmmE A ¥ R T WTrmeee

Average Average Average Average Average Average Average Average Average

Domain Nl 1) WC NI o N N1 1D WC

|ra2| |r8z| |rox) |nr| |BR} |nr] RMSFx  R/MSEX  R/NSE2

Total 0.80 0.76 0.86  0.64 0.46 0.64 1.29 1.46 1.40
Sex: Male 1.01 0.94 1.15  0.50 0.39 0.53 1.87 2.05 2.03
Femalec ‘0.43 0.65 0.61  0.26 0.33 0.42 1.59 1.84 1.69

Abllity: Low 1.42 2.02 .92 0.37 0.36 0.55 .26 .41 3.38
Middle 0.79 0.90 .18 0.35 0.32 0.41 1.97 2.02 2.19

High 0.61 0.61 0.53 0.3 0.31 7.0 1.80 1.84 1.72

SES: Lo 1.41 1.55 1.50  0.54 0.59 0.57 2.50 2 82 2.53
MidAle 0.58 0.52 0.85  0.38 0.26 0.54 1.38 1.79 1.57

wrgh 0.78 0.76 0.88 0.37 0.3 0.43 1.97 2. 44 2.00

Race: Black 2.01 1.98 2.04  0.62 0.40 0.41 4.02 4.43 4.06
7 white 0.72 0.6t 0.72  0.55 0.3 0.50 1.30 1.49 1.36
Hispanic 9.36 7.75 8.90  0.48 0.40 0.65 17.28  17.12 _14.96

Other 1.19 1.97 .43 0.28°  0.5% 0.3} < 351 386 358

Reglon:  Northeast 1.28 0.74 0.87  0.49 0.28 0.35 2.54 2.48 2.3
South 0.38 0.65 0.5  0.26 0.38 0.3 1.50 1.67 1.51

.- HNorth Ceutral 1.50 2.06 1.76  0.66 0.74 0.68 2.60 311 2.80

West 0.51 0.35 0.73 0.2} 0.08 0.1 2.30 3.9 .23

Race x Abilley:

Black Low 4.72 5.42 4.80 0.67 0.67 0.71 8.15 8.99 7.77
Middle 1.27 0.92 2.20 0.22 0.14 0.39 6.45 6.61 6.47
White: low 0.69 .35 .69 0.2t 0. 31 0.30 3.7 7.49 3.41
Middle 0.72 0.79 1.09 0.11 0.25 0.35 2.0} 2.09 2.17
1igh 0.63 0.58 0.48 0.33 0.29 0.24 1.79 1.83 .71
Other: lLow 2.85 3.7 2.47 0.33 0.52 0.139 7.98 8.16 7.20
Mlddle 2.86 2.8 2.64 0.28 0.130 0.28 7.25 7.26 1.14

High 1.21 1.65 1. 54 0.20 0.29 0.28 7.08 T 7.41

NOTE.--The domain estimates for blacks of high ability and cross tabula-
tions 1nvolving Hispanics were not included in this table since there
were too few in the sample to compute valid variance estimates. For the
rest of the domain, the ‘average of the absolute values of the relative
biases ( |RB%]|), the average of the absolute values of the bias ratios
(|BR]), and the average of the relative root mean square errors are given
for the no imputation (NI), hot deck (HD), and weighting class (WC) esti-
QO mates.
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The hot deck and no imputation estimates are more or less comparable with
respect to the absolute relative bias, with the hot deck estimates having a
slightly smaller average relative bias for many of the domains, including the
total. For many domains, the weighting class estimates have slightly larger
average relative biases than both the no imputation and the hot deck esti-
mates. The average bias ratio for the no imputation estimates is greater in
general than that found for the hot deck and weighting class estimates. This
reflects the greater variability of the hot deck and Qeighﬂing class procedure
which results in a larger\denominator for the ratio. The final measure of
quality of the data--the average value of the relative root mean square
errors--is smallest for the no imputation eétimates for 16 of the 25 domains,
including the total. It is interesting to note that although the weighting
class estimates did not exhibit the bias reduction potential of the hot deck
estimates, the average relative root mean square error was iess for tne weigh-
ting class estimates as compared with the hot deck estimates for 23 of the 25
domains studied. In comparison with the no imputation estimates, the weight-
ing class estimates did better with respect to average bias and average rela-
tive root mean square error for the smaller domains.

The six continuous items over which averages were taken were quite
diverse and the imputation procedures were different for those which were
within routing patterns. To gain a futher understanding of the effect of
using the imputation procedures on continuous data, the estimates from these
items were evaluated separately. Tables giving the domain estimates and their
relative bias, bias ratio, and relative root mean square error for each of the
six continuous items may be found in Appendix I.

The data items, TQl5 and TQl6, were related items nested within the
routing pattern controlled by TQl0. These items requested the hours worked
per Jseek and the average weekly salary in October 1976, respectively. Neither
the hot deck nor the weighting class procedure performed in a superior mannef
with respect to the no imputation estimates. Over all domains, the average
absolute relative bias for TQl5 was 0.11 percent for the no imputation esti-
mates as compared to 0.46 percent for the hot deck estimates and 0.28 percent

for the weighting class estimates. Similarly, the no imputation estimates

7/ were better with respect to the average relative root mean square error with

1.16 percent as opposed to 1.37 percent for the hot deck esiimates and 1.27

percent for the weighting class estimates. The same pattern of results was
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observed for TQl6. The average absolute relative bias over all 25 domains
studied was 0.23 percent for the no imputation estimates as compared with 0.46
percent for the hot deck estimates and 0.27 percent for the weighting class
estimates. The average relative root mean square errors wece 2.29 percent for
the no imputation estimates and 2.38 and 2.33 percent, respectively, for the
hot deck and weighting class estimates. Note that for both TQl5 and TQl6, the
weighting class estimates had smaller absolute relative biases and smaller
relative root mean square errors on the average than did the hot deck esti-
mates.

Items TQ89HA and TQ89HB requested the individual to estimate the
total amount it cost him to live and go to school in 1974-75 and 1975-1976,
respectively. These items were nested within the routing pattern controlled
by TQ51. Even though the only difference between these two items is the time
petiod being referenced, the results of the comparison of the hot deck and
weighting class estimates with the no imputatibn estimates were different for
these items. For TQ89HA, the smallest relative bias for. the total population
was that of the hot deck estimate with 0.88 percent as opposed to 1.20 percent
for the no imputation estimate and 1.37 percent for the weighting -class esti-
mate. Also, the relative root mean square error at 1.79 percent was less for
the hot deck estimate for the total popuiatic than the no imputation estimate
(1.81 percent) and the weighting class estimate (1.98 percent). For TQ89HA,
the smallest relative bias for the total estimate was the 2.38 percent of the
no imputation estimate as compared with 2.59 percent for the hot deck estimate
and 3.04 percent for the weighting class estimate. rhe no imputation estimate
of the total also had the smallest value of the relative root mean square
error at 2.86 percent as compared with 3.60 percent for the hot deck estimate
and 3.44 percent for the weighting class estimate.

With respect to the average over all 25 domains included in this
investigation, slightly different results are noticed. For TQ89HA, the hot
deck estimates had the least value for the average absolute relative bias with
2.70 percent, compared to 3.33 percent for the no imputation estimates and
3.14 percent for the weighting class estimates. For TQ89HB, the no imputation
estimates had the least value for the average absolute relative bias with 3.78
percent as compared to 4.27 percent for the hot deck estimates and 4.49 for
the weighting class estimates. With respect to the average value of the

relative root mean square error, the weighting class estimates were better for




TQ89HA with an average of 5.55 percent over all domains; whereas, the no impu-

tation estimates averaged 5.93 percent and the hot deck estimates averaged
6.04 percent. For TQ89HB, the no imputation estimates had the smallest aver-
age relative root mean square error of 7.26 percent as opposed to 9.22 percent
for the hot deck estimates and 7.39 percent for the weighting class estimates.
Note that for both TQ89HA and TQ89HB as with TQl5 and TQl6, the weighting
class estimates had smaller relative root mean square errors on the average
than did the hct deck estimates.

The final two continuous items included in the investigation were
TQ141FA and TQl41FB which requested the total income of the individual and his
spouse in 1975 and 1976, respectively. These two items were the only continu-
ous items included in this study which did not‘fall within a routing pattern.
Whereas the interpretation of the results for the four items within routing
patterns was not particularly clear, the results for these two items clearly
shows the weighting class estimatgs superior to the no imputation and uot deck
estimates with respect to their relative bias and with respect to thgir rela-
tive root mean square error. From examining the table for TQ141FA in Appen-
dix I, one can see that for 16 of the 25 domain estimates the weighting class
estimates have smaller absolute relative biases than :he no imputation esti-
mates; however, only 9 of the hot deck estimates are better than the corres-
ponding no imputation estimate with respect to the relative bias. For
TQ141FB, 17 of the 25 weighting class domain estimates are superior to the
co%responding no imputation estimates; whereas only 12 of the hot deck esti-
mates are superior to the no imputation estimate with respect to the relative
bias. TFor TQl41FA, the weighting class estimates are also better in terms of
the average of the absolute values of the relative biases with 1.27 percent as
compared to 1.48 percent and 1.49 percent for the no imputation and hot deck
estimates, respectively. For TQl41FB, the no imputation estimates had the
smallest average at 0.64 percent for the absolute relative bias, followed by
the weighting class estimates at (.72 percent and the hot deck estimates at
0.84 percent. The best measure of the quality of the estimates is the rela-
tive root mean square error. It is with respect to this quantity that the
weighting class estimates are best for both items. For both totals and for 19
of the 24 domain estimates for TQl41FA and for 20 domain estimates for
TQ141FB, the weighting class estimates have smaller relative root mean square

errors than the no imputation estimates. For the hot deck procedure, six of
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the domain estimates for TQl41FA and the total and four other domain estimates
for TQIAIFB'are better than the no imp@tation estimates with respect "to the
relative root mean square error. Over ali 25 domaihs, the average relative
root mean square error for TQIAIFA was 3.43 percent for the no imputation
estimates and 3.95 percent tor the hot deck estimates. For TQl41FB, the
weighting class estimates had an average relatlve root mean square error of
2.73 percent; the average for the no imputation estimates was 2.90 percent;
and for the hot deck estimates, 3.18 percent.

It is interesting that the weighting class estimates were clearly
superior to the no ‘imputation estimates for TQl41FA and TQl41FB but not for
the other four continuous items (which were d1£ferent in that they were found
within routing patterns). .However, the weighting class estimates for all six
items were better than the hot deck items with respect to the average relative
root mean square error, suggesting th;t the weighting class imputation pro-
cedure is more suitable as an impﬁtation device when means are being esti-
mated. For the items within routing‘patterns,‘one might hypothesize t@at the

weighting class estimates would have been . better or comparable to the no

“imputation estimates if the procedure had been implemented differently for the

routing p;tﬁern when one or more responses were in logical disagreement to the
lead-in question. A check of this procedhre for two very small weighting
classes in the data base revealed that much good data was being discarded by
this procedure. Furthermore, the quality of the weighting\class estimates of
the means for continuous items within routing patterns would be expected to
suffer because of the poor quality of the adaptation' of the weighting class
procedure used for discrete data. When a rouiing pattern had a missing re-
sponse for the lead-in question (which was always an item with categorical or

discrete responses), the response to the lead-in question was first imputed

and then responses to the items within the routing pattern-were imputed based

upon the imputed response to the lead-in item. Since the weighting class pro-
cedure as applied to discrete itehs was .ore biased, one would expect that
this bias for the responses to lead-in items would also have an effect on the
bias of the estimates for continuous items within the routing pattern.

3. Comparison of Balance Repeated Replication and Taylor Series

Linearization Variance Estimates

To determine the effect of ignoring imputation in computing variance

estimastes, two sets of variance estimates were computed for each set of survey
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estimates. First, the Taylor Series limearization estimate for the variance
of a ratio was computed using QDERR; an RTI package (see Appendix E for
variance estimation formulas). This package calculates the standard approxi-
mation for the variance of a ratio in terms of the variance-covariance matrix
of the numerator and denominator totals. Second, an estimate of the variance
of the rat{o estimate was obtained using the balanced repested replication
(BRR) technique which allows one to account for the variability induced by the
imputation of missing data (see Appendix D).

For the no imputation estimates obtained using the full experimental
data set (NI esiimates) and the experimental data set with all i.-onsistent
data removed (NIC estimates), the two variance estimates should be eéual since
no imputation is occurring and hence, they are both measuring the same vari-
ab+ity. The variance estimate;.for the NI and NIC estimates are given in
Appendix J for the estimates from the fo}lowing dqmains: total population,
males, individuals of high ability, individuals with low socioeconomic status,
blacks, Southerners, and blacks of average ability. Tc compare the two sets
of variance estimates, the ratio of the standard deviation of the estimate
obtained using STDERR over the standard deviation oytained using BRR (SD
Ratio) was also computed for the tables in Appendix J. An examination of tae
SD Ratios for the 51 discrete estimates and for the 6 continuous estimates
indicates that the ratio is essentially one except for sampling variation. To
see this more clearly, Table 4-6 presents the average SD Ratio for both the
discrete and continuous items for each of the seQéﬂ domains represented in
Appendix J. The ratio of the standard deviations is more variable for the
continuous items, reflecting the fact that only six estimates are being aver-
aged for each domain. At 1.29, the SD Ratio for individuals of low socioeco-
nomic status for the continuou§ NIC data is the largest ratio found. \

It is interesting that almost all of the average values of the
ratios of the standard deviations are greater than one. Since STDERR, unlike
the BRR procedure, allows the use of finite correction factors at the school
level, which can be significantly less than unity, one could expect the STDERR
estimate to be smaller than the BRR estimate and hence to obtain SD Ratios
less than one. The fact that this did not occur is indicative that the varia-
bility of the estimates is chiefly the result of within school rather than
between school variation. In this case, the use of finite correction factors

at the school level would have no important effect.
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Table 4-6.--The average value of the ratio of the STDERR standard

deviation to the BRR standard deviration (SD:-Ratio) for
the no imputation estimates when inconsistent data is
retained (NI) and when removed (NIC)

-

Average of the SD Ratio

Domain -
Didcrete items Continuous items -
NI NIC . NI NIC
Total population 1.03 . 101 . 1,01 1.01°
Males _1.09 1.07 0.94 1.01
Individuals of high . s :g -
abilicy 1.07 - 1.07 1.06 - 1.18 -
Individuals with low
socio-economic . A
~ status 1.09 1.07 1.16 1.29
Blacks 1.03 1.03 1.01 1.05
Individuals from the ..
South 1.04 1.03 1.18 1.13
Blacks of average
ability 1.70 1.00 0.97 0.95
[N 7.
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4. The Effect Ignoring Imputation has on Variance Estimation

Typicafly, most users of .the hot deck and other imputation proce-
dures ignore the fact that missing values havzyffen imputed and use a standard
software package which cannot distinguish between impﬁted and naturally occur=-
ring data in computing the variance estimates. This has the effect of magni-
fying the real sample'size and ignoring the additional vafiabiiity that the

imputation procedure adds to the estimate. If'one had a sample of 10,000

individuals and imputed data for 10 percent who were nonrespondents to an

item, for instance, the estimate is actually being computéd from the responses
of the 9,000 individuals who answered the item. Ignoring the fact that im-
putation had occurred would result in an estimatg obtained as if all 10,000
individuals had responded to the item. Also, tﬁe ipputation of values for the
1,000 missing responses adds to the variability of the estimate, and the
standard procedures cannot estimate this added v?riaﬁility.

Thus, one of the goals of this investigation was to determine what
effect on the variance estimate would result from ignoring the fact that impu-
tation of missing responses occurred. To do this, the variances of the survey
estimates were computed using STDERR. The variance estimates obtained using
STDERR do not reflect the added variability induced by the use of the imputa-
tion procedure. To obtain estimates of the variance ofrsu}vey statistics
which accounted for the added variability induced by imputation, a balanced
- repeated replication proceddre was used in which the imputation procedure was
applied to eact independent haulf sample (see Appendix D). The comparison of
these two variance estimates provides some ‘insight into the effect on the
variance of ignoring imputation. As can be seen from an examination of the
tables in Appendix J which compare the STDERR and BRR variance estimat®rs.for
continuous and discrete items when 1o imgutation occurred, the STDERR and BRR
variancé estimates do not track extremely well. While the average of the
ratio of the STDERR standard deviation to that of BRR is approximately ome for
the discreté and continuous items for these selected domains, there is con-
siderable variation about the average. This variation obscures the quan-
tification o} the effect of ignoring imputation on variance estimates since
the variance ignoring the imputation was.estimated using STDERR and the var-
iance estimate which accounied for the fact that imputation occurred was
obtained by using BRR.

However, onme can see some general effects that result from ignoring

imputation. Table 4-7 gives'thq average of the ratio of the standard devia-
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tions obtained using STDERR versus BRR for the 51 discrete estimates obtained
when the’ hot'deck procedure is used, and the ratios for the 6 continuou§
estimates obtained using both weighting class and hot déc?. From examining
the average ratio for the estimates from the discrete items, one can see that
the ratio is essentially equal to one. Since the nonresponse rates for these
items was very low, the imputation would not be expected to have a substantial.
impact on the variance. For the continucus estimates, a larger rate of nonre-
The

average ratios. are less than one in many instances although perhaps not at a

sponse\and hence .more missing responses needed to have values imputed.

significant level. However, the response rates were fairly high except for

TQ141FA and TQl41FB, so =<hat little imputation would be occurring and the

.standard deviations would be expecied to be approximately equal.

One can get a better understanding of the effect of ignoring imputa-
tion' by comparing the standard errors for the 25 domains studied in this in-
vestigation when the hot deck and weighting class procedures are applied to
TQ141FA, an income item which had a 13 percent nonresponse rate (see Table
4-8).

the variance of a ratio is not accounting for the variability induced by the

The standard deviation estimated by STDERR using the usual formula for

imputation procedure. The differential nonresponse rates within domains
results in varying values for the ratio of the standard deviatioms, but they
are usually less than one. Some of the ratios are inexplicably large such as
the-ratio of 1.47 for blacks of low ability obtained when the weighting class
procedure was used. Note that the standard deviations obtained using STDERR
and BRR for the weighting class estimates are more nearly equal than those
obtained using the hot deck procedure. This reflects the fact that the weight-
ing class procedure induces less variation through imputation than does the
hot deck procedure.

. To summarize, when the nonresponse rate is large, the variance of

- sample means is underestimated when imputation is ignored in computing vari-

ance estimates. This underestimation effect will vary from domain to domain

just as the nonresponse rate varies from domain to domain. The weighting

class imputation procedure results in a less significant underestimation
effect for the continuous items than the hot deck procedure, because the impu-
tation procedure itself contributes less variabiliiy than that of the hot deck
and hence, ignoring the variability added by weighting class imputation has

less of an effect than when the hot deck procedure is used.




Table 4-7.--Average of the ratios of the STDERR standard deviation
estimates to the BRR standard deviation estimates for

the hot deck and weighting class procedures for selected

domains
Discrede estimates Continuous estimates
Domain
Ho ck Hot deck Weighting class
‘Total , 1.02 0. 86 0.94
Males. 1.08 0.80 0.87
Individuals of high
ability 1.06 1.03 1.05
Individuals with low
socio-econonic status 1.05 0.91 1.13
Blacks 0.97 "0.83 0.95
South 1.07 1.08 1.13

Blacks of average _
apilicy 0.96 0.92 1.13
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Table 4-8.--The ratio of the STDERR standard dEVianOH estimates - e
, - to the BRR estimates for TQl4lIFA

M Hot deck , Weighting class
Domain ST ERR BRR SD - STDERR BRR SD
$D SD Ratio SD SD Ratio
Total 67.93 84.55 0.80 63.61 70.11 0.91
S? Sex: Male 79.90 95.41 0.84 76.01 95.18 0.80
Female 101.89 172.30 0.59 -95.47 138.95 0.69
Ability: Low 175.90 223.51 0.7¢° 149.76 150.34 1.00
Middle ’ 104.45 93.23 1.12 106. 37 77.07 1.38 “~~
High 122.64 115.58 1.06 111.48 106.99 1.04
SES: Low ' 124.76 167.62 0.74 106.42 122.43 0.87
Middle 88.52 92.87 0.95 82.66 81.72 1.01.
High 106.48 153.47 0.69 111.23 110.06 1.01
Race: Black 157.84 183.67 0.86 147.76 156.84 0.94
White 73.38 82.33 0.89 69.51 64.46 1.08
Hispanic 853.14 965.70. 0.88 674.42 980.63 0.69
Other 280.55 298.39 0.94 268.93 263.13 1.02 »
Region: Northeast 144.72 178.95 0.81 148.26 158.11 0.94
South 133.94 118.67 1.13 121.88 84.12 1.45
North central 124.51 211.63 0.59 106.64 145.55 0.73
s West 120.38 147.77 0.81 119.72 118.44 1.01
Race x Ability:
Black: Low ©250.55 247.68 1.01 207.14 1&0.71‘ 1.47
Middle 362.80 417.60 0.87 353.30 382.02 0.92
White: Low 207.43 247.73 0.84 160.00 145.49 1.10
. Middle 112.69 97.11 1.16 115.96 69.06 1.68
High : 124.96 99.68 1.25 113.68 98.19 1.16
Other: Low 633.72 644.23 0.98 624.49 638.94 0.98
Middle 381.12 432.27 0.88 356.86 376.07 0.95.
High 562.22 569.54 0.99 556.75 515.27 1.08

NOTE.--The blacks of high ability domain and the cross classifications
of Hispanics by ability were omitted from this table since these
domains had . such a small sample size that valid variance estimates
could not be obtained.
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V. CONCLUSIONS

"The results of this methodological study concerning missing and faulty
-data shculd be intetpréted keeping two important facts in mind. First, the
study was an empi:ical investigation based solely on 20 selected critical
items from the Third Follow-up of the National Longitudin;l Survey of the High
School Class of 1972. The'conclusions of this investigation refer to this

‘special population of young adults and this type of survey instrument and may

not be true whea applied to other-populations and to other types of surveys.

Secondly, it should be emphasized that the study focused exclusively on the
estimation of univariate means and proportions. If more complex statistical
analyses .were to be conducted, the conclusions of this sﬁudy might‘not be
valid. )

In the experimental data sett'which contained the original responses to
the 20 selected J;itical items before editing and telephone resolution, in-
consistent data represented the most seriouc source of error in the survey
estimates with the discrete items most susceptible to this kind of bias, es-
pecially TQl, TQ9, and those items nested within routing patterns. The effect
of this source of measurement error bias could be seen in many ways. The
relative bias of many of the estimates obtained ,using the discrete data was
over five percent. Due to the large sample size, the variance of the es-
timates was small so that even a moderate amount of bias became important
because of its magnitude in relation to that of the variance. This effect was
measured by the bias ratio f9t which many estimates had values of 0.5 or more.
Finally, the best coverall measure of the qualit§ of the estimates is the
relative mean square error, which became quite lzrge for a few of the es-
timates.

It is clear that in analysing the NLS data base some attention should be
given to the problem of resolving logical contradictions contained within an

" individual's responses to the items on the survey instrument. While some

minor editing has been done with f’ags indicating violations of routing pat-

terns, the majority of the editing has been left to the user. From the re--

sults of this study, one can see that merely discarding the inconsisteant re-

sponses and coding these items as blank is not an acceptable solution. Rather,




.

the user of the NLS data base should design edit checks and choose procedures
for the imputation or correction of missing -and faulty data that are best
suited for the items under study and for the type of analysis being conducted.

For the discrete items investigated in this study, the hot deck procedure
did reduce the overall bias of the estimates, but much of the improvement may
have been related to the editing procedure which removed inconsistent data
within routing patterns and replaced these responses with data from an indivi-
dual in the same weighting class who responded in a consistent manner. Except
for this minor editing, the imputation procedures were not designed to correct
for what turned cut to be the most important source of error, the inconsis-
tencies within an individual's responses. Procedures have been designed which
will do both logical editing and imputation of responses for mi;sing and-
logically erroneous data by Statistics Canada (Hill, 1978). A procedure such
as their CAN-EDIT might be the best solution for reducing the bias resulting
from missing or faulty data for discrete items.

The weighting class procedure devised for discrete items iu this study
did not work in practice. For categorical items with missirg responses, the
weighting class imputation technique randomly assighed responses in such a
manner that within each weighting class the weighted proportion of nonrespon-
dents assigned each response option was equal (as far as possible) to the
proportion of respondemts who gave that response (see’Section II.C). In
practice, the weighting class imputation technique performed poorly since the
number of nonrespondents to an item within each weiéhting class was ;6 small
(often as few as one or two individuals) that it was impcssible to have the
proportion of nonrespondents assigned each response equal (even approximately)
the proportion of respondents who gave the response. Retrospectively, one can
suggest that the distribution of responses should have been estimated for each
item within weighting classes (as before); then a response should be assigned
randomly and independently for each missing value in sucl a manner that the
probability of each of the respénse options being assigned for the missing
value would equal the proportion of respondents from the same weighting class
who circled that response option. Such a procedure mig.t have proved to be
competitive to the hot deck procedure in reducing the bias.

For the continuous items, the nonresponse rate was higher but the biasing
effect of nonresponse was not of significance even for TQl41FA and TQl4!¥B

where the nonresponse rates were !3 percent. The effect of inconsistencies




in the data set could be seen in the bias of the estimates for the continuous
items as well, especially for those within routing patterns. The weighting
class procedure was most effective in reducing the bias of the continuous
estimates, but the reduction in the relative rcot mean square error was less
than 0.5 percent in generaI:

At the start of this investigation, the level of nonresponse for the

selected items before telephone editing was not known. Indeed, the reason why

so many of the questionnaires failed edit was not known. It might have been
of general scientific interest to have artificially generated larger noare-
sponse rates than those found in this study (for at least a few items).
However, the results would not have been applicable to the NLS data set. In
fact, the experimental data set was typical of one type of data set for which
imputation is commonly used--high rates of response for categorical items,
inconsistencies in responses associated with routing patterns .nd items which
are similar, and higher rates of nonresponse for sensitive items such as
income. In the past, analysts have bebaved as if one should always impute for
missing responses to "clean up" the data set. This study points out that such
imputation can reduce rather than increase the accuracy of survey estimates.

For both the discrete and continuous data, the bias caused by nonresponse
was insignificant. The bias resulting from individuals failing to interpret
the questions correctly was large in relation to the nonresponse bias, and
some attention should be given to this source of error. When using non-crit-
ical data items which do not undergo such rigorous manual editing, the NLS
data user should devise logical editing and imputation procedures which fit
his analysis to raduce such response errors. However, it should be emphasized
that the data items being studied in this investigation were selected because
data editors responsible for the manual editing of the questionraire suggested
that these items exhibited the largest rates of missing or faulty data. To
correct for the errors in these critical data items, NLS utilizes the best
procedure--the ind?vidual is telephoned and all missing faulty data is cor-

rected. E
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VI. SUGGESTIONS FOR FURTHER RESEARCH

There are three topics related to item nonresponse that are of special
interest and importance to users of the data from the National Longitudinal
Survey. The topic of more immediate importance is the problem of missing
ability scores. Approximately 30 percent of the sampled students for whom
follow-up data was collected have missing ability scores. These students were
enrolled in schools that refused to participate in the Base Year Survey in
which the ability scores were obtained. Later many of these schools were
included in follow-up surveys. Much of the important data that was contained
in the Base Year instruments was obtained retrospectively during the first
follow-up, but the ability scores could not be obtained. It is clear that
some type of special purpose imputation procedure needs to be developed to
replace the missing ability scores. An empirical investigation would be the
best way to develop and test imputation procedures. One could create an
experimental test file by using the data records for students with complete
ability scores and removing the ability scores for all students within certain
schools. The pattern of deletion in the experimental data set would be mod-
eled after the actual pattern which occurs in the NLS data. Various impu-
tation strategies could then be evaluated in terms of their bias and mean
square error. Among the techniques that should be investigated would be hot
deck, weighting class, and regression procedures for replacing missing data.
The problem posed of imputing missing ability scores for NLS data is difficult
because of the large rate of missing data, but alternative solutions could be
evaluated using this empirically based procedure. ’

A second topic of interest to users of NLS data would be the effect of
imputation on multivariate statistics. The present investigation focused
almost exclusively on univariate means and proportionms. However, users of the
NLS d.ta set typically use more sophisticated statistical procedures such as
regression, factor analysis, ard correlation studies, which contain many vari-
ables. The effect of item nonresponse is cumulative so that even though
individual items have a large response rate, the number of records with com-
plete responses to all items egtering into the analysis may be so reduced that
some type of adjustment becomes necessary. Since most of these procedures de
not have software designed to adjust weights or perform any other adjustments

needed to correct for the bias due to nonresponse, imputation of missing




values may be the only procedure that is feasible. For discrete .variables,

the effect of utilizing hot deck and the weighting class analog of hot deck

discussed in Section V could be investigated. For continuous variablgs,

research needs to be done on possible techniques to use. As discussed in

Section IV, the hot deck imputations did not improve the estimates of means in E
general and a compensating increase in the variance of the hot deck estimates
tended to counteract the bias reduction that was occasionally obtained.
Predicting the effect of hot deck imputations on mpltivariate statistics is
difficult, and thus some alternatives to hot deck siiuld be investigated. A
good procedure to consider would be a regression procedure which estimates the
missing response based upon other completed data items. The weighting class
imputation procedure should also bz evaluated although it also has deficien-
cies. In the continuous case, the weighting class procedure imputed the
estimated respondent mean for the same weighting class for the missing values.
Thus, every nonrespondent within a weighting class would be imputed the same
response. This is not a desirable feature of the procedure as far as varia-
tion and correlation statistics are concerned. However, if the number of
weighting classes were made large so that the number of nonrespondents within
each weighting.class,was small, then this weighting class imputation procedure
might be a useful tooi. One could also overcome the deficiency of the weight-
ing class imputation procedure in its assignment of means within classes to
all missing values by imputing the mean plus the product of a randomly gener-
ated normal standard deviate times the standard deviation of the observations
within the weighting class. More sophisticated procedures might also be
explored in which the distribution of responses to the quantitative item was
estimate& for each weighting class and then a response selected at random from

this distribution to impute for missing values. All of these imputation

procedures could be evaluated using the experimental data set constructed in
this investigation. Since the responses for missing items were obtained by
telephone interview, the bias and mean square error of the estimates could be
obtained.
‘ Finally, a third topic of interest to users of NLS data concerns the
| effect of missing data imputation for longitudinal surveys. In this inves-
‘ tigation, no previous follow-up or base year data were used to form weighting
classes or make logical imputations. This procedure of treating the data file

as if it were cross-sectional is typically used in imputing missing data in
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longitudinal survcys because no special techniques have been developed for
such surveys. There is a serious need for further investigation concerning
how one should use past and future follow-up data for imputation purposes and
what effect such imputation will have on estimates of stability and change in
items. An extension of this empirical investigation of imputation procedures
could be made to account for the longitudinal nature of the data base. A
two-pronged approach might be made to the problem of longitudinal imputation
using the experimental data set constructed for this investigation. One could
use all available daéa to create logical edit.ng procedures to replace missing
and inconsistent data in the experimental data set. Another technique needing
investigation would be the use of previous foliow-up data to form weighting
classes for imputation purposes. Using the data sets developed for this
investigation, one could determine the effect on the bias and variance of
estimates when these two procedures are implemented. This investigation
should include assessing these effects for longitudinal type estimates such as
change variables. The present data set would allow the estimate of change
variables for third foi.low-up versus base year responses for activity states.
If fourth follew-up data were available, the effect of the imputed third
follow-up data on later estimates of change and stability could also be evalu-
ated. -

These three topics are challenging examplas of the problems associated
with item nonresponse and are deserving of consideration. The first would
furnish a good example of the effects of various imputation procedures when
used on data with a high level of nonresponse. The second deals with the
effect of imputation on inferences when more complex statistical analyses are
performed. The third topic concerns the effect of imputation on the quality
of change variables estimated using longitudipal survey data. Ail of these

topics deal with problems which have not been dealt with extensively in the

statistical literature, and deserve further investigation.
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Appendix A

e EXECUTIVE SUMMARY

In this empirical investigation of alternate item nonresponse adjust-
ments, two methods which are frequently used by statisticians to adjust for
bias induced by item nonresponse were studied. In particular, the hot deck
and weighting class adjustment techniques re compared using data from the
National Longitudinal Study of the High School Clas$ of 1972 (NLS). Estimates
obtained using these two techniques were compared with respect to their bias,
variance, and mean square error to estimates obtained when no item nonresponse
adjestments were made. ‘

1. Construction of the Experimental Data Set

Rather than constructing a data set with artificially induced nonre*-

spodse; the decision was made to use actual data that contained item non-
response for which the answers were subsequently obtained by telephone follow
-up activities. By using data with naturally occurring patterns of item non-
response, it was felt that a better understanding could be obtained of the
actual problems associated with item nonresponse and the effect of nonresponse
adjustments on the precision ot the resulting estimators. Such a data set was
constructed from the NLS Third Follow-Up (TFU) Survey by taking account of the
following set of special circumstances. When certain items on the question-
naire had a missing response or an inconsistent set of responses for one or
more of these critical items, the questionnaire was marked as having failed
edit and the individual involved was telephoned and the missing response(s)
were added. The data records for individuals whose questionnaires failed edit
contained the responses to these critical items but dil not indicate which
responsés were obtained by the telephone interview or what the original re-
sponses were. ’

In order to obtain this information on the responses before telephone
resolution, the questionnaires were re-examined by data editors and the orig-
inal responses to the selected critical items recorded. In all, a total of
10,850 questionnaires failed edit. For reasons of economy, a subsample of
size 5,854 was selected for re-examination. Twenty key items chosen to be

representative of the NLS instrunent were examined on each of the selected

questionnaires and a notation made as to whethe. or not telepkoning was neces-




sary to obtain a response to that particular item. They include questions

that have categorical respounses including four items which allow the student
to choose multiple response options. Many should have been answered by all

survey participants; otherc applied to subpopulations such as those employed

or those in school. Some questions were included that came from within rout-

ing patterns. Other sensitive questions, such as income, which had quantita-
tive responses were included.

For each of these 20 items, the status of the résponse before telephone
follow-up was determined. A summary of the status of the original responses
to these items projected to the full sample is given in Table i. Except for
two multiple response option q"estions (TQl and TQY9) and four financial ques-
tions (TQ89HA, TQ89HB, TQl41FA, and TQl41FB), 95 percent of the questionnaires
contained a response for an item that was consistent with other responses on
the questionnaire. The highest rates of missing or blank responses were found
for the income items, TQl41FA and TQl41FB. The multiple response items, TQl
and TQ9, had the highest inconsistency rates; that is, TQl and TQ9 responses
were most frequently in conflict with other questionnaire items. The "other"
category in Table 1 was composed of those who failed an item bu? could not be
contacted for telephone resolution.

The results presented in Table 1 are based upon the subsample of 5,854
questionnaires, drawn from the 10,850 that failed edit. Adding in the 9,235
questionnaires which passed edit (and hence had "consistent" answers for all
of these items} would reduce all of these percentages by about cne-half.
Thus, the data set that was constructed of original responses had a relatively
sma'l rate of item nonresponse and a somewhat larger rate of inconsistent
responses. Judging from where the inconsistencies occurred, the major problem
other than TQl and TQ9 appeared to se associated with the routing pattern
questions. Thus, in reconstructing the data set, the decision was made to
leave the inconsistent data as observed rather than to code inconsistent items
as blank. The hot deck problem and the weighting class imputation program
were then written to force consistency on the data by requiring that the
responses within a routing pattern agree with the lead-in question to the

routing pattern. In computing the no iimputation estimates, no attempt was

made *~o force consistency on the data within records.
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-, *Table l.--Classification of original responses to the twenty
J selected critical items -

Original response’

Item
‘ Consistent Blank Inconsistent Other
Discrete ‘
' TQl 92,4 : 0.2 - 6.7 0.7
TQ9 87.1 . 0.3 o 11,7 1.0
TQ10 " 96.0 0.9 2.7 0.4
TQ12 .97.3 0.5 W 2.0 0.3
TQ29 99.0 0.5 ) 0.3 0.2
TQ33 95.1 0.5 4.0 0.4
TQS51 97.5 / 0.9 1.2 0.4
: TQ52 96.1 0.9 ‘ 2.6 0.4
TQ66 94.5 1.1 4.0 0.5
TQ90 97.3 . 1.4 0.9 0.4
TQ101 98.5 1.0 0.2 0.3
TQ102 99.1 0.2 0.5 .2
‘ TQ118 97.1 2.4 0.1 0.4
| TQ129 99.2 0.5 0.1 0.1
TQ131 99.5 0.2 0.2 0.1
TQL36 . 99.6 0.2 0.1 0.1
Continuous
TQ15 98.6 0.6 0.5 0.3
TQl6 | 97.3 1.8 0.6 0.4
> TQ89HA 92.9 2.6 3.8 0.7
TQ89HB 92.5 2.8 4.0 " 0.8
TQL41FA 82.9 12.9 . 2.4 1.9
| TQL41FB 82.5 12.9 2.7 1.9
{
( N ?’4
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2. The Hot Deck and Weighting Class Imputation Techmigues

The hot dec? technique is flexible and relatively inexpensive to run with
respect to computer time. Before using the hot deck imputation procedure, fhe
dd\}g{ile was sorted into 87 weighting classes ahd then sorted according to
strata and school within strata. The weighting classes which were based upon
the student's race, csex, high school grades, high school curriculum, and
parents' education were originally formed for total questionnaire nonresponse
adjustments. Th:se weighting classes were adabted for item nonresponse impu-
tation by incorporating certain routing pattern lead-in questions. For each
weighting class, an initial hot deck was formed by going through the data file
and recording the first completed response to each item. Then, as the new
da€; was processed, the weighting class to which each individual belonged was
determined. If the item being examined was complete, then that individual's
response replaced the response stored in the hot deck for that weighting
class. Thus new responses were supplied for the hot deck as they appeared in
the data file. When a questionnaire was encountered with a missing item, the
response in the hot deck for that weighting class was imputed for the missing
response. Note that since the data file was sorted into weighting classes
before imputing for missing values, one would expect the hot leck technique to
obtain much, if not all, of the bias reduction with a somewhat larger variance
than would have resulted from the weighting class adjustment procedure. A
more complete description of the hot deck imputation technique may be found in
Chapman (1976) and Bailar, Bailev, and Corby (1978).

4The second item nontesponse adjustment technique used was a "weighting

class

imputation method. For continuous variables, the weighting class
imputation technique simply replaced missing values by the estimated respon-
dent mean for the weighting class containing the individual. When a mean or
total is being es;&pated, this weighting class imputation technique results in
the same estimate as that obtained when weight adjustments are made within
weighting classes. For categorical items with missing responses, the weight-
ing class imputation technique randomly assigned responses in such a manner
that within each weighting class the propoftion of nonrespondents assigned
each response was equal (as far as possible) to the proportion of respondents
who gave that response. Estimates of response level proportions will be the
same (except for weight accumulations that cannot be expected to break pre-

cisely at the point desired) as that which would have resulted had a weighting
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Analysis of the Data Set
#“gstimates of means and proportions were obtained using both imputation

procedures for the whole population and domains defined by race, sex, ability,
socioeconomic status, region, and race by ability.

The variance of the sample means and proportions was estimated by using
the balanced repeated replication technique (BRR). BRR utilizes a balanced
set of half-sample estimates to compute the sampling variance of complex
statistics. The variability among the replicated es.imates approximates the
desired variance (McCarthy, 1966). In this investigation, 15 equal sized

d ;ﬁﬁ the nonresponse imputation procedures were separ-

super strata were fo
ately applied to the& associated set of 16 balanced half samples, insuring that
the resulting variance estimates reflect the variability induced by the
imputati rocedures.

4. Summary of the Results

Due to the high item response rates, statistics computed from the pre-~

telephone data set had a relatively small amount of bias when compared with
estimates using the post-telephone follow-up corrected and completed data.
The bias that was observed resulted from two response error sources, namely,
nonresponse and inconsistent responses. In this investigétion, no general
attempt was made to force consistency on the data within a student's record.
An exception was made in the hot deck and weighting class {mputation programs
which did force the responses to items within a,routing pattern to agree with
the lead-in question to the routing pattern.

In general, the hot deck procedure did appear to reduce the bias caused
by nonresponse for discrete items. The most improvement for bias was seen
with respect to Item TQl18 which also exhibited the most nonresponse of the
di.. ‘ete items. Results for the proportion of students responding "3" to
TQ are given in Table 2. The table gives the sample size for each domain,
the crue" value of the statistic estimated using the telephone corrected and
completed data file, the relative bias of ihe hot deck (HD) and no imputation
(NI) procedures, and the root mean square errors of the procedures. Note that
most, if not all, of the gain in bias reduction from hot decking was lost by a
corresponding increase in the variance of the estimates.

The hot deck technique does not appear to p¢rform very well for con-
tinuous items, including the income questions which had the highest rate of

item nonresponse. The hot deck imputations did not improve estimates of means
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Table 2.--A comparison of hot deck vs. no imputation for TQl18,
response no. 3

T NI HD NI HD

Subpopulation TRUE RBZ RBY MSE RSE

Total 6,42 1.16 0.17 0.26 0.25

Sex: ‘Male 11. 44 0.35 0.15 0.46 0.46

Female 1.24 1.12 -0.08 0.15 0.15

Race: klack 9,72 3.07 -1,31 0.96 0.99%

White 5,90 1.07 0.52 0.26 0.25

Hispanic 8.61 1.53 12.96 5.02 5.12

Other 6.23 0.03 -2.68 0.73 0.83

Ability: Low 7.05 2.09 -0.49 0.59 0.53

Middle 6.27 0.49 -0.22 0.32 0.35

High 5,17 1.53 1.67 0.39 0.40

SES: Low 8.33 0.94 0.30 0.61 0.62

Middle 6.46 1.58 -0.10 0.31 0. 30

High 4,03 1.58 0.64 0.45 0.44

Region: NE 5.36 1.35 0.32 0.92 0.90

NC 5.96 0.71 -0.67 0.47 0.52

S 7.17 0.97 0.28 0.28 0.30

- W 7.53 1.81 1.00 0.28 0.28 )

Race x Ability:

Black: Low 7.58 5.07 1.64 0.95 0.86

Middle 12.21  -=2.57 -5.46 1.81 - 2.45

White:  Low 6.67 1.4 =0.75 0.55 0.56

Middle 5.90 0.92 0.44 0.40 0.41

High 5.10 1.55 1.70 0.37 0.38

Other: Low 7.49 0.70 ~2.89 1.43 1.52

Middle 4,70 1.02 0.00 1.32 1.29

High 4,37 0.70 0.00 2.34 2.32

NOTE.--The domain estimates for biacks of high ability and all cross-
classifications of Hispanics by ability are uot presented since their
small sample size prevented the computation of valid variance estimates.
The estimate obtained using the telephone follow-up corrected and com-

pleted data (?TRUE) is presented with the relative bias expressed as a

percentage (RB%) and the root mean square error (YMSE) for the hot dec
(HD) and no imputation (NI) estimates. .
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i item nonresponse.. The hot deck imputations did not improve estimates of means

in general; and ag»in, a compensating increase in the variance of the hot
! deck estimates tended to counteract the bias reduction that was occasionally
obtained (see Table 3).

The weighting class imputation technique performed poorly when applied to
discrete items. Part of the reason that the weighting class imputation tech-‘
i nique compared poorly in relation to the hot deck and to the no imputation
: techniqﬁes for the discrete items was that the number of nonrespondents to an
item within each weighting class was so smallb(often as few as one or two
individuals) that it was, impossible to have the proportion of uonrespondents
assigned each response equal the proportion of respondents who gave the re-
sponse. Overall, the weighting class imputation technique performed ﬁest for
the continuous income items, TQl41FA and TQ141FB, which exhibited the most
nonresponse. The weighting class estimates had somewhat smaller mean Square
errors than the no imputation and hot deck procedures (see Table 3). .

Due to the manner in which the data file was constructed, it was rela-
tively easy to identify inconsistent items. Recognizing that measurement
errors caused by inconsistent responses constitute an important source of bias
in the estimates obtained using the pre-telephone file, a new data file wvas
constructed which retained all the inconsistent responses from the mail ques-
tionnaire but had missing items replaced by responses obtained in the teléd-
phone follow-up. The difference between statistics using this missing-data
corrected file (referred to as §ME where ME stands for measurement error) aud
statistics obtained from the fully corrected telephone follow-up data file
(referred to as §TRUE) pggvides an estimate of the measurement error asso-
ciated with inconsistent responses. Referring to Tgble 4 Which compares these
two statistics, one can see that the measurement error associated with incon-
sistent responses had a significant effect/for TQl and TQ9 and cross tabula-
, tions involving these two items. TQl and TQ9 were multiple response option
{ questions in which the students were instructed to "Circle as many as apply to
you." The measurement error associated with these results was large and
positive indicating that'maﬂ§ studentz failed to circl® all of the options
that applied to them. Note that on the far right in Table 4 are the estimates

§NIC' These were obtainéd using no imputation on the pre-telephoning data set

where inconsistent responses were recoded as missing data. Even for the
i

questions ia which inconsistencies were most common, i.e., TQl and TQ9, YNIC
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Table 3.-—A comparison of hot deck vs. no imputation for TQl41FA

- 3 NI D We NI HD wn
Subpopulation TRUE RBY RBY RBZ MSE JUSF AS<
Total 7040 -C.44 0.66 =0.15 76.25 96.54 70.99
Sev: Male 6623 0.02 0.70 0.09 92,32 106,12 95.38 -
‘ Female 7460 -0.63 0.61 -0.39 146.36 178.25 141.99 .
, Race: Black 5946 =~3.02 -0.62 =0,90 250.67 187.38 165.74 e
White ° 7139 -0.54 0.67 =0.15 72.54 95,38 65.43 “
Hispanic 8927 -4.01 -6.08 -8,71 1195.68 1108.22 1251.94
Other . 7176  2.53 2.63 1.42 337.94 353.39 282.31
' Ability: Tow 7993  0.30 2.33 =0.53 165.32 291.28 156.29
Middle 7574  0.74 0.28 0.25  :100.94% 95.61 79.44
High 5327 -0.14 1.07 0.37 111.18 129.07 108.87
SES: ).ow 7663 =0.70 1.18 '-0.64 136.33 19G.76 131.91
Middle 7585 =0.47 0.49 =-0.35 ' 89.73 100.16 86.08
High 5346  0.52 0.45 1.04 112.84 155.40 123.44
Region: NE 6542 ~1.50 -1.20 =0.62 189.22 195.43 163.25
NC 7353 -0.79 0.80 -0.62 102.06 132.73 95.81
S 7109 0.56 2.19 0.59 161.28 262.98 151.61
W 7137 -0.04 0.34 0,00+ 132.00 149.82 118.44
’ Race x Ability: )
\ Black: Low 6438 =4.11 <=0.86 =2.4% 320.17 253.81 210.98
Middle 5648 3.26 1.77 3.61 446,45 429.52 433.24
~ QJ'Whice: Low 8578 =-u.t0 2,23  -=1.2i- 171.07. 313.05 178.87
Middle 7687  0.65 0.15 0.16 91.03, 97.86 70,24
; High 5380 =-0.29 1.05 0.17 101.50 101.30 95.62
o Other: Low 7731 9.84 7.04 6.55 1045.26 843.39 815.54
Middle 7705 0.9 1.05 -0.63 396.78 439.82 - 379.21
High . 4801 0.11 0.72 =0.10 52(.95 570.62 515.29

NOTE.--The domain estimates for blacks of high ability and all cross-classifica-
tions of Hispanics by ability are not presented since their small sample size
prevented the computation of valid variance estimates. The_estimate obtained
using the telephone follow-up corrected and completed data (YTRUE) is presented

with the relative bias expressed as a percentage (RB%Z, and the root mean square
error (VMSE) for the no imputation (NI), hot deck (HD), and weighting class (WC)
estimates.
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Table 4.-~A comparison of various estimators of proportions for the
total population

Item Response YTRUE Yo - Yo Yyic
TQlA 1 72.29 70.55 70.56 70.55 72.98
TQ1C 1 17.16 17.09 17.10 17.11 15.62
TQ1D 1 4,12 4,42 4,41 4,41 3.78
TQ1G 1 9,19 7.94 7.94 7.94 7.96
TQ9A 1 67.82 63.33 63.29 63.29 67.15
TQIC 1 32.15 31.59 31.63 31.63 29.02
TQ9D 1 3.96 3.97 3.99 3.98 3.23
TQ9G 1 7.00 5.43 5,42 5,41 5.40
TQ10 1 61,22 61.28 61 28 61.24 62.45
TQ10 2 12,06 13.01 13.03 13.06 11.81
TQ10 3 1,45 1.39 1.37 1.35 1.24
TQ10 4 24,27 24.32 24,33 24,35 24,51
TQ12 1, 25.66 27.04 26.95 26.50 22.38
TQ12 2 7.20 7.19 7.24 7.23 7.59
TQ12 3 67.14 65.77 65.81 66.27 70.03
'TQ118 1 92.68 92,68 62.59 52,67 92.63
TQ118 2 0.90 0.91 0.82 0.90 0.88
TQY18 3 6.42 6.41 6.50 6.43 6.49
TQ129 1 9,78 9,80 9,77 9.80 9.73
TQ129 2 45.95 45.95 45.92 45.92 45.93
TQ129 3 4.02 4,01 4,02 4,01 4.02
TQ129 4 40.25 40,24 40.30 40.28 40.32
Cross-Tabulati. ns: .

TQ1AxTQ1C - 10,21 9,09 9,10 9.11 9,29
TQLAXTQ1D 2.97 3.12 3.11 3.11 2.75
TQ9AXTQIC 17.24 12.99 12.98 12,99 13.68

TQ9AxTQ9D 2.68 2.35 2.36 2.35 2.14

NOTE.--The estimates given above were obtained using telephone follow-up

corrected and completed data (§TRUE)’ the data with missing responses

completed but inconsistencies not corrected (Y“£), the pre-telephone
+
data when no imputation (?VI) and hot deck (YHﬁ) was used, and the pre-
&
telephone data with inconsistencies removed and no imputation procedure

{
used ‘YNICL'
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did not generally produce less biased estimates than ?NI (no imputation) and

HD
cies left in.

¥.,. (hot deck) obtained using the pre-telephone data set with the incomsisten-

5. Conclusions

In the past, analysts have behaved as if one should always impute for
missing responses to "clean up" the data set. This study pcints out that such
imputation can reduce rather than increase the accuracy of survey esiimates.
For most items, no significant gains in accuracy were achieved by using the
imputation procedures. In part, this was because the response rates for the
judividual items were quite high. Also, the lack of important gaias through
imputation can be attributed to the fact that a reduction in bias was accom-
panied by a compensating increase in variance. If the item noureébonse rates
had been higher and the associagzﬁ nonresponse bias larger, the effect of bias
reduction might have more than offset the corresponding increase in the var-
iance of the statistics. For the continuous items where weighting class
estimates could be compared with no imputation and hot decking, the weighting
class estimates did have somewhat smaller mean square errors for the items
with higher nonresponse rates. Unfortunately, accurate variance approxima-
tions for imputation-based statistics are difficult and costly to obtain so
that most users will ignore the imputation in computing the variance. In a
sense then, one disadvantage of using imputation techniques will be to uwn-
derestimate the true variance of sample statistics, especially when the number
of values being imputed is large. This underestimation could jeopardize the
validity of confidence statements (Bailar and Bailar, 1973).

Finally, it shoull be emphasized that this study focused exclusively on
thg astimation of univariate means and proportions. If more complex sta-
tistical analyses were being conducted, such as regression or factor analysis,
which used many variables, it would be much easier to analyze the data when
the missing values have been imputed. Also, the effect of item nonresponse is
likely cumulative so that even though individual items have a large response
rate, the number of records with complete responses to all the items entering
into the analysis may be so small that some type of imputation becomes nec-
essary. The effects of imputation on inference when more complex statistical
analyses are performed is a topic deserving comsiderable further investi-

gation.

-71-




1
BIBLIOGRAPHY OF EXTERNAL SOURCES

Bailar, John C. and Barbara A. Bailar (1978). Comparison of two
procedures for imputing missing survey values. Proceedings of the

American Statistical Association, Section on Survey Research Methods,
462-467.

Bailar, Barbara A., Leroy Bailey, and Carol Corby (1978). A comparison
of some adjustment and weighting procedures for survey data. Survey
Sampling and Measurement, ed. N. Krishnan Namboodiri, Academic Press,
New York, 175-198.

Chapman, David W. (1976). A survey of nonresponse imputation proce-
dures. Proceedings of the American Statistical Association, Social
Statistics Sectionm, 245-251.

McCarthy, P. J. (1966). Replication: An Approach to the Analysis of
Data From Complex Surveys. Naticnal Center for Health Statistics,
Series 2, No. 1l4.

¢ -
-72- 5




Appendix B

DATA CODING FOR THE ITEM
NONRESPONSE IMPUTATION STUDY




. Appendix B
DATA CODING FOR THE ITEM NONRESPONSE IMPUTATION STUDY

1. Instructions to the Data Editors Re-examining the TFU Questionnaires

The following items from the NLS Third Follow-up will be examined in this
investigation: 1, 9, 10, 12, 15, 16, 29, 33, 51, 66, 89a, 89b, 90, 101, 102,
118, 129, 131, 136, 14la, 141b. In both parts of questions 89 and 141 only
the total will be examined.

Only questionnaires fiom the "fail-edit" or B batches will be examined.
To select the mail questionnaires to examine, choose the first questionnaire
in each batch and every other questionnaire in thé% batch until the ques-
tionnaires are exhausted. Repeat this process fo;-each of the B bagéhes
containing mail qﬁestionnaires (these have batch numbers less than 500 and a B
attached to the number). Every questionnaire obtained through a personal
interview will be examined.

For each questionnaire selected, record the batch number and student I.D.
number on one of the specially prepared Key Question Edit Problem Sheets (see
Attachment B-1). For each of the item numbers circled on the special edit
problem sheet, examine .he Key Question Edit Problem Sheet enclosed in the
questionnaire. If brown ink appears beside one of the circled items on this
sheet, that question is to be exéﬁined. Conditional items within a routing
pattern will also be checked when the routing item leading to the question is
flagged. (Sometimes conditional items will be brown inked when the routing
item is flagged and sometimes not.)

For each item circled on the special Key Question Edit Problem Sheet, the

following coding will be used:

1. Leave the item blank if no telephoning was necessary.

2. If the item was left blank and an answer supplied by the
telephone oparator, code vhat item B for "blank."

3. If the original resvonse was changed by the telephone
operator, code that item R for "right."

4. If the nriginal response was changed by the telephone
operator, code that item by giviag the original response.

5. If the answer is illegible or if a multiple rasponse
(when only one was possibie) was given. code that item
as BD for "bad data."

-
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6. If a response of "don't know" was given, code the item DK.
7. For item number 141, a frequent error was that respondents

would give their wages and then leave the others blank,
including the total income. For this question, if the amount
given was correct (or if z&ro, blank), but the respondent
Failed to total them, code the item BR for "blank but right
entries given above."

8. If the telephone operator was unable to contact the individual,
code the blank and inconsistent items with UTC for "unable to
contact." .

N

2. Original Responses to’the 20 Selected Crucféizfiems

Following coding by the data editors, frqu& cies were computed for each

item and each code. These frequenci.s are presf?yed as percentages in Attach-
ment B-2. ;i
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Attachment B-2.~-Item frequencies for the data codes used to describe the original response to\
the twenty critical items for the subsample of 5860 fail-edit questionnaires

Data codes for original response

Item Consistent Blank Inconsistent Incoqsistent Bad Don't rigiin:ntiies Unigle
but correct and incorrect data know ;
(©) (B) (R) 1) (BD) (DK) given above contact

(BR) (utc)
TQ1 86.0 0.3 3.1 9.2 0.0 0.9 0.0 1.4
TQ9 76.1 0.5 4.6 16.9 0.0 0.0 0.0 1.8
TQ10 92.6 1.5 3.7 1.3 0.1 0.0 0.0 0.8
TQ12 95.0 0.9 2.4 1.2 0.0 0.0 0.0 0.5
TQ1lS 97.5 1.0 0.5 0.4 0.2 0.0 0.0 0.5
TQlé6 94.9 3.0 0.5 0.5 0.2 0.0 0.0 0.7
TQ2G 98.0 1.0 0.4 0.2 0.0 0.0 0.0 0.4
TQ33 90.9 G.9 3.9 3.5 0.0 0.0 0.0 0.8
TQS1 95.4 1.6 0.9 1.3 0.0 0.0 0.0 0.7
TQS2 92.9 1.6 2.9 1.8 0.0 0.0 0.0 -0.8
TQ66 89.7 1.9 4.3 3.1 0.1 0.0 0.0 1.0
TQ89HA 85.8 4,8 2.8 4,2 . 0.1 0.0 0.0 1.3
TQ89HB 86.0 5.0 2.8 4.6 0.1 0.1 0.0 1.4
TQSO 95.1 2.4 0.5 1.1 0.1 0.0 0.0 0.7
TQ101 97.3 1.8 0.4 0.0 0.0 0.0 0.0 0.5
TQ102 98.3 0.4 0.3 0.7 0.0 0.0 0.0 0.3
TQ118 94,17 4.4 0.1 O.u 0.0 0.0 0.0 0.8
TQ129 98.6 0.9 0.1 0.1 0.1 0.0 0.0 0.3
TQ131 99.1 0.4 0.2 0.2 0.0 0.0 0.0 0.2
TYl 36 99,2 0.4 0.2 0.0 0.0 0.0 0.0 0.2
TQl41FA 68.2 16.5 1.5 2.9 0.2 0.0 7.2 3.5
TQl41FB 67.6 17.5 1.5 3.5 0.1 0.0 6.3 3.6

s
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SECTION A: GENERAL INFORMATION

. L What were you doing the first week of Getober 19747

(\Clrclo as many as apply.)

TQ1lA Working for pay at a (:!l-time or part-time job . ................ 1
TQlB Enrolled in graduate or professional school ...... ........... 2
TQ1C Taking academic courses at a two- or four-year college ...... ... 3
Q1D Taking vocational or technical courses at any kind of schoo!

or college (for example. vocational. trade. business. or

other career training school) .................oovevineen.. .. 4
TQlE On active duty in the Armed Forces (or service academy:. ... ..3
IQLF - Homemaker ... e 6
TQ1G Temporary layoff from work. looking for work. or waiting

toreport towork ... .. ...l 7
TQ1H - Other (describe: )....8

TQ2 2 How would you describe your living quarters as of the first week of October 19762

(Circle one.)

Private house or mobile home ... ... ............. ...... ... 1
Private apartment ........... ... ... . o 2
Dormitory or apartment operated by a school or college . ....... 3
Fraternity or sorortyhouse ... ............. i 4
Rooming or boardinghouse ......... ..... ................ .. .5
Military service barracks. on board siup.etc. ... .... . ... . .6
Other (describe: Yo7

TQ3 3. With whom did you live as of the first week of October 19752

(Gircle one.!

By myself ............... e e e e 1
Withmyparents ...... .. ...... ........... ... ... 2
With my husband or wife .. .......... ... ... ... ;
With parents and husband or wife .. .. C e e
With other relatives .................... . . .. ... e e 3

With persontsinot relatedtome ... . .. .. N

TQ4 4 Which of the following best describes the location of the place where you lived in the first week of October 19762

(Circle or_\g.)

In arural or farming commurty ... . . ... L. L. 1

In a small ¢ity or town of fewer than 50.000 people that :s not
a suburb of a larger place . e

In a medium-sized city 150.000-100.000 people»
In a suburb of a medium-sized city
| In a large city (100.000-500.000 people)
| Inasuburbofalargeaty ..... ..... ...... ..
In a very lurge city rover 500.000 people)
In a suburb of a very large aity
A military base or station . C e . c e 3 - :

oo

W~ U e
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) . - National Center for Educatign Statistics |
: . 4 Education Qivisi |
L. Department of Health, Education, and Weifare

Washington D.C. 20202 ‘ |

s *  GENERAL INSTRUCTIONS .

This questionnaire is divided into the following seven sections:

General Information

Work Experience

Education and Training .
Military Service

Family Status

F. Experiences and Opinions

G. Background Information

mooOmpy»

Start by answering questions in Section A. You will need to answer the first question in each section, but you may not
reed to answer all the questions in every section. You may be able to skip most of some sections. We have designed the
questionnaire with special instructions in red beside responses which aliow you to skip one or more questions. Follow
these instructions when they apply to you.
Read carefully each question you answer. It is important that you follow the directions for responding, which are:

e {(Clrcleone.)

o (Circls as many as apply.)

e (Circie one numberon eachline.)

Sometimes you are as’ked to fill in a blank—in these cases, ssmply wnite your response on the line provided.

Where you are asked to circle a number, make a heavy circle. Here 1s an example:

Why did you leave high school? (Circle one number on each lipe.)
My NOT My
Reasons Reasons
GradUAIEO . ..« eooeeeeee e e Q. 2
Erteced collage ............... N, ) P @
WENE 10 WOTK ..ot e eeeeee e e aeanenns . @ .............. 2

Many questions ask what you were doing during a specific time penod: for exampte. “What were you doing during the
first week of October 19762" Because 1t has been two years since we last heard from ycu. we aiso ask some ques-
tions about what you were doing in 1975. As you go through the quest:onnaire. please watch for these ime references
and make'sure you are thinking about the correct time period for each question.

This questionnaire 18 authorized by law 20 USC 1221e-1.

The Federal Pnvacy Act of 1974 requires that each survey respondent be :nformed of the following.

(1) Solicitauon of information about the respondent as detaried in the questionnaire 1$ authonzed by Section 415 of the
General Education Provisions Act as amended (20 USC 1226b).

(2) Disclosure of this information by the respondent 1s subject to no penalty for nat prowiding ali or any part of the re-
qLested information.

(3) The purpose for which this information 1s to be used 1S 10 provide statistics 0n a national sampie of students as they
move out of the American high school systen: into the cntical years Of earry aduithood and relate these statistics to
postsecondary educational costs and financiaf aid and other factors on the educational. work. and career choices of

. young aduits.

(4) The routine uses of these data will be statistical in nature as detailed 1n 9 1n Appendix 8 of the Departmentat Regula-
tions (45 CRF 56) published in the Federal Register. Vol. 40, Mo. 196. October 8, 1975, -

When you compiete this questionnaire, please place it in the post-paid. ad<ressed envelope provided and mail it to:
) OPERATION FOLLOW-UP
’ Research Triangle Institute

Post Office Box 12036
Research Triangle Park, North quoﬂna 27708

THANK YOU FOR YOUR CCOPERATION

-82-
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CONTINU %D

S. 13 this the SAME city or community where you lived in October 19747
41 GOT10Q.8

2 CONTINUEWITHQ. 6

-

6.  How far is this from where you lived in October 19742
(Circle one. )
Less than 30 miles
50 to 99 miles
100 to 199 miles
200 to 499 miles

What was the main reason you moved to the place where you live now?
{Circle one.)

To find or take a job

Was transferred

Other job-related reason

To go_to school

To follow my parents or spouse to a new location

To follow another relative or friend to a new location ...
Wanted a better place to live

Other tspecify:

& Which of the following items do you have the use of as your own because you {or your spouse) have bought them
or have been given them, or because they belong to your parents, roommates, dormitory, apartment building,
etfe.? ' .

(Circle cne number on each line.)

Have As Have But Don’* Have
My Qwn Don’t Own Use Of

Daily newspaper - . B
Dictionary e e 1 .3
Encyclopedia or other reference books . .. ...... ..... 1 3
Magazines . . 1.
Record player .. . ... N 1
Tape recorder or cassette plaver .. 1
Color television . ... 1
Typewriter .. .... .. i
Electric dishwasher e .
Two or more cars or trucks that run ... . .... ... A S

SR oo a0 o

...
:
1O 12 19 19 O v 0D O O

Now please think back a year to Fall 1975. What were you doing in October 19757
(Cirzle as many as apply.)

Working for pay at a full-time or part-ume job o1
Enrolled in graduate or professional school
Taking academic courses at a two- or four-year college

Taking vocational or technical courses at any kind of school
or college (for example. vocational. trade. ‘usiness. or
other career training school)

On active duty in the Armed Forces tor service academy, .... .
Homemaker
Temporary layoff from work. looking for work. or waiting

to report to work .. . e e e .
Other (describe:




. o : START

SECTION B: WORK EXPERIENCE

In this section. we would like to find out about tt;e jobs you have held in the two-year period from October 1974 through
October 1976. mcwl-time jobs. part-time jnbs. apprenticeships. on-the-job training. mihitary service and so on.

> .
}

We are interested 1n learning about the kinds of jobs you have held. the hours you worked and your income from these
jobs. the level of vour job satisfaction. and the relation of your training and education to vour work experience This in-
formation will help us better understand the movement of young people into the world of work and the reasons for
changes in job situations.

JOBS HELD tN OCTOBER 1976

-

TQ10 10, ~}Did you hoid a job of any kind during the first week of October 19762 °

(Circle one.)

Yes. working full-time (35 hours or more per week) . ... ..... 1
Yes. working part-time (34 hours or fewer per week) ... U 2 GOTO Q 13. nevi pege
Yes. but on temporary layoff from work or waiting to
FEPOrttO WOrk ..............coih ciiiiiiiiiiis el .3
NG oo e e 3 CONTINUE WITH Q. U1

11.  What were the reasons you were not working dur. 1g the first week of October 1976?

{Circle one number on each line.)

! . My NOT
Reasons My Reasons
TQllA 2. Didnotwanttowork... .... . .. .iiiiitee e o e e eees o Wb L2
TQ11B b. Was full-time homemaker ..... O A P
TQllC c. Gomgtoschool... ..ot tiiiiiiiii e S 4
TQ11D d.  Not enough job openings available .... . ... ... .. Lo o 2
TQLliE e. Required work experience [didnot have .. ..... ....... . ... o 2
TQ1iF . Jobs available offered little opportunity for career development . S 2
. TQL1G g. Health problems or physical handicap  ....... ... ... .. RS | L2
TQ1l1lH h. Could not arrange childcare ................... ..... S
TQlil 1. Other family responsibilities tincluding pregnancy: . .. .. . .1 ..... .2
TQll1lJ i  Not educationally qualified for types of work available . : S 2
TQ1l1K k. There were jobs but none where I could use my training D S
TQL1iL l.  Spouse preferred that I didn't work.. ... .... e O 2
TQ11M m. Other (specify bl 2
TQl2 12. Were you locking for work during the first week of October 19762
: (Circle one.)
XS o e e . Ly
No. but DID look for work sometime durmg the month of
September 1976 .. ...... ... ...... . ... ..23GOTOQ 32.p.7 4
No. and did NOT look for work at any time during the month ’
of September 1476 .. .. .... .. — . .3

I --8[‘- ‘{‘} r)




PR : ' CONTINUED

3. Please describe below the job you held during the first wewk of October 1976. (1f you held more than
one job at that time, describe the one at which you workad the most hours.)

" L3A-D a. For whom did ):ou work? (Name of company. business organization. or other employer )
{Write in): .
> b. What kind of business or industry was this? (For example, retail shoe store, restaurant. etc.)
L

(Write in) -

c. What kind of job or occupation did you have in this business or industry? (For example, salesperson. waitress.
secretary. etc.)

(Write in):
d. What were your most frequent activities or duties on this job? (For example. selﬁr;g.choes. waiting on tables.
_typing and filing, etc.)
{Write in):

e. Were you:
(Circle one.)

A
| * An employee of a PRIVATE company. bank, business, school, or individual working for .

i wages, salary. Qr commissions? ..........oiiitiiiiiiii e e 1 ,
A GOVERNMENT employee (Federal, State, county, or local institution or school)? ........ 2 '
Self-employed In your OWN business, professional practice. or farm?........................ 3
Working WITHOUT PAY in family businessor farm? ...............coeeeiiiiiiiniinn... 4 . °,
f. When did you start working at this job?  TQL3FA ‘month) TG 3FB iyear)
8. Are vou currently working at this job? ° : - .
Yes ... oo 1 ) ! .
TQLl3GA
NO. e 2 Dateleft: TQL3GB imonth) TQL3GC tvear) .
14, How did yoy find this job? \

{Circle as many as apply.)

a. School or college placement service . . .. A |

b. Protessional periodicals or organizations .2

c. Civil Service applications . .3

d. Publicemployment service . .... ...... .. . ... 4 ,

e. Private employment agency ...... . .3

by f. Community action or welfare groups . 6

g. Newspaper. TV. or radio ads. .. .7

h.  Direct application to employers 8

t.  Registration with a umon 9

. 3 Relatives . ... .. .. .. . . e 10

k. Friends ... ... . ce e 11

1. Other ispecify _ w12

TQlé
15.  How many hours did you usually work at this job 16.  In an avarage week, approximately.how much
in an average week? did 'you eam at this job? (Report your gross
Hours per week eamings before _deducﬁons. If not paid by the,
_— week, please estimate.)

b per week
(Earmings before deducaons)




k4

) g : ' CONTINUEI
g 17.  The fellowing are some genera! things that people do on their jobs. Ahout how much time did you .
i, spend on each in the average work day on your job? . ~
) , ) {Circle one numher on ezch line,)
, . Very A Great
3 None Little Some . Deal
TQ17A * Working with things (machinery. apparatus, art ,
: S omaterials.etc.) ...... ... | 2. Jol. 3
i TBl?B Doing paperwork (administrative. clerical. computa-
“tional.etc.) ............. e e i, | S 2 3. ]
TQL7C . Working with ideas. thinking .................................... | 2. X 4
TQL7D Dealing with people (as part of the jobs .......................... | S 2 3o 1
{ )
8. a  About how many peeple were employed in the entire organization for which you worked? State ov Federal
employees give the approximate number of people in- your Department, .e.g., State, Commerce, Motor g
Vehicles, etc. Self-employed give ihe approximate number of your employees. Circle one number in
Column A.) . .

b. About haw many of these people worked in the same plant or office as you? (Circle one number in Colump 8.)

A, Total B. Same
Organization Plant or Office
. {workedalone ...................... ... R 1 S
Lessthan10 ............................ 2 2
10-99 s 3 3
100499 ... 4 4
- 500-999 ................................ 5 ................. 5
10002499 ..o, 0 i, 6
\ 2,500 and over\.\ ....................... 7T . T, 7 :
TQ18A. TQ18B

TQ19 19.  Please think of your ;upervisor or the pe'rson who had most control over what you actually did on the job. Which
of the following best describes how closely this person supervised you?

] N v ' (Circle one.)
My supervisor decided both what 1 did andhow I didit .  ...1
* My supervisor decided what I did. but I decided how [ did it . .. .2
My supervisor gave me some freedom I1n déciding what 1 did

andhow Ididit ........... ....................... ... .3 -
I was more or less my own boss within the general policies

of theorganization .............. .............. ... ... 1
There wasnosuchperson ................... ..:.. .. ..... R

>

TQ20. 2. How many people did you supervise in your job? {Include ail persons whose work you supervised as well as these
-for whose work you were held responsible.) r ; ,

people




v . .
. . :
e 2 s . .

1
- CONTINUED
s 21.  How satistied were you with the following aspect. of this job? . . ’
(Circle one number on each lino.) ,
. Very . Very )
- - Satisfied Satisfied Dcsumhod Dissatisfied
21A a. Payandfringebenefits ..........................cceeeeiL ) S 2., 3., 1 :
21B b. Importanceandchallenge .................................. | T 2, 3, 4 ;
21C c. Working conditions .....................coiiiiiiiiiane.. el 2, S 4,
21D d. Opportunity for prometion and advancement with this . ,
emPloyer ... i e | SR 2.8, ;-4 '
21E e. Opportunity for promotion and, advancement in this _ f ' ' .
line of work, ...... et e e jrobeee 2. 3. 4 :
21F f. - Opportunity to use pasttraining and education .............. ) 2. P U TR 4
21G6 g. Security and permanence....................ciiiiieannnn... | . 3. 4 P
21H h. Supervisoris)............... LS S S 3. I .
217, i.  Opportunity for developing new sldlls'....:)/...., ........... o2 k TR 4 ;
21 jo Jobasawhole ................... iiiiiiii.l ST Lo D2 SOOI 4 .
21K k.. The pride and respect [ received from my family and .
friends by being in this line of work ...................... ) S 2, & S 4
[
22 - 2. Not including on-the-job or ombloyor traininé, did you receive formal instruction to do this kind of work?
No...o.ioiiia, F I'COTOQ.ZZnexIpage
Xes ....... e, 2 CONTINUE WITH Q. 23
2. Who're did you receive this training?
\ { (Circle as many as apply.)
23a v HIGRSCROOL vt e e e e 1 . -
23B - Vocational. trade. SusinesS. or gther career training school ...... 2 :
23C Junior or community COlEGE ..............eeeeees ceereaeannnn 3
23D . Four-yoar college or UNIVerSity ............ooevereevneennnennnn.s. 4 i
23E MilItary SeIviCe . .....ooiii i Tt s e 5
23F \ Other (describe: ) v ) ...
24.  What were your experiences while working on this job?
i ! ) {Circle one number on each line.)
, My NOT My
| ‘ Experience * Experience
24A a. lhave been able to apply most of what [ leamed inschool ................ ) S 2
24B b. [ would have liked more evpenence in my training before‘[ started
working ... ........ Ll i i e | S 2
24C t. [received training different from the way it was done onthe job ...... doao o002
24D d. I was trained with tools or equipment not used on my job ... . e e | S el 2~ b
24E - €. [could have gotten my job without the tramning ......... LN T 2 ‘ '
24F f. [took coursework associated with my traming which was not he pful ’
inperformingmy job ...... ... i e e | SO 2
246 g Most of what [ did on the job I learned todo inschool.... ... . . ..... .1. .2
24H h. I consider myself doing as weli as others with similar traiung . ..... ..1 .2
241 ., t. [consider going to school and getting the traimng a wise choice . ..... Ao 2 .
1oo /
N
; / ;




| Ta2s
Q27
TQ29
{130
TQ32

133

o ¥

25. Were you hired for this pb because your employer
knew you had been trained in a school or college
to do this kind of work?

Z. Do you expect to be working in October 19772

1
Don't know 2} GoT0Q. 29 TQ28

............ 3 CONTINUE WITH Q.28 —> 8.

TG26

CONTINUVE

Did the school at which you recsived

u.
your training for this job refer yw
to this job? .
Yes .ooiiiiiiiiiiieiines 1
NO...............‘/Q’. ..... .2
-, .
Do you plan to work at the SAME KIND OF WORK?
Yes O 1 .
No.oooviviivoinn. 2 .
Dontknow.......... 3

29. Waere you working at a second job in the first week of October 1976 at the SAME TIME as you held the job you

described above? .
NO. e 1 GOT0Q. 32 .
b (L «--2 CONTINUE WITH Q. 30 : —
Q31 ’
A. How many hours did you usually work at this job 3. in an average week, approximately how
in an average wéek? much did you earn at this job? (Report your
gross earnings before deductions. If not paid
Hours per week by the week, please estimate.)
. per week
. tEammgs vefore deductnonsn
. ’ =

JOBS HELD IN OCTOBER 1975
¢

»

32. Now please think back to Fall 1975. Did you hold a job of any kind during the month' of October 1975?

(Circle one.}

Yes, working full-time (35 hours or more per week) .. ....... i 1 . i
Yes. working part-time (34 hours9r féwer per week) . ........ 2 >.GOTOQ 34. next puge
. Yes. but on temporary layoff from work or waiting to : d
report towork ....... ....iiieiieiiiiiiien, . .3
NO o e e e e 4 CONTINUE WITH Q. 33

*

' \
33.  Waers you looking fer work during October 19757

(Circie one.) .

No. but DID look for work sometime during the month of
September 1975

No. and did NOT look f\or work at any time during the month
of September 1975

GOTOQ 41.p. 9




D
CONTINUED

v

ls thu the same job you hold in October 1976 and reported in Q. 13?
rcle one.) -

GOTOQ. 36 [

No. different job .:. ' 2 } CONTINUE WITH Q. 35
- No. was not working in October 1976 3 ,

Please describe below théjob ysu held durcpg Qctober 1975. (if you held more than one job at that tima, describe
the one at which you warked the most hours.)
a. For whom did you work? (Name of company. business organization. or other employer}
(Write in):
b. What kind of business or industry was this? (For example re:axl shoe store, restaurant. etc.)
(Write in): -

c. What kind of job or occupation did you have ig this business or industry? (For example. salesperson. waitress.
secretary, etc.) .

(Write in):

d. What were your most frequent acuvmes or duties on this Job” (For example. selling shoes. waiting on tables.
typing and filing, etc.)

(Write in}:
? N R T
e; Were you: :
, (Circle one.)

B

«
An employee of a PRIVATE company. bank. business. school. or individual working for
wages, salary. or commissions?

AGOVERN\IE‘JT e'nployee 1Federal State. county or local institution or school'” . ..

f. When did you start working at this job?  TQ35FA imonth)y  TQ35FB

43
i ;o TQ37

How many hours did you usually work at this job J7. In an average week, approximately how
in an average week? much did you earn at this job? (Report your
gross earnings before deductions. !f not paid
by the week, please estimate.)

Hours per week

per week
tE rmings before deductions;

~

I

Are you currently wgrking at this job?
GO TO Q. 40, next page _—
Date left: TQ38B {monthy TQ38C {year) CONTINUE WITHQ. 39
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TQ39A
TQ39B
TQ39C
TQ39D
TQ39E

TQ39F
TQ39G

" TQ39H

© TQ39T

. TQ39J

TQ39K
TQ39L
TQ39M
TQ39N
TQ39¢
TQ39P
TQ39Q
TQ39R
TQ395
TQ39T
TQ39U

TQ40

. ——‘H_T

CONTINUED -

3. Howimporiant were the following as rns;ms for your leaving this job?

{Circie one number on each line.)

R ' Very Somewhat Not
A tmportant important important
a. Poorpayorfringebenefits ..........................o 2. 3
b. Lack of importance and challenge .......................ool | U 2. 3 »
c. Poor working conditions ............................ ... fr s | 2. 3
*d. Lack of opportunity for promotion and advancement with thisiemp‘loyer R O e 2. 3
e. Lack of opportunity for promotion and advancement with this line of - N
work .................. e e 2. 3
f.  No or little opportumty to use past training and educiion ... ............ | 2, 3
g. Lack of security or permanence ...................coiiiiiiiiiiiiin 2. 3
h. Dissatisfied with my supervisorts) .5.................cooiiiis i | T 2. 3
1. Lack of opportunity for developingnew skills.............................. | U 20 3
j-  Unhappy withthe jobasawhole ............. .......coiiii i, | S 2 3
k. Moved to another location ................................... i‘ .......... 2. 3
I Iwaslaidofforfired..... ............. .. .. . 2. 3
m. Went back to schoolorcollege ................ ............... ...l e 3
no Gotmarried ... ... 2. 3
0. Hadababy ..............ooiiiiiiiii., [T 2. 3
p. Other family responsibilities .... .... e S | 2 3
"q. Left to obtain a better job ........... e e | 2 3 '
r. Health problems or physieal handicap ...... .............. ... ... | 2 .3
s. Promotion or transfer within same organization ............ e 2 3
t.  Temporary or school-related Job ...........................cl 2. 3
u. Otheruspecify: . R 3

40. Were you working at a second job during the month of October 1975 at the SAME TIME as the job you
described abave? . -

’

41.  During the two 52-week periods from (a) October 1974 to October 1975 and from(b) October 1975 to October 197¢

how many different employers did you work for alteqether? (Count each-employer only once, even if you had dif.
ferent jobs for the same employer.)

(a) Y .
October 1974. ' N October 1975.
October 1975 October 1976
TQ41A Number of employers TQ41B Number of employers
' H

42.  During the same two 52-week periods from (a) October 1974 to October 1975 and from {b) Qctober 1975 to October
1976, about how many weeks did you work aitogather? (Count ail weeks in which you did any work at all or were

on paid vacation.) . :
@ . : (b)
October 1974. . October 1975-
October 1975 > October 1976
TQ42A weeks TQ423 weeks
L J
&

-90.1 US \ -




" 43, In each of these 52-week periods from (a) October 1974 te October 1975 and from (b) October 1975 to
Octobar 1976, were there any weeks in which you were NOT warking and were looking for work,
on TayeH from a |ob or waiting to report to work?

{a) . (5)
October 1974- October 1975-
October 1975 Qctober 1976
NO et 1 . . .
TQ43NY |
®3 Yes .....oooinne. $oon 2 Howmany? _TQ43A weeks TQ43B weeks

* .
44X 44. What kind of work will you be doing when you are 30 years oid? (Circle the one that comes closest to what you
24Y expect to be deing.)

’ (Circle one.}
a. CLERICAL such as bank teller. bookkeeper. secretary. typist, mail carrer. ticket agent ............ 1
'b. CRAFTSMAN such as baker. automobile mechanic. machinist. painter. plumber. telephone
1T E 1)L e ¥+ L2 2
¢. FARMER. FARM MANAGER ........... e e i e 3
d. HOMEMAKER OR HOUSEWIFE ONLY . .iiiiiiiiititiet et i ianiiaa s eriaeeaeasaaensaeananaes 4
e. LABORER such as construction worker. car washer. sanitary worker. farm laborer ........... .... 3
f. MANAGER. ADMINISTRATOR such as sales manager. office manager. school administrator.
buyer. restaurant manager. government official ................ . 6 -
MILITARY such as career cfficer. enlisted man or woman in the Armed Forces ........... e T
h. OPERATIVE such as meat cutter. assembler. machine operator, welder. taxicab. bus. or truck
driver. gas station Attendant ............iiiiiiiiiiii e i et 8 -
i. PROFESSIONAL such as accountant. artist. registered nurse. engineer. librarian. writer. social
worker. actor. ac“ress. athlete. politiciaa. but not including public school teacher ........ ..... .9
j.  PROFESSIONAL such as clergyman. dentist. pliysician. lawyer. scientist. college teacher ........ 10
k. PROPRIETOR OR OWNER such as owner of a small business. contractor. restaurant owner . . li
l. PROTECTIVE SERYICE such as detective. police officer or guard. sheriff. fire fighter.............. 12
m. SALES such as salesperson. advertising or insurance agent. real estate broker ..................... 13
n. SCHOOL TEACHER such as elementary or secondary ........ T 14
0. SERVICE such as barber. beautician. practical nurse. prjvate household worker. janitor. waiter .. 15
p. TECHNICAL such as draftsman. medical or dental technician. computer programmer ....... .. .16
Q. NOT WORKING ...oiiiittiiiitiiii i it a e e aed e .07
\

5 45. Do you think you will need more education or schooling than what yeu have at present in order to obtain this kind

of work or to advance as you would like in your job or career? .

No ot 1
Yes ooiiiiiiiiiiins a2
Dontknow ....... . ..... 3

6 6. How satisfied are you with the progress you have made towards doing ?hc kind of work you expect to be doing
whan you are 30 years old?

e

(Circle one.)

Very satisfied .... . ... .1
Satisfied . ..... ...... .... 2
Dissatisfied ...... ....... 3
Very dissatisfied .. .. ...4
2e manual for coding instructions.
' 1 U{)»._.
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1 " SECTION C: EDUCATION AND TRAINING

This section asks information about your training and education. We would like to find out about the schools you have
attended during the last two years. from October 1974 to October 1976. This information. combined with informat:on you
have given us in earlier follow-ups. will help to give us a complete picture of vour educational experiences since high

. school. (Persons in-the military service should also answer the questions in ttus section. )
-

EDUCATIONAL PROGRESS AND PLANS

-
.~

TQ47 47.  Since high school, had you earned any certificate, license, diploma or degres of any kind prior to October 19742

. ‘ N [ 1 GOTOQ.
Yes ........ eileriiiiiienns 2 CONTINUE WITH Q. 48

-

48.  What kind of certificate, license, diploma or degree have you sarned?

4

Area of Certificate, License.

(Circle Date or Degree (For Example, Real
as many Received Estate License, Shorthand
as apply.) Month  Yeur Certificate, Degree in History)
i TQ48AA  Acertificate.. ..............ooooiiieiiiniinn, 1 TQ48AB 19 TQ48AC TQ48AD -
R TQ48BA . Alicense ... ........cceoiiiiiiiiens ciiniin2 TQ48BB 19 TQ48BC TQ48BD
‘ * TQ48CA A 2-year or 3-year vocational ) .
degree ordiploma ........ ..... ....... U 3 _ TQ48CB 19 TQ48CC TQ48CD
TQ4BDA A 2-year academic™egree ....o..................... 4 7 TQ48DB 19 TQ48DC TQ48DD
' TQ48EA A 4-year or 5-year college )
Bachelor's degree ...... e, 5 TQ48EB 19 TQ4BEC TQ48ED
, TQ48FA . A Master's degree or equivalent................... 6 - TQ48FB 19 TQ48FC TQ48FD
‘ TQ48GA  Other (specify: )T TQ48GB 19 TQ48GC TQ48GD
* V - . -
4 « 49, a.. As of the first week of Clctober 1976, what was your highest level of education or training? (Colbmn/A)
b. As things stand now, how far in school do you think you actually will get? (Cojumn B)
TQ49A TQ49B
A.
Mad in B.
‘ . October 1976 Plan to get.
* {Circle one.) " {Circie one.)
Finished highschool .................. ... ... .. ... e, ’ 1
: Vocational trade or . .
business school .. { Lessthantwo years............. .. .... ... e 2 ... e e, 2
Twoyearsormore......... ..........cooevvn ... B .« 3
Less than two years of college ....... .. .. .. ... 44
Two or more years of college ancluding .
. two-year degree)................... - 5
College program . .. { Fished college four- or _
. 1 five-yeardegree) ................... R - T 6
) Master’s degree or equivalent...... .... A | 7
Ph.D.. or advanced professional degree . .. 8 8

ERIC ' o2 Lyv '
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_ : _ CONTINUED
50. With regard te your education and training during the last year you were in school, '
hew satisfied as a whele were you with the following?
~ (Circle one number on o,ach line.)
Very Semewhat or Ne Samewhat Very
. Satisfied Satistied Qpinion . D'ssatisfied  Dissatisfied
SOA a. The ability. knowledge. and personal )
qualities of most teachers .................. | 2 K S L S 5.,
S50B b. Thesociallife.......................... ....... | S 2. S . e 5 )
50C c. Development of my work skills ................ | ST 2, & I o . 5 B T
S0D d. My intellectual growth ......... O S 2. & I L SO 5
SOE e. Counseling or job placement .................. | S % U L $o. . 5
SOF f. The buildings. library. equipment. etc. ........ | 2, X X 3
530G . g Cultural activities. music. art. drama. etc. ....1............ P S K E 5
30H h. The intellectual life of the school .............. 2, kS oo 5
301 i. Coursecurticulum ..........................l. b S S o, 5
30J J- The quality of instruction ...................... 2o & S 1S TETUTEI 5
30K k. Sports and recreation facilities ................ 2. S . :3

31 51.  During the wo.year period from October 1974 through October 1976 were you enrolled in or did you take classes
at any schooi like a college or university, graduate or professional school, service academy or scheol, business
school, trade school, technical institute, vocational school, community college, and sa forth?

NO . it 1 GOTOQ.%8.p. 22
YeS oo, 2 CONTINUE WITH Q. 52
‘l
SCHOOL ATTENDANCE IN OCTCSER 197¢
kY
2 52, Did you attend 3chodt in the first week of Cctober 19762 -
NO ..o 1 GOTOQ. 66.p. IS
YeS vivis i 2 CONTINUE WITH Q. 53

5. What is the exact name and location of the school you were attending in the first week of Cztaber 19762 (Please
print and do not abbreviate.)

School Name: TQS53A

City: TQ53B State: TQ53C

4 s4.  What kind of school is this?

L

{Circie one.)

Vocational. trade, business. or other career traning school ... .. 1
Junior or community college (two-year)........... ....... ...... 2
College or university (four yearsormore)...... .. ... ......... 3
Independent graduate or professional school (medical.

dental. law, theology. etc.) ...........ooo il Ll 4
Other (describe: ) .3

19%




? CONTINUE:
$5.  When did you first attend this school? TQS5A tmonth) TQ55B (vear)

S6.  Are you currently attending this school?

'3
Tes6A NO oo 2 Dateleft: __ _TQS6B imonth) __ TQS56C 1year:

TQ57 57. Dwring the first week of October 1976, were you classified by this school as a full-time student?

Yes oo, 17
Dontknow ................ Z}GOTOQ' i
' NO- et 3 CONTINUE WITH Q. 58

58. What were your reasons for attending school part-tima instead of full-time?

i {Circle as many as apply.)
Could not affordtogo fulltime ........................c.ccciiiiiiiinn.. 1

TQS8A a.
TQ58B b. Working fatlltime .............. ... ... 2
TQ58C c. Working part-time .. ... e, 3
TQ58D d. Family responsibilities ............. ..., 4
TQS8E e. Taking job-related courses .............c.cvovviiiiiiiiiiiiii, 5
_TQ58F f. Taking courses for personal enrichment .................. . 6
- TQ58G g Undecided about careerplans .....................ccoeeeiiii i, .7
! TQS8H h. Too much pressure or strain with full-time load .......................... 8
TQ581 1. Health problems or physical handicap ......................c.ccv oon.... 9
. TQ58J j- Other tspecify: - )....10
i
TQ59 59. During October 1976, about how many hours a week did your classes meet in the subjects or courses in which you
were enrolled? Include time in lectures, shop, laboratories, etc.
, hours per week
;
TQ60  &0. At that time how were you classified by your school?
‘ , (Circle one.)
Freshman lfirst-year undergraduate student) .. .. . .. S
. Sophomore (second-year undergraduate student’ ........ .. ... 2
f Junior uhird-year.undergraduale student)................. ...... 3
i Senior (fourth-year undergraduate student) ................... .. 4
‘ X Graduate or professional student ................................ 5
¢ Special student ............. ... 6
N Other classification (specify: ) .7
My school doesn't classify students ..... . .................. ... 8
11N

‘ \" Vi
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CONTINUED
161 6. As of the first week of October 1976, what was your actual or intended field of study or
) training area (for example, practical nurse, machinist, beautician, civil éngineering,
accaunting, psychelogy, home economics, efc.)?

Please name the specific field or area:

iWrite in):

162 62 Plezse seiect below the category which best describes this field or area.

{Circle one.)

Agriculture or Home Economies ................. e e e e e 1
Business taccounting, marketing. personnel management. etc.}................. e e Cerenennns 2
Office and Clerical 1bookkeeping. stenography. general office.etc.) ............ ..., 3
Computer Technelogy tkeypunch operator. programming, computer operations. etc.) ... .............. 4
Education 'elementary. special. physical.etc.) .................. S e e s 5
Engineering (civil. electrical. mechanical €1C.) ...........cooiiiiiiiiiiiiii 6
Mechanical and Engineering Technology tautomotive mechanic. machinist. construction. drafting.

L g r e LT - o7 TP P R PR LT
Humanities and Fine Arts tmusic. religion. English.etc.y............... oo 8
Health Services (nursing. lab technician. occupauor.af therapy.  LC.) .ooirriiiiiiiiiie e 9
Public Services tlaw enforcement. food service. recreation. beautician. etc.; . ...... ...l 10
Physical Sciences and Mathematics physics. geology. chemistry. etc.) ............. ... 1
Social Sciences ipsychology. history. economics. S0C Slogy. @fc.) ....... . .. Lol Ll el 12
Biological Sciences tzoology. physiology. anatomy. ete.! .............oooiiiiiiiii 13

‘ Professional Program imedicine. dentistry. law. theology. etc.)........ .......oon e, 14
OTHER field or area specify: TQ62FS 1 .. 15
UNDEBCIDED . ...oiiiit it eiieaeai it eans e e e e e e e 16

.J63 63, This (above) is: - N
(Circie one.)
Avocationai Program . . ......... . . oceeeeeecciis 4 aes cannn 1
AnacademiC program  .......... ....o. or ceiee b eeeans 22
A professional Program .. ............. ... cccoeeies oenes .3
Other t(specify: 1oL

64.  As of the first week of October 1976, what kind of certificate, license, diploma, or degree wers you studying for?

(Circle as many as apply.)

164A N (0 T 1
164BA . A certificate (specify in what: TQ64BB . .2
164CA A license tspecify in what: TQ64CB )....3
2699 A 2-vear or 3-vear vocational degree or diploma  ..... ........ 4
164E A2-year academic degree ... ...........c... oo ceeeeiiies - 5
164F A {-year or 3-year college Bachelor's degree ....... .. . ...... 8
164G A Master's degree or equivalent ... . . . .............o... 7
164H APh.D.orequivalent ... ... . ... ..o e 3
164TA AnM.D..LLB.BD..DD.. DDS or equivalent -

ispecify degree: TOGLIB ) ... 9
164JA Other tspecify: TQ64JB )....10

: Lio
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| TQ6S 5. During October 1976, did you wark for the school you were attending?

’ {Circle one.)
Yes. working forpay ... 1
Yes. working off cost of tuition. housing, or meals ............... 2
Yes. bothoftheabove............... ..o 3
No e e PO 3

SCHOOL ATTENDANCE IN OCTOBER 1975

)
TQ66 6. Now please think back to Fall 1975. Were you takmg classes or courses at any school during the month of
October 19752
N0 i e e e 1 GOTOQ. 79.:p.17
Yes. at the same school I attended in October 1976 and )
reportedaboveinQ 33................on 2 GOT0Q. 70
Yes. at a schoel I have not yet reported .......................... 3 CONTINUE WITH Q.67

67. What is the exact name and location of the school you were attending in October 19752 (Please print and
do I"!of abbreviate.)

School Name: TQ67A

City: TQ67B State: TQ67C _

. TQ68 8. What kind of schoal is this?

. {Circle one.)

Vocational. trade. bmmess or other career training schooi . .1
Junior or community college 1EWO-Vear.......ooovs e 2
College or university four years or more)......... R |
Independent graduate or professional school umedlcal

dental. law, theology.etc.) .........oooiiiit v i, 4
Other”tdescribe: » L5

6%.  When did you first attend this school? TQ69A imonth)  TQ69B wvear

TQ7Q0  70. During October 1975, were you classified by this school as a full-time student?

I 1
NO e 2
Don'tknow ................ 3

' TQ71 71. Ouring October 1975, about how many hours a week did your classes meet in the subjects or courses in which you
were enrolied? include time in lectures, shop, laboratories, efc.

hours per week




. CONTINUED
2 72 Atthat tigmo how were you classified by your school?
o {Circle one.)
Freshman tfirst-year undergraduate student) .................... 1
Sophomore second-year undergraduate student) .......... e 2
Junior tthird-year undergraduate student)....................... 3
Senior tfourth-year undergraduate student) ......... e 3
Graduate or professional student ............. s 5
Special StUENt .........oeucniriiii 6 .
Other classification tspecify: ) LT v
My school doesn't classify students ...............c.ooiiiinnnns 8
N4
73 73. Was your field of study or training area in October 1975 the same as it was in October 19742
{Circle one.)
Y WP P e, 1 GO TO Q. 77, next page
. No, was not in school in OCtebar 1876, .........eeunrmrerareenenn 2}
T ' CONTINUE WITH Q. 74
No. different from OCLODEr 1976 ... ....uuremereenaiaeeanaeeeees 3 ! e
L3 . /7
7‘ 78 As of October 1975, what was your actual or intended field of study or training area (for example, practical
nurse, machinist, beautician, civil engineering, accounting, psychology, home economics, etc.)? Please name the
specific.field or area: : . - . .
tWrite in): ‘ .
75 75, Please select below the category which bes? describes this field or area. !
{Circle one.)
Agriculture and HOme BCOMOMIES ..........iieteenemintniniitr e s st 1
Business (accounting. marketing, personnel management, €LC.) ....c.....vrumrieriiar penneer e 2
Office and Clerical tbookkeeping, stenography, general office, etc.) .........ooooeiiiieiie e 3
Cor:lpuhr Technology (keypunch operator. programming, computer operations. etc.) ....... e e 4
Education telementary, special, physical. €LC.) .. .. ..o it ittt e 5
Engineering (civil. electrical. mechanical, €te.) ........oceiiiiiinie i . 6
Mechanical and Engineering Technology (automotive mechanic, machinist. construction. drafting,
ClOCITOMICS. BEC.)  +vvunsaeereeaen e e e e e e s sa st ee s r s e raae s re ittt 7
Mumanities and Fine Arts imusic, religion, English. ete.) ... i 8
Health Services (nursing, lab technician. cccupational therapy, etc.) .........ocooviemiireereees creeee 9
Public Services (law enforcement, food service. recreation, beautician, €t€.) ..........ocoiaieenen 10
Physical Sciences and Mathematics (physics. geology. chemistry, €te.) .........oooiiiiiiiiiieiiinnnn, 11
Social Sciences (psychology. history. €Conomics, SoCiology, €LC.) «...uii i 12
Biological Sciences (200l0gy. physiology, anatoMy. €1C.) ......covrermurnrninrrnennernrrrn oo 13 .
Professional Program (medicine, dentistry, law, theology, etc.)................... é“
OTHER field or area (specify: TQ75FS ) .15

)76 7. This (above) is:

{Circle one.) ’
* A vocational PrOZIAM .......ooveermrenrenrnr e 1
An academiC PrOZramM  .........oorrnnmrersommnnmmnneenee a2
A professional PrOgram ............ooourie conmnninenmneenenn 3
Other (specify: ’ V... 4
97- 112
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77.  As ef October 1975, what kind of certificate, license, diploma, or degree were you studying for?
(Circlo as many as apply.)

TQ77A NOD ... i e 1
TQ77BA A certificate (specify in what: i 'I'Q77BB )., 2
TQ77CA A license (specify in what: TQ77CB ... 3
TQ77D. A 2-year or 3-year vocational degree dr diploma .......... ST 4
TQ77E A 2-year academic degree ........................ P 5
TQ77F A 4-year or 5-year college Bachelor's degree .................... 6
TQ77G A Master's degree orequivalent .............. ....cooiiiiennn 7
TQ778 APhD.orequivalent ................ccccieiiiiiniiiiiiiin.., 8 )
TQ771A AnMD., LLB. BD..D.D. D.DS.. or ecvivalent ;
(specify degree: TQ77IR ... 9 i
TQ77JA¥ Other (specify: T077IR e
TQ78 78. During October 1975, did you work for the school you were attending?
. ) . (Circle one.)
Yes. working for pay ..........ccoiiiniiiiiiiiiiiii i 1
Yes, working off cost of tuition, housmg, or meals ............... 2
Yes. both 0f the aDOVe .........ovvvnirrneernentleeinenenenennenn 3

Q79

TQ80A
TQ80B
TQ80C
TQ80D
TQ8OE
TQ8OF
TQ80G
TQ80H
TQ80I
TQ80J
TQ80K

TQ81

. T 1

SINCE OCTOBER 1974

79. Has your fisld of study or training area changed at any time since October 1974, two years ago?

No..ooooviiii 1 GOTOQ.8!
Yes ...t ....2 CONTINUE WITH Q. 80

8. Listed below are some reasons why students change fields or training areas. What were the reasons
in your sitvation?

(Circle one number on each line.)

My ~ NOT My
Reasons ' Reasons

a. Courses more difficult than [expected ...................cooiiiiiiii )
b. Met people with new i88aSs ..............oouiueeineiniiiieinineenn e, | O 2
¢. Poor advice onoriginal choice ............. ... e
. d. Lack of information on jobs related to original choice...................... ) SR |2
' e. Content of courses different from what [ expected ........................ | 2
f. New information abeut other fields of study or training areas .............. o2
g Interest aroused DY COUrSES .. .......ccvunirimmiiiieieeeeiianeaeeens | S 2
h. More jobs available for graauates in the field [ changedto ........... .... | .2
i. Better jobs available for graduates in the field I changed 11 N | R 2
j. Interest aroused by jobl haveheld.............................illl. 2
k. Other (specify: | I S 2

A

8. Have you changed schools at any time since Octeber 1974, two years ago?

NO. oo 1 GOTO Q. 8. next page
Yes coooiiiiiiiiiieen 2 CONTINUE WITH Q. 82

1
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184a
1843
184C
184D

84E

184F
184G
184H
pL 38

184J
184K

§2. Wnhat were your reasons for changing schools?
{Circle one number on each line.)

My NOT My
Reasons . Reasons

Enrolled in graduate or professional study at another school ..............

My interest changed. and my former school did not offer the course of
study [ wanted ..... U PRI
Wanted to attend a less expensive school ... ........coiiiieninnninnnnn
Wanted to be at a smaller school ...................................... -
Wanted to be at a larger school ........................................ .
Wanted to attend school closertohome .............cooo tiiiiiiiiiiiiennnn
Wanted to attend a school farther away'fromhome .............coooeennee
Wanted to attend a school that would give me better career opportunities...
Wanted to attend a more prestigious SChool ..........o.oee vovevenninnn

Wanted to attend a school where I could maximize my intellectual
and personal development

More group or social activities of interest ... e b

Tran§ferred from a two-year to a four-year school to continue my
education ................. e e e e e | SN

. Family responsibilities
Health problems or physical handicap
Other (specify:

Since Cctober 1974, have you withdrawn from any schaol before you completed your studies at that school?

' (Circle one.)

_ Yes. but [ have since returned to school
Yes. but [ plan to return before October 1977
Yes. and I do not plan to return before October 1977

84. What were your reasons for withdrawing?
(Circle one number on sach line.}

My NOT My
Reasons Reasons .

!

F @™ e e n o b

Heja Ith problems or physical handicap .....................e

Had financial difficulties

Was offeredagood job ...

Got married or planned to get married ...................eo

School work was not relevant to the real world ...... .......

Wanted to get practical experience ....... .........cooonn

Failing or not doing as wellas I wanted ......................

Wasn't really sure what i wanted to do

Transferred to another school...........oovveiniiiiiieen

Family responsiblities ..o b
Other (describe: __° SUUTS DUDURR

CONTINUED
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CONTINL

A -

8. a  Estimate how well you have done in all of your coursework or programs since high school and until '
October 197¢. Do not include grades from graduate or professional schooi. (Circle one number in Column A.) )
" b. Estimate how well you have done in your coursework or programs only in the 2-year p:riod from QOctober
1974 through October 1976. Do not include grades from graduate or professional school. (Circle one number -
in Column B.) v ~ TQ85A TQ85B :
A B

From High chobol.' 197 -
Schoolto | October 1976

- October 1976
Mostly A (3.75-4.00 grade point average) ................eeeuveeni.... | S 1 ,
. , About half A and half B (3.25-3.74 grade point average) ................ 2 2 I
! Mostly B (2.75-3.24 grade point average) .............cooevveenunn. ... 3 3
. About half B and half C (2.25-2.74 grade point average) ................ 4 . 4
) Mostly C (1.75-2.24 grade point average) .............................. - "5 X
Abaut half C and half D (1.25-1.74 grade point average) ................ 6 einnn. 6
Mostly D or below (lessthan 1.25) ..............oove ovinunneoii, 7 ... 7
y Have not taken any courses for Which grades were give .............. . S 8"
“ .
TQ86 & Considering all of the schools you have attended
since high school, do ANY of these schoqls or pro-. 2
; grams give credits which can be used for a 4-year
y college Bachelor's degree? a7
‘ Idontknow....l] GOTOQ. 88 .
No.............. 2 :
Yes .. ......... 3 CONTINUEWITH Q.87 —>  81. Since leaving high school, about haw many
credits had you earned by October 1976?
(Write in.) )
TQ87A __ Number of quarter hours
TQ87B Number of semester hours
. , IQ87C Number of other type of credits
(specify type: . . )
\
%
N SCHOOL FINANCES FROM FALL 1974 THROUGH SUMMER 1976 !

' i .

—

The following questions ask about your schoo! finances for the two time periods of ta) Fall 1974 through Summer 1975
‘ and b) Fall 1975 through Summer 1976. Please make sure you answer each questiori for both time periods. If you are
unsure about the actual dollar amount for a particplar item. give your best estimate.

88. Were you in scN at any time during either of the twelve-munth periods from (a) Fall 1974 through Summer
1975 or (b) Fall 1973 through Summer 1976?

Vo {a) {b)
/ Fall 1974 - Summer 1975 . Fall 1975 . Summer 1976
TOS8AA Yes ............ 1 How many months? TQ88AR Yes ...... ..... 1 How many months? TQ88BB
QB8AA oo, 2 . TQS88BA No.......... ... 2
‘ +
, 1i5
in® -100-




CONTINUED

9. Considering the two time perisds of (a) Fall 1974 through Summer 1975 and (b) Fall 1975 through '
Summaer 1976, what is your estimate of how much it cost for you to live and go to school, regardiess

of who paid? Estimate the amounts ‘and record them below. Enter a zero, 0, where you had no expensas.
\. Do not inciude costs after Summer 1976. Record your expensas for the time you were in school only.

(a) (b)
' Ball 1974 - Fall 1978 -
| ‘ Summar 1975 Summar 1976
- Tuition and fees ...............cooeunnsl e T s TQ89AA  ....e..-- S TQ89AB
\ Books and supplies ................... JEPTRRRRILE s TQ89BA .......... s TQ89BB
Transportation to-and from class from : '
where I lived while attending school ............ $ TQ89CA '.......... $ TQ89CB
Other school-related expemls ...................... $ TQB9DA .......... s TQ89DB \
Housing and meals while enrolled in school ........ $ TQ89EA .......... S Ig89EB
All other expenses while enrolled in school:
medical, dental expenses, debt payments,
. insurance. taxes, child care. etc. ................ $ TQ89FA ........5 TQ89FB *
. TQ89GAA,GAB TQ89GBA,GBB
. HOW MUCH MONEY IS THIS IN TOTAL? ........ $ TQRQHA -+ $ TOR9HR

SCHOLARSHIPS, FELLOWSHIPS, GRANTS, AND BENEFITS

. }
30 90. Considering the two time periods of (a) Fall 1974 through Summer 1975 and (b) Fail 1975 through Summer 1975,
did you receive any kind of scholarship, fellowship, grant, or. benefits to go to schooi ? .

N - ST 1 GOTOoQ %2

Yes, Fall 1974 - Summer 1975 - .....ooviniiinenieir e 2 |
Yes. Fall 1975 -Summer 1976 ..........oooviiienanennns ;e 3 } CONTINUE WITH Q. 91
Yes, both of these Periods ............oovvvmrmrinieneieeee: 4) -

91. Estimate the amounts for each scholarship, fellowship, grant, or benefit you received, and record them below.
Enter a zero, "'0,” where you received no financial assistance. Do not include loans.

- \ (a) &)
Fall 1974 . Falt 1975 -
} Summer 1975 Summer 1976
a. Basic Educational Opportunity Grant ....... Teeiienns $ TQ9lAA ... s TQ9LAB
b. Supplemental Educational Opportunity Grant .......... s ™Q91BA ......... s TQ91BB
c.- College scholarship or grant from college funds ... ... $ TQ91CA .........8 TQ91.CB
d. ROTC scholarship or stipend...............cooovevnnnes s TQ91DA .......... s TQ91D3
e. Nursing Scholarship Program ..............oooveeinens $ TQ91EA .......... s TQ91EB
f.  Social Security Benefits (for students 18-22 who are ! N
children of disabled or deceased parents) ............. $ TQ91FA .....--... s TQ91FB
g. Veterans Administration War Orphans or Survivors
Benefits PTOEram ..........ccoevrvnnnmmnnennssemnnses $ TQ91GA .......... $ TQ91GB
h. Veterans Administration Direct Benefits (GI Bill) ...... $§ TQ91HA .......... s TQ91HB
. State SChOLASRIP ...vvvverniernrmernrimrnarnneaes s TQILIA .......... s TQI1IB
j. Other scholarship or grant (write in: ) § TQ9LJA .......... s TQ91JB
TOTAL DOLLAR VALUE ...onvvneennonnemanneenins s TQIIKA ... s TQ91KB

LOANS

Q92 9. Considering the same two periods from (a) Fall 1974 through Summer 1975 and (b) Fall 1975 through Summer
1976, did you receive a loan to go to school ?

} P T A T 1 GOTOQ. 94. nextpage
| Yes, Fall 1974 - Summer 1975 .........ooveereminsenees - 2y
Yes. Fall 1975 -Summer 1978 .......c..cvvn covennrerrrnninees 3/Y CONTINUE WITH Q. 93
Yes, both of these Periods ... ........coovvinnirmrneminerineenees 4 .

ERIC
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. TQ96  9%.

3

- 7. Estimate thé amounts for each loan-you received and record them below. Enter a 2ero, "0, where
you recsived no loan.

(a) . {b}

” Fall 1974 Fail 1975
© Summer 1975 Summer 1974 .
Federal Guaranteed Student Loan .......................... $ TQ93AA ---ee-.... $ TQ93AB
SEAE 10BN ... eeeuneintitiiiieiit e et e eeaeae $ TQ93BA _-.------.. S TQ93B3 -
Regular bank foan ....................... ST $ TQQ3CA  -w-eeeeen. $ TQ93CR
National Defense (Direct) Student Loan .................... $ TQ93DA _ -------. $ TQ93DB
Nursing Student Loan ..............ooiiiiiiiiiiiinnan, $ TQ93EA .......... $ TQ93EB
School or college ioan ..............ociiiiiiiiiiin, $ TQI3FA .......... $ TQ93FB"
Relativesorfriends .................iiiiiiLl, ..... $ TQ93GA  ........ $ TQ93GB
Otherloan (write in: ) $ TQ93HA .......... $ TQ93HB
TOTAL DOLLAR VALUE " eeveeeeneeeeenns e, $ TQI3IA ... s TQ93IB

FINANCIAL ASSI,S'E’ANCE FROM RELATIVES OR FRIENDS

N

H

Considering the two time periods of (a) Fall 1974 through Summer 1975 and (b) Fall 1975 through Summer 1976, -
did you receive financial assistance (not aToan) ‘rom any relatives or friends to go to school?

NO et i e Fre ettt e, ,.1 GOTOQ. %

Yes, Fall 1974 -Summer 1575 ..........cooiiviiiiiiiiiiiinniinns 2" ,

Yes, Fall 1975 - SUMMET 1976 ..o..vovveeeeeoeeenee 3 } CONTINUE WITH Q. 95
Yes, both of these periods ... .........cooiiiiiiiiiniviniiiin.n., 4. )

Estimate the amounts you received and record them below. Enter a 1ero, *0,” where you received no financial
assistance. *

(a) (b) *
Fall 197¢ Faii 1975.
. Summer 1975. Summer 1976
| ) 1 - S § TQ95AA .......... $ TQ9SAB
Husbandorwife .......cooovviveiiiiiiiiiiieiiieeienienns $ TQYSBA ....een... $ TQ95BB
Other family or friends.............c.coviiiiniiiiiniinnnnn $ TQ95CA .......... $ TQ95CB
TOTAL DOLLAR VALUE .......vvvmveneniinieieeienannn.. $ TQ9SDA . .. .. .. s TQ95DB

MONEY YOU HAD SAVED OR EARNED

Considering the same two periods from (a) Fail 1974 through Summer 1975 and (b) Fall 1975 through Summer
1976, did you pay any of the costs to go to schaol from money you had saved or eamed?

No toiiiiii Ve et eer ettt ena e eaeen 1 GOTOQ. 98 next page
Yes, Fall 1974 - Summewi975 .............ccoiiiiiiiit ceenian 2 '

Yes, Fall 1975-Summer 1976 .............cc.covuvune,. e ¢ ..3} CONTINUE WITH Q. 97
Yes, both of these periods ..............cccvvennn. feeeiiiereiionns 4!

Estimate the amounts and record below. Enter a zere ‘0,” where you received no money.

(a) (b)
Fali 1974 Fail 1975.
smmer 1975 Summer W6
Ov/M savings Or SUMMEr earniNES .......oo..uveenreennnnn.. $ TQ97AA ......... $ TQ97AB
College work-study or cooperative education program ...... $ TQ97BA .......... $ TQ97BB
Teaching or research assistantship .......................... § TQ97CA .......... $ TQ97CB
Other earnings while taking courses ........................ $ TQ97DA ..... ~....$ TQ9/DB
TOTAL DOLLAR VALUE ..........ocotvvenneneniiennnnnn. $ TQ97EA .. ....... s TQ97ER

CONTINUE




CONTINUEQ

SCHOOL FINANCES FROM FALL 1976 THROUGH SUMMER 1977

98 98. Are you or will you be in school at any time from Fail 1976 through Sumemer 19772

[\ [+ J N 1

GOTOQ. 101 .
Don'tknow .......eco...... 2} e !
Yes ...... eee e, 3 CONTINUSE WITH Q.99 :

v 99. What is your estimate of how much it will cost for you to live and go to school this year, regardiess of who ‘p{LS? .
Estimate your expenses and record them below. Enter a zero, "0, whiere you expect no expenses. i

‘99A ‘Tuition and feeS .............cc.oevvierenenns $
998 Books and supplies ............ YT $ ‘ :
99¢C Transportation to and from «lass from | '
where I live while attending school. ......... $
99p . Other school-related expenses.................. $
S9E Housing and meals while enrolled in school .... $
99F - All other expenses while enrolled in school:
medical, dental expenses, debt payments,
* insurance, taxes, child care atc............. $
99GA,GB .
994 JHOW MUCH MONEY IS THIS IN TOTAL? .... §
100. How are you meeting Jor planning to meet) these expenses? Estimate the amounts you expect to receive from 3
* - each source and-record them below. Enter a zero, ''0," where you expect no money. .
- Amount will recaive
. ’ from each source /
1004 R | S $
1008 Fellowship ........ccoviviiiiiiiiieiieenns .
l1ooc Scholarship.......ooeveieiinineilieneieennnn, $
100D Loan .........c...... et $
100E Teaching or research assistantship ... ........ $ )
100F Job other than a:sistantship .................. $
100G SpOUse’s iNCOME ...........covveneeneeennnnn. s
:100H Savings.............. e 1 $
1001 PaTONLS . v vvnnineeareneieene e aneans s _
:100J Other relativesor friends .......;.............. $
*_1005( Other (specify: )eoow  $

GRADUATE OR PROFESSIONAL SCHOOL

!

JLO1 101. Have you received a Bachelor’s degree from a four-year college o) university?

NO« e veeeeeieeeneeeaieeinnns 1 GOTOQ. 108, p. 24 )
YeS ot 2 CONTINUE WITH Q. 102

)102 172. Did you formaily apply for admission (till out a form and send it in) to any graduate or professional scheol
at any time before October 1976?

\ (o N 1 GOTOQ. |04, next page
YeS oo, 2 CONTINUE WITH Q. 103

I

i;ee manual for coding instructjons.
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TQ1d4

TQ105A
TQ1058

TQ105C
TQ105D

- e

TQ105E

TQ1O5F

TQ105G
TQ10SH

TQL05I
TQ1CSJ
{  TQLOSK
i TQlLOSL

b o
ERIC

IToxt Provided by ERI

CONTINU

103.  Please list below the graduate institutions to which you applied, the city and state in which . J

104.

105.

the institutions are located, and the department or program {¢.g., law school, public health,
iomlismL psychology). ¢ .

At the right circle the number for yes or no if you (a) were accepted; (b) applizd for financial assistssice .
such as a grant, fellowship, loan, teaching or research assistantship, etc.; (c) were offered financial assistance,
and (d) enrelled. : .

.
(h) {e) |
Applied Was |
(a) for Qftered |
Was Financiel Financial (d)
Accepted  Assistance  Assistance Enrolled
First Choice . .
Scliool: TQ103ASC TQ103AA TQlO03AB TQl03AC TQlO03AD
City: TQ103ACT State. TQ103AST Yes....1  Yes....  Yes....1  Yes....]
Department or program: TQLO3AFS No..... 2  No..... 2 No..... 2 No..... 2
Second Choice |
School: TQ103BSC TQ103BA TQlO03BB TQLO3BC TQlO3BD
City: TQ103BCT State: TQLO3BST Yes....1  Yes....1 Yes.. .1 Yes....1
Department or program: TQ103BFS No ....2 No.....2 No..... 2 No....2
Third Choice .
School : TQ103CSC TQl03CA TQl03CB TQlO3CC TQlO3CD
City: TQ103CCT: State: 7Q103CST Yes....1 Yes....1 Yes....1 Yes....1
Department or program: - TO103CFS No.. ..2  No..... 2  No..... 2 No....2
Circle the category that describes your present status with respect to graduate or professional school. .

{Circle one.)

[ have attended graduate or professional school but
am not presently attending ... 1
5 } GO TO Q. 106. next page

I am presently attending graduate or professional school ........

[ have never attended graduate or professional school .......... 3 CONTINUE WITH Q. (03

’

Which of the following factors are important reasons for your not attending graduate or professional school?
(After you have answered this question. go to Q. 108. next page.)

(Circle as many as apply.)

a. [ have no interest-in graduate or professional education .... 1
b. I have family responsibilities that require my presence
athome ... 2
c. Iwasrefusedaloan ................coooiiiiiiiiiiininnnn, 3
d. [ cannot financially afford to attend graduate school at
thepresenttime .............................. ol 4
e. I can eam a satisfactory income without attending
graduate school. ...t 5
f. [ want additional work experience before applying to ¢ GOTOQ. 108 next page
graduate school. ...t 6
g My career goals are very uncertain ........................ 7
h. 1do not need an advanced degree to succeed in the field
I am now in (or want taenter) .......................... 8
i. I'mtiredofschool ...........coooiiiiiiiii ., 9
). [was not accepted at the institution of my choice .......... 10
k. Health problems or physical handicap . ................ ... 11
1. Other (specify: ). 12

\
R




» " CONTINUED

106, How impertant was each ef the follewing reasons in your
deciding to attend graduate or professional school? -
. {Circle one number on each line.)

4 Determining Net Did NOT
. . Pac_or Important impectant ] Consider
06A  Obtaining credentials for a specific career................oooeeeee  FTTTTTROn 2 3. 2
06B  No satisfactory jobs available ..............cooiinenn JURTO  WUTTUTUIYE SO x ST 4
06C T 1 xR e e | ST 2 kST 4
06D  Enjoy school ........ T P PR TS PO 2o  JUURTTR i
06E . Interestin SubjeCt Matter ...........oooreemmsmsnssersseee: e DT 2. JUREE: DU 3
06F  Better job OPPOTTURILIES ... ... eevrnssensnnssrnnenssnesseees .} U 2 ST 4
06G Other (specify: : IRUUES STTUU y SRR 3...... PRRRR 4
. / :
107 How important was each of the following reasons in your citoosing the institution in which y;&u are (were)
. enrolled for your graduate or professional study? ) \(
(Circle one number on each line.) ! |
. ‘' Datermining Not Did NOT |
Bactor Important {mportant Consider |
L07A a. Cost of attending ........... TR | T 2 s < JUTUT 4 |
L07B b Availability of financial aid ........ooooriiirrninenenes Loereinnn 2 B, 4 |
107¢ ¢ Recommendation of undergraduate professor ..............--  RTU 2 SOOI 1 |
107D d. Presence of a particular professor at the institution .......... ) S 2t 3., .4
L07E e. Quality of a particular department ..................oooeeeee | SN ;S xS 4 1
107F f. Reputation of the institution ...........ooovimmseeiieneees ) TR U U 4 ‘
1G7G g LOCALION .....oovivriireniirriririii e ) SRR y SO 3 4
107H h,  Library Facilities .........cooererenieinrmrarnirnireninen | R 2 R 4
1071 i.  Proximity to spouse’s school,work ...........ocoooeirieenes | ST SO k S 4
1073 j.  Other specify: i YPUUNN ST, 2 3 4
‘ OTHER TRAINING ‘ .
108 108. Since October 1974, have you participated in any program such as on-the-iok training, registered apprenticeships,
rnanpower iraining programs, personai enrichment, or correspondence courses? Do not incluaw regular school .
and college programs. - .
No «ovviennnnnns 1 GOTO Q. 116. next page
Yes ..ooieniinnnn 2 CONTINUE WITH Q. 1%
109. What type of training program(s) or course(s) have you participated in?
? _ ) (Circle as mary as apply.)
1109A 2. An Armed Forces training program ..............ccooeeeee 1
)1098 b. On-he-job training (a program of instruction during
normal working hours) ......ocooemveraenremnrnroneeee 2
)109¢ c. Employer-provided program of instruction other than '
o-the-job traiing ...o..coevnrinrininiininn e 3
109D d. Fonu::ial E)legistered Apprenticeship (your state or labor )
D R LR TR EREREEE
JL09E e. Manpower Development and Training (MDTA) ............ 5
1109F {  Work Incentive (WIN) ......ooovmmmmmmmmmmmmmmmmmssanenne: .6 i
109G g Neighborhood Youth Corps INYC) ...ooovvmmvnnnneennees .1
109H h. Comprehensive Employment and Training Act (CETA) ... 8
1091 i. Other manpower program (specify ).... 9
109J j.  Correspondence COUTSE(S) ..........ooourressnnns soerses 10
109:.. k. Non-credit courses for personal enrichment ..... Fete s it
109L 1. Other (specify: W12




T CONTINUE
TQL10 1V10. Were yeu being trained for seme type of werk? -

NO coiviieiieneeenan, 1 GOTOQ. 112
YeS..oooiiiiiieenannn. 2 CONTINUE WITH Q. 111

- eam

TQ1lll M. What type of work were you being trained for or learning about? If you have participa*ed in more than one pro-
gram, answar for the one in which you spent the mast time. (Examples: plumbing, typing, auto mechanic work,
photography, . ofc.)

iWrite in): -, .
TQ113
TQ11l2 12, How long is (ar was) this prograr.. scheduled to 113. Have you completed this program?
last?
3 ‘ {Circle one.)
¢ (Cirsle one.)

Yes ...l e, 1

Less than one month ......... ! No, left without completing ....2

* . One to five months ............ . No. still enrolled .............. 3
) Sixto elevenmonths .......... 3
One year grmore.............. 4

» 2
p

TQ11l4 114, Have you used this tr:aining on any job?

Yes oo 1
i Noooovoiiiii 2 —_
TQ11> 5. Which one of the following statements best describes the assistance you received (are receiving) from the pro-
gram or training center i finding a job?
( (Circle one.)

DOES NOT APPLY TO ME since my training was in the military. on-the-

Job, or for perspma enrichment ........ ...........cioieiiieiin e, | .
I did not want or djd not need help from the center in findingajob ............ ..... 2
I war*ed and needed help but did not receive any fromthe center ....... ........ .. 3
The center provided information on job openings in my field ............. ... e o4
The center put me directly in touch with possible employefs or arranged !

ajobforme .. ..o 5

*

, TQL1l6 116. Have you ever tried to find work on a job where you Might use what you learned from any school, college, or
.. training program you attended since October 1974? .

No. because I have NOT attended any school or college since October 1974 -....
‘ No. although [ HAVE attended a school or college since October 1974 ..........
' B - 3 CONTINUE WITHQ. 117

; } SKIP TO SECTION D. next page

TQl17 117. Did you find work for which you could use what you leamed?

(Circle ome.)

Yes. in the locality w ~re [ received my training ..... .......... 1
Yes. somewhereelse ..., G 2
© Yes.bothoftheabove..........ooooeiiiuii i, 3
\ 3 N S 4
i
11‘,0 .
{ “a .
; -106- ,




118 ns,

119 ne.
120.
121 .

122 1.

128. What do you plan to do when you get out of the Armed Forces?

SECTION D: MILITARY SERVICE

Sm« October-1974, have you sarved in the Armed Forces, or 3 Reservs or Nammol Guard Unit?

(Cireh yne. )
1 TIPSR S
Yes. National Guard or Reserves but not activeduty ............ 2} SKIP TO SECTION E. next page
VoS, ACtVE QULY . oooee et ieeeee e e reae e eee e eea e 3 CONTINUEWITHQ. 119

ir which branch of the Armed Forces did you serve?  (Wntein): ___
Whien did you bagin active duty? TQ120A (month) TQ1208 tyear)
Hava you received (or are you receiving) four or more weeks of specialized schoeling M\i,lo in the Armed

Forces?

I\ (1 J ,...1 GOTOQ 123

- YeS it 2 CONTINUE WITH Q. 122
/ } .
What is the name of the specialized schooling program in which you spent the longest period of time? (Please
print and do not abbreviate.)

Name of program:

. TQ124
123 123. - Spécify your current primary military specialty 124. What is the highest pay grade you have
code (Army-MOS, Air Force-AFSC, Marines-MOS, held?
Navy-NEC). (Please print and use standard ab-
breviations.) Specialty Code: Pay grade:
125. Have you taken any courses while in the Armed Forces that:
(Circle one number on each line.)
: Yo Ne
125A Prepared you for the high school equivalency test? ............0......... IR S 2
1258 Prepared you for equivalency tests that can be taken for college credit?> ..1............ 2
125C Were college-sponsored courses which gave college credits? .............. ) S 2
126. Are your cumnﬂyA on active duty?
TQ126A V&\Date left: TQl26B month - T9126C year) .......... 3 SKIP TO SECTION E. next ooge
YO8 oo 2 CONTINUEWITH Q. i27
127 177. How long do you expect to be on active duty in the Armed Farces?
(Circle one.)
Foratwo-yeartourof dutyonly ...........cooevvviiiinn, 1
For a three- or four-year tour of duty .................oonnnn. 2
For more than one enlistment, but less than a full career ....... 3
For a full career 120 years minimum) ..........ooovevinnnennnn. 4
Havenot'decided ...........coiviiiiiiiin i S

(Circle one number o0 each line.)

s My NOT My
. Plans Plans
Full-time or part-time worK.........ccovvviererieeniiiiiiiiiis creeee e | S 2
Graduate or professional school. etther full-time or pant-ime ..... ........... ) S 2
College. eifher full-time or Part-time .............ocoveviminieinmiiinniens | 2
Technical, vocational. or business or career training school. either
full-time Or PARUME ... ...oooniiii i e | SO 2
Registered apprenticeship or on-zhe-job' training program .......... BT | S 2
12 U1 o - T U S ) SN 2
UNgecided ... .. oottt | RO 2
Other (specify: : Voo b 2

122
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TQ129

SECTION E: FAMILY STATUS

*

129.  What was your marital status, as of the first week cf October 19742

START

(Circle one.)
- Never married. but plan to be married within the next
Rmonths ... 1
Never married. and don't plan to be married within the next GOTOQ. 137. next page
Rmonths ... ..., 2
Dwor‘ced. widowed, separated.................... ............... 3} CONTINUE WITE Q. 130
Married................ooi e

130. What was the date of your marriage?

.
TQL31BOX  (If you were not married in the first week of October 1976, check here [] and go 1o Q. 136, next page.)

TQ1314
TQ131B
TQ131C
TQ131D

TQ131E
TQ131F
TQ131G

TQ131H

TQ130A {month)

TQ130B (year)

As of the first week of October 1976, what was your husband or wife doing?

. {Circie as many as apply.)
Working for pay at a full-time or part-time job

.................. 1
Enrolled in graduate or professional schoo: ...................... 2
. Taking academic courses at a two- or four-year college .......... 3
N Taking vocational or technical courses at any kind of school
or college (for example. vocational, trade. business. or
other career training school) ...... ........................... 4
On active duty in the Armed Forces (or service academy)........ 5
Homemaker ................. ...l 6
Temporary layoff from work, looking for work. or waiting
toreportto work ...........ooi. i 7
Other (describe: ) .8

132.  Please describe below the job your husband or wife held during the first week of October 1976.

TQ132BOX
TQ1l32A

TQ1l32B

TQl32C

TQ132D

TQ132E

d. What were his/her most frequent activities or duties on this

(If your spouse was not working, check here [ and go 1o Q. 135, next page.)

a. For whom did he/she work? (Name of company, business organization, or other employer)

(Write in):

b. What kind of business or industry was this® (For example. retail shoe store. restaurant. etc.)

(Wt‘ite in):

waitress, secretary, etc.)
(Write in):

What kind of Job or occupation did he, she nave in this business or industry? (For example. salesperson.

on tables. typing and filing. etc:)
(Write in):

job? (For example. selling shoes. waiting

e. Was he/she:

An employee of a PRIVATE company. ban «. business. school. or individual working fox
wages. salary, or commissions?

A GOVERNMENT employee (Federal. State. county. or local institution or school)”
Self-employed in his/her OWN business. professional practice, or farm? ... .. . .
Working WITHOUT PAY in family business or farm?

.
=~

)
)
’
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:' E

- : CONTINUED
Q133 13. How many hours did he/she usually work at this job in an average week?

Hours per week

Q134 4. inan average week, approximately how much did he/she eamn at this job? (Report his/her gross earnings before
deductians. If not paid by the week, please estimate.)

S Jer week
tEamings befor< deductions)

Q135 135. As.of October 1976, what was the highest level of education that your husband or wife had attained?

(Circle one.)
Some high sChool. 0T 18SS. .. ..oooi i e e 1
Finished high SCR00] ....... oo e 2
Vocational
ocat.mn trade or Lessthantwoyears ..................ccevvneeennn.. 3 .
businessschool ..................... {
Two yearsormore ... ......cccoiiinivininnnnnen. 4(/
Less than two yearsof college ..... ................ 5
Two or more years of college (including
two-yeardegree) .................oeiiiiinniinn.. 6
College program ....................
€ge program ﬁ Finished college (four- or
five-year degreey ...... ....... Fr 7
Master's degree or equivalent ............... ...... 8
Ph.D.. or advanced professional degree ............ 9

136. Now please think back a year to Fall 1975. What was your husband or wife doing in October 19752
JL36BOX  /If you were not married in October 1975. check here (] and continue with Q. 137.)

(Circle as many as’apply.) <

U36A Working for pay at a full-ime or part-time job .................. 1
J13€B Enrolied in graduate or professional school ...................... 2
U36C Taking academic courses at a two- or four-vear college .......... 3
136D Taking vocational or technical courses at any kind of school

or college (for example. vocational. trade. business. or

other career traming school) ...................... ...l 4
U36E On active duty in the Armed Forces (or service academy).... ... 5
U36F HOMEMAKET ......eeeeeeee e NG
136G Temporary layoff from work. looking for work. or waiting

O TBPOTt Lo WOLK . ...t i 7
A36H Other (describe: ) ....8

37 137. Are you atwin?

12
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CONTINV

; TQ138A 138. a. How many children aitogether do you eventually expect to have?
: . (Cirele one.)
0........ ) S 2........ K T $........ S 6........ T, 8 or more

TQ138B b. As of the first waek of October 1976, how many children did you have?
) (Circle one.)
0........ ) (. 2. 3........ 4........ - 6 or more
TQ138C €. When do you expect to have your first (next) child?
: (Circle one.)
Don’t expect to have a (another) child............................ 1
Within the next year ................. e 2
Between one and two years fromnow ............................ 3
Between two and three years from now .......................... 4 »
Between three and five years fromnow .......................... 5
More than five years frommnow ........................lLl, 6
Dont koW ... 7

TQ139 139. Not including yourseif, how many persons were dependent upon you for more than one-half of their financial
support as of the first week of October 1974?

(Circle one.)

140. As of the first week of October 1975, were you dependent upon your parents, spouse, or any cother relatives or
friends for more than one-half of your financial support?

(Circle one number on each line.) .

Yo N
TQ140A ParentS ... ) U 2
TQ140B SPOUSE ....oeiiiii ) S 2
TQ140C Other relativesorfriends .........................oooiiieias, ) S 2

141.  What is the best estimate of your income before taxes for (a) ALL OF 1975 and for (b) ALL OF 19752 If married,
include your spouse’s income in the total. Do not inciude loans. Please make a doliar amount entry on each line.
if you did not receive any income from a source, enter a zero, *'0.”

(a) (b)
Amount Recsived Amount Will
197§ Receive 1976
Your own wages. salaries. commissions. or net income ;
fromabusinessorfarm.........ccoviiviiiiiiiianannn. $ TQl41AA ------- ‘ .--$ TQ141AR
Your spouse’s (husband or wife) wages, salaries, com-
missions, or net incorne from a business or farm ........ $ TQl41BA .......... s TQ141BB
Public assistance or welfare (include spouse’s) .............. s TQl4lCA .. ... .§ TQLl41CB
Unemployment compensation (include spouse’s) ............ $ TQL41DA .......... s TQ141DB
All other income you and your spouse received (include .
interest. dividends. rental property income. gifts.
scholarships. fellowships.etc.) ........ ................. $ TQL41EA .......... $ TQL41EB
TOTAL INCOME FOR YOU AND YOUR SPOUSE .......... $ TOl41FA .......... $ TQ141FB

N , -110- 125




CONTINVED
142. As of the firsf week of October 1974, how much
maney did you owe for:

(Circle one number on each line.)

Less $100 $500 $1000  $2000  $5000  $10,000
than to to to to to or
None $100 49 im $1999 4999  $999% More

R'YT Education or training............. ..... | T | S 2., & S ... - T 6........ 7
L42B Mortgage on house or mobile home..... 0.... ... | P b J k S oot N TR 6. ... 7
L42C Other debts (car. rent. appli-

3 ances, medical bills, andsoon)...... 0........ ) DR 2t 3. S 5 R 6.... ... 7

143. As of the first week of October 1976, how much
money had you saved and planned to use for:

(Circle one number on each line.)

Less s100 $500 $1600 $2000
than to to to
None $100 $499 999 $1999 More

L43A Education OF training..........cooiviiiiiiiiiis e, 0..... Lolooa, 2........ 3........ T S 3
143B Other plans (or general Savings) ............ ........... | ) 2. X X N 5

-

L44 144. Do you owe any money for an education or training loan for which your repayment schedule has begun?

NO oo 1 SKIP TO SECTION F, next page
Yes... coieiiiiiia 2 CONTINUE WITH Q. 145

v

145. When was your first payment due?

TQ145A tmonth) TQ145B tyear)

Y
146 146. Are you having or have you had any difficuity in meeting payments?
A (s J U s l
D U 2 (expiain why: )

Yy
W
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START
! SECTION F: EXPERIENCES AND OPINIONS
-t 147.  To what extent have you volunnril.y participated in the fol‘!&wing groups during the two-year period from October
; 1974 through October 1976? (By voluntarily, we mean you are not an employee of the group;' by active partici-
pant, we mean that you attend the meetings or events; by member only, we mean that you are on a mailing or
telephone list so that you are kept informed of raeetings and events.)
< ] (Circle ane number on each line.)
w Active Member Not
. Participant -« Only At Al
TQl47A a. Youth organizations—such as Little League coach. scoutingetc. .......... | S O 3
TQl47B b. Union. farm. trade or professional association ............................ ) S 2., 3
. TQ147C c. Political clubs or organizations ......................coeviiiiii oL S 2. 3
: TQ147D d.  Church or church-related activities (not counting worship services)..-...... | R 2., 3
" . TQL47E e. Community centers. neighborhood improvement. or social-action
assoCiationS Or GPOUPS ........coovveii ittt | S 2. 3
TQ147F f. Organized volunteer work—such as in a hospital .......................... | 2o, 3
' TQl47G g A social. hobby. garden. or card playing group ............................ | O 2., 3
TQl47H h. Sportteamsorsportelubs ..................coiviiiiiii 2, 3
TQL471 i. A literary. art, discussion. music. or study group .......................... | ST 2 3
TQ147J - Educational organizations—such as PTA or an academic group............ | 2. 3
TQl47K k. Service organizations—such as Rotary. Junior Chamber of
Commerce. Veterans. etc................. cooovviiveiinianien ieal. Lo 2 3
TQ147L l. A student government. newspaper. journal. or annual staff ................ | S 2. 3
TQ147M m. Another voluntary group in which [ participate ............................ | 2. 3
l
148. How do you feel about each of the following state.nents?
{Circle one number on each line.)
Agree : Disagree No
Strongly iﬂ! Disagree Strongly Cpinion
TQ148A I take a positive attitude toward myself ............ | S 2. & S, 5
TQ148B Good luck is more imgortant than hard :
WOrK fOr SUCCESS . vvvvviiiiieiieieiiiiiienns, | S 2. K S, S 5.
TQ148C I feel I am a person of worth. on an equal
‘ plane withothers ................................ S 2. ... L 5
~ TQ148D I'am able to do things as well as most
otherpeople ....................c.ciell Lo..... teeeen 2. oo L D 3
TQLl48E Every time I try to get ahead. something
or somebody stopsme ................c..e...ll. S 2. ... K 5
) TQ148F Planning only makes a person unhappy
1 since plans hardly ever work out anyway ........ | S 2. 3. . 5
L TQ148G-..— —_People who accept their condition in life ~ _
are happier than those who try to .
changethings..................... ... S 2. K 4.... .. ... 5
TQL48H On the whole. I'm satisfied with myself ............ | 2. & SO 4 o 5
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CONTINUED

149. Have you ever been given a special advantage o‘r treated unfairly because of your sex (male :
or female) in any of the following situations? .
Given Special Adv‘a'm!gg Treated Unfairly
(Circle as many as-apply.)  (Circle as many as ag_ply.)
Getting a good education ................ceeeuennenl s "1 TQL49AA........... 1 TQ149AB
Getting a job. promotion. or other work benefits ................ 2 TQL49BA .. ....... 2 TQL49BB
Getting a house OF 2PAMMENt ...............ccovvrnrrrrernennn. 3 TQM49CA........ .. 3 TQL49CB .
Y B e, £ TQL49DA .. ... 4+ TQL49DB
If so. please describe: TQL49E
150. How do you feel about each of the following statements? .
" ]
{Circle one number on each line.) :
Agree Disagree
: Strongly Agree Disagree  Strongly ;
L50A " a A working mother of pre-school children can be just as . :
good a mother as the woman who doesn’t work............ | (U 2. K 1
150B b. It is usually better for everyone involved if the man is
the achiever outside the home and the woman takes
care of the hgme andfamily ..............cooeieann. ) S 2. e K S 4
150¢C ¢. Young men shouid be encouraged to take jobs that
are usually filled by women (nursing, secretarial ;
WOTK, B1C.) . euime i ivenrererereannnneeresnuononnniioensns ) SO 2., K U 4
150D d. Most women are just not interested in having big and
important jobs................. et | S 2. 3 4
1S0E e Many qualified women can't get good jobs: men with the
same skills have much less trouble .................ool ) S 2., K 1
150F f.  Most women are happiest when they are making a home f” ‘
and caring for children ... i 2 3o 4 .
150G 8 High school counselors should urge young women to
train for jobs which are now held mainly by men.... ..... | SO 2. 3...... DO |
150H h. It is more important for a wife to help her husband than :
tohavea careerherself ......cc.oovvviniiiiiiiienn. | U S K S 1 '
1501 i Schools teach women to want the léss important jobs ........ | DU 2. e,  JU 4
150J j-  Men should be given first chance at most jobs because
they have the primary responsibility for providing for
afamily ... 1..... TRy 2. K I )
151. How important is each of the following to you in your life? . , i
" (Circle one number on each line.) ’
Very Somewhat Not
—— e e e e e s . _ . lmpertant  Important Important .
151A  a. Being successful in my line of work .............cooooieiiiiiiiiniiiiins T 2 3
1151B b. Finding the right person to marry and having a happy family life ...... RN U 2, 3
1151C ¢ Having lots Of MOMeY.......coourniiriinniiiiiiineieeeee | S 2 3
1151D  d. Having strong friendships ........................ FOTTRTRTRRROR ) USRI 2., 3
I1S1E e Being able to find steady WOrK ...........co.oiiiieniiioeiiiiienii, | 2. 3
)1S1IF £ Being aleaderin the community ..............cooivieiiiiiiiieninin.ns | DU 2. 3
11516 g Being able to give my children better opportunities than I'vehad .......... | U 2. 3
)151H  h. Living close to parents and relatives ..................coeeiiiiiinnitn | DT 2 3
11511 i. Getting away from this area of thecountry ...... ...t ) S 2., 3
11513 i. Working to correct social and economic inequalities ...................... | AT 2. . 3
151K k. Having leisure time t0 enjoy my own interests ..................... .. ... | 2. 3 o
MS1L I Havingagoodeducation ...........c.....oeeenrnnn. P T 2. e 2
1 XS
\‘
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' ' CONTINUI
152,  Hew important is each of the following factors in determining the kind of werk you plan to be deing
for mest of your life? " .
‘ : . (Circle one number on each line.)
Very Semewhat Net
Impertant irspertant importam
TQ152A a. Previous work experience inthearea ........................ ... ... .. . 2. 3
TQ1528 b. Relativé or friend in the same line of work ................ e, ) S 2o, 3
TQ152C ¢.  Jdb openings available in the occupation ............................... . ) S 2., 3
TQ152D d. Work mstches a hobby interestof mine............................ . ) SRR b 2O 3
TQ152E . & Good income to start or withina few years ............................. .. 2o 3
TQ152F f.  Job security and permanence ................................... . O 2., 3
TQ1526 g Work that seems important and interestingtome ...................... .. ) SO 2o, 3
TQ152H h.  Freedom to make my own decisions ................................. . ) RO 2., 3
Q1521 i.  Opportunity for promotion and advancement in the long run .............. l...... e e, 3
Q1523 ). Meeting and working with sociable, friendly people...................... .. S 2., 3
153. The following questions ask about your political participation. Considering the period from October 1974 to
October 1976,
(Circle sne number on each line.)
Frequently  Sometimes Never
TQ153A When you talked with your friends. did you ever talk about public )
problems—that is. what's happening in the country or in your )
COMMURILY? oottt e o B e ) R 2. 3
Did you ever talk about public probiéms with any of the following people? -
TQ153B1 Yourfamily ..o ) 2. 3
TQ153B2 People where you work ...................coooviine i ) SRR 20, 3
-TQ153B3 Community leaders. such as club or church leaders .......... e, ) S 2, 3
TQ153C Did you ever talk about public problems with elected government officials
or people in politics. such as Democratic or Republican leaders”........ ... ) 2. 3
TQ153D Did you ever talkto people to try to get them to vote for or against
acandidate?. ... ... i Lo 2, 3
TQ153E Did you ever give any money or buy tickets to hep someone Who was .
‘ trying to win anelection? ................... e ) S 2. 3
TQ153F Did you ever ga to any political meetings, rallies. barbecues. fish fries. or
things like that in connection with an election®.............................. ) S b 3
TQ153G Did you eve: do any work to help a candidate in his campaign? .............. .. ) 2. 3
TQ1538 Did you ever hoid an office in a political party or get elected to a .
govermment job? ... ... 2. 3

TQ154 154. .An you registered fo vote?

Yes ............ 1
No..............2
TQ155 155, Befors October 1974, did you ever vote in a '~cal, state, or national election?
Yes ............ 1
No.............. 2




CONTINUED

156. Have you ever been given a special advantage or treated unfairly because of your race
in any of the following situations?

’ Given Special Advantage Treated Unfdirly
“ {Circle as many as apply.)  (Circie as many as apply.)
Getting a good education ......... PP PP 1 TQLI6AA ............ 1 TQ156AB
Getting a job. promation or other work benefits................. 2 TQLS6BA. .. ... ... 2 TQ1568B
Getting 3 house OF APATLMENL . ... ....eenenennennrrnenenesnenss 3 TQ156CA ... 3 TQ156CB
NOM® OF LRESR . - v e e eeee e e e e e ae e e e e e e e e eeaens 4 TQ156DA . ... 4 TQL56DB
1f so. please describe: TQLS6E R

157.. What are your feelings about the high school you graduated from?
{Circie one number on each line.)

Agree Agree Disagreg Disagree Does not
Strongly Somewhat Somewhat Strongly Apply
57a School should have placed more emphasis on
basic academic subjects (math. science.
English. €tC.) . ..o.ovriniiniii e . 3o o, ]
578 School did not offer enough practical work
@XPEIIENCE ..ot eaeiie s | QR 2. K S S 3
57C School should have placed more emphasis on
voca’tional and technical programs .......... U 2 k U S 5
457D ool'provided me with counseling that helped
me find employment ..o, | 2. b S . H]
57E Schodl should have given more attention to my
needs as an individual .............co...... S DO 2, DU b, 5 *
S7F School provided me with counseling that helped .
me continue my education ................ooelnn | (P 2. K S L PR 3
S7G Other comments about your high school............
/

153. The information you have given us in this questionnaire lets us know what you have been doing during the past
/0 years, particularly in October 1975 and October 1976. This question asks about other time periods, so that we
will be sure fo have a complete picture of what you‘ve been doing since high school. .
Please read through all nine activities listed below, then for EACR time period circle the number for EACH
activity that you were doing at that time.

Circle all that apply for EACH column.

What do you
What expect to
- are you be daing in
Oct. 12 0ct. 73 Oct. 74 doing now?  Oct. 1977?
L58AA-AE Working for pay at a full-time job ................. | SR S ) R 1
LS8BA-BE Working for pay at a parttime job ................ 2 2 2 2 2
LS8CA-CE Enrolled in graduate or professional school ....... 3 . 3 ... 3 3 3
158DA-DE Taking academic courses at a two-year or four-
yearcollege.........ccooeviiiiiiiiiiiiinn 4 4 ot 4
LS8EA~EE Taking vocational or technical courses ............ 5 ieeen.. 5 ..., 5 iien. 5 e ... 5
LS8FA-FE On active duty in the Armed Forces ior scrvice
BCAABMYI ..t eetiiiiei e 6 ....... 6 ........ 6 ... ... 6 ... ... 6
158GA-GE Homemaker ..........ccooovvviiiieniariinnnnn, 7T e 7T T . 7 7
158HA~HE Temporary layoff from work. looking for work.
or waiting to report towork ... 8 ........ 8 ... 8 ... 8 .. ... 8
158TA-TEOher ... «ooivieni e 9 ........ 9 ... 9 ... 9 ... 9

Make sure you have circled at least one number in each column, ___




SECTION G: SBACKGROUND INFORMATION

Please PRINT your name, address, and th telephone number where you can most usvaily be reached during the coming
year.

YOUR NAME: TELEPHONE

ADDRESS: . | AREA CODE NUMBER
Vi

CITY: STATE: zZIP:

Please PRINT the name, address and telephone number of your parents.

YOUR PARENTS' NAME: TELEPHONE
ADDRESS: AREA CODE NUMBER
CITY: _ STATE: ZIP:

"

Please PRINT the names and addressas of two other people who will know where to get in touch with you during the
coming year. (List no more than one person who now lives with you.)

NAME. ] TELEPHONE

ADLRESS: - AREA CODE NUMBER
. r

CITY: STATE: ZIP:

NAME: : TELEPHONE

ADDRESS: AREA CODE NUMBER

CITY: STATE: ZIP:

Please i’RINT your spouse’s full name {if you are married).

SPOUSE'S FULL NAME:

Please give the following information about yourself.

(a) Date of hirth {month) (day)

year)
{b) Sex: (Circleone.) Male............ 1
Female......... 2
(¢) Driver’'s License No. State
(d) When did you complete this questionnaire? (month) iday) tvear)

THANK YOU FOR YOUR COOPERATION

THIS INFORMATION WILL BE KEPT IN STRICT CONFIDENCE AND WILL BE USED ONLY FOR FUTURE
. FOLLOW-UPS IN THE NATIONAL LONGITUDINAL STUDY OF THE HIGH SCHOOL CLASS OF 1972
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uiifg Appendix D
U THE BALANCED REPEATED REPLICATION METHOD
TO COMPUTE THE VARIANCE OF IMPUTATION-BASED STATISTICS
Y

The balanced repeated replication (BRR) method is a device for estimating
the precision of estimates which come from survéys with complex sample de-
signs. In this methodological study, BRR was used to estimate the variance of
survey estimates when missing values in the data set were replaced using an
imputation procedure. This section discusses the stetistical theory underly-
ing the BRR method of estimating varisnces and explains why applying the
imputation procedure to the individual half samples before computing the
half-sample estimates results in a variance estimate that accounts for " the

~
added variation induced by the imputation procedure. The actual implementa-

.tion of BRR in this investigation is also discussed.

The balanced repeated replication (or balanced half-sample pseudoreplica-
tion as ‘it is sometimes callpd) was intr&duced by McCarthy (1966) as a method
for estimatiag the variance of survey estimates, idcluding the more complex
statistics such as ratio estimates and regressidn coefficieﬁt: for which
analytical expressions for the variance are not readily available in the
literature. The BRR method was specifically developed for the common ;utvey
2" half

samples may be formed with each half sample containing one replicate from each

design of two replicates per strata. In this situation, a total of

stratum where N is the number of strata. For linear estimators, it has been
demonstrated that if K half—samples ate independently selected from the entire
set of 2N possible half-samples, then the- average squared deviation of the
half sample estimates from the full sample estimate is equal in expectation to
the usual variance estimate of the full sample statistic (HcCarthy, 1966) .

Thus the variance of the full sample statistic pr may be estimated using the

»

half-sample estimates (ﬁni) by
. K 2
Vlr(ﬁr) =2 (ﬁﬂi - ﬁr) /'K . . (D.1)
i=l ' .

When all 2N possible half-samples are used, this estimate of the variance will
be equal to the usual full sample estimate of the variance. The reason for
this is that the f1uctuat1ons among balf-sample wariance estimates arises from

between-stratum contributions to the estimates which are cancelled out when

5
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all 2N

may also eliminate this between strata contribution to the variance by con-

possible half samples are used. McCarthy (1966) demonstrates that one

structing a balanced set. of half-samples using orthogonal matrices such as

those of Plackett and Burman (1946). The number of half-samples needed to

achieve this balance will be a multiple of four and greater tham or equal to,

the number of strata. When the sample design is based on a large number of
strata (e.g., the sample.design for NLS has 608 strata), it is not econo&ical-
ly feasible to use the large number of half samples that would be required (at
least 608 for NLS). In this situation, it is possible to comstruct a £e€ of K
partially balanced half samples that will yield a more precise estimate of the
variance than would have been obtained had K independently selected half-sam-
ples been utilized (McCarthy, 1966).

. It should be emph331zed that in using the BRR technique the average of
the half sample estimates will be equal to the full sample estimate when a
linear statistic is being computed. Similarly, the BRR estimate of the vari-
ance of a linear statistic will be.equal to the usual variance estimate.
However, for nonlinear statistics such as ratio estimates of means and propor-
tions which are the statistics being computed in this study, the average,of
the balanced half sample means is not strictly equal to the full sample esti-
mate so that no Eeneral claims’of unbiasedness can be made for the BRR vari-
ance estimate. However, based upon the results of simulation studies, the BRR
technique appears to yield relatively unbiaseq estimates of the variancé whi;h
lead to robust statistical inference (Frankel, 19?%).

1. Use of BRR to Estimate the Variance of Impgtatiénlﬁa:ed Statistics

The balanced repeated replication estimators us;d in this study to ap-
proximate the sampling variance of imputation-based means and prcportions have
the same formal justification that would apply if no imputation were involved.
When the p}imary sampling units (PSUs) are drawn from primary strata in pairs
and with replacement,'statistics based entirely on a half-sample composed of
one PSU from each stratum are independent of the companion statistics based on
-the complementary half. Therefore, with independentf'paired selections of
primary units, the average of a half-sample statistic and its complementary
estimate has a variance that is estimated unbiasedly by ‘che squared difference
of the companion estimators divided by four. With the weighting class and hot
deck imputations made independently within each half sample and its comple-

ment, this argument continues to hold.




e

To improve the precision of these pseudoreplication variance approxima-
tions, the technique for generating balanced and partially balanced sets of
half-samples was developed by McCarthy (1966) so that by averaging K estimates
of the form . ] . .

3

Var() = (g - B )2 /4 ‘ (D.2)

vhere pn is the estimate obtained using half-sample i and pc is the estimate
obtakped using the conplementary half sample, one obtains a variance approxi-
mation that is approximately Jk times as precise as any.one of the separate
Componenté. For linear samplé statistics with no imputation involved, the
average of a half-sample statistic and its complementary estimate is equiva-
lent to the usual full sample estimate based on two PSUs per stratum (p) so
that the half sample variance estimator deseribed previously also applies
rigorousiy to the full sample estimdte. Further, the equation in (D.2) is
equivalent to that given'in (D.1).

Unfortunately, the real utility of the BRR techn1que lies in estimating )
the variance of nonlinear statistics such as means and proportions gwhere the
average of half-sample and complement statistics are not equivalent to the
corresponding full Bample ratio. Second order Taylor Series approximations
suggest that averages of "half-sample ratios should be subject to roughly twice
the est1mat1on bias of carrespond1ng full sample ratios. Therefore, to pre-:
serve the rigorous justification for BRR variance estimates, one should report
the associated half-sample average along with the pseudoreplication standard
error. Following the common practice of users of BRR methods, we have ne-
glected this rigorous theoretical justification ‘to report means and propor-
tions based on full sample ratios and full sample imputation. This reporting
strategy can be empirically justified by noting that the relative difference
between the full sample and half-sample statistics is small compared to the

- ~

BRR relativé standard error.

2. Implementation of the BRR Procedure to This Invest134pxon

For this investigation, a total of 608 half samples (since there are 608
strata in the NLS sample) would have been requ1red to achieve full balance and
eliminate all between-strata contributions to the variance which was impracti-
cal since the processing of/ results from such 2 large number of half samples’.

would have been too costly \\Ihe following Ssystem .was ‘used to coastruct a set
of 16 partially balanced half samples that eliminated some (but not all) of




)

?

the between-strata contributiom to the wariability of variance estimates.

First, a set of 15 super strata were formed containing approximately the
same number of strata using the following procedure. The strata were sorted
first according to itype of school (low versus high SES), then size of school,
type of control (public versus ~pgivate), geographic region, and finally,
proximity to‘college or university. The first 300 stéata were regions wiih
low socioeconomic status (SES), and the second.300 were regions with high
=ocioeconomic status. The final eight strata weré,comp0§ed of schools which

had not been liéted on the frame for the base-year sample. In creating the

* super sftata, 7 were formed from the first 300 strata withk low SES. The

sorted group of low SES strata were partitioned so that the first 43 strata

were designated as super stratum number 1, the second 43 strata as super

_stratum . number 2, and so on until -the seventh super stratum contained the

remaining 42 strata from the low SES group. The remaining 8 super strata
were selected from the 300 strata with-high SES and the 8 strata of supple-
mental schools in a similar manner with the 15th super stratum containing the
last 31 strata with h. sh SES from the sorted file and the 8 strata containing
supplemenﬁal schools.

These 15 super strata were theg used in the BRR procedure to create the
16 half samples. Since the BRR procedure is desigred for two replicates pey
stratum, the following adaptation of the procedure was needed for this inves-

tigation. Most of the NLS strata contain two schools, but a few have only one
>

2
school due to nonresponse. Also, some schools would not participate in the.

Base Year Survey and so subst1tut1ons were made for-¢hes§>schools Subse-
. quently, some students from these schools wh1ch'd1d n\t participate in the
Base Year Survey vere included in the follow-up surveys so that some of the
NLS strata contain three or four schools. To partition the schools into”two
replicates, the fils was first sorted by final stratum and then by school.

Within each super stratum, the schools were numbered as they occurred in the

- file. Within eacb super stratum, the even numbered schools were, regarded as
A

the firgt "replicate" and the odd numbered schools as the second "replicate."

/)/’Yirst replicate from that stratum was to be used and the odd numbered schools

otherwise.
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Appendix E

STDERR: STANDARD ERRORS PROGRAM
FOR SAMPLE SURVEY DATA
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Appendix E
STDERR: STANDARD ERRORS PROGRAM FOR SAMPLE SURVEY DATA

An RTI computer program (STDERR) was used to estimate the proportions,

means, and their sampling errors for the 20 selected critical items and do-

Since the sample size for each domain was not fixed, it was nacessary
as the ratios of two

mains.
to compute the estimated proporﬁions, Pd’ and means, ﬁd,
random variables.

For the ratio estimate of a proportion, the numerator estimated the total

number of students in domain d who would have chosen the particular response

option and the denominator estimated the total number of students in the

domain. Explicitly,

L ah bhi
. I Z I WpygDhiy Yhig
=1 i=l j=1
Py =100 T—7—%
h  Phi
s f% %I W..D..
b=l izl j= hij "hij
- 100 YO
D(d)

L = number of final strata

a. = number of sample schools in final stratum-h

bhi = number of sample students in echeol-hi

W = nonresponse adjusted weight for student-j in school-i
from stratum~h

hij

% 1 if student-hij belonged to domain-d

hij
0 otherwise




1 if student-hij answered the questionnaire item in a
{ specified manner (e.g., yes)

Ypij =
0 otherwise
Y(d) = estimated number of students who answered the guestion-
naire item in a specified manner for domain-d.
D(d) = estimated number of students in domain-d.

-~

' The standard error of Pd was estimated by the sguare root of the variance of

Pd,‘where (Woodruff, 1971 and Cochran, 1977)
M a [Z,..(d) - 2, ()]
A 2 h h1+ ’+
Vag(Pd) = (100) 2 ay 2 (ah-l)
=1 h=1
L -a 4 [z,..0d) - 7, (d)]?
Ap~ap hi+ het
+ 2 ah 2 fa=1)
h=i+l  Sh i=1 %
L a % /B.-b.\.- Pui (2 (d)-z @12
h - hi "hil- hlJ hi-
h=M+1 % i=1 hi j=1 hi~ L

and
M = total number of final scrata with schools selected with

probabilities proportional to size

Ah = total number of schools in sampling frame for final
stratum~h

Bhi = total number of senior students enrolled in school-hi
hlJ(d) = (Y P )/D(d) = weighted Taylorized deviation
{ !
bpi .
h1+(d) = Ji Zhij(d) = weighted deviation totals by school




s - #
~ h zhi+(d) -

Z ,d)= 2 erage school totals by stratum
he+ s21 %
~ hi*(d) = O
zhi°(d) = ———— = average weighted deviations by school
hi .
L3y by

D@)= £ I I W.. D..
hel =1 j=1 Di B

The equat1on for Var(P ) assumes, without loss of generality, that the final
strata have been reordered so that the first M are those in which schools were
selected with unequal probabilities ‘proportional to size "(PPS). The. first
term in the equation involves the between cluster estimate of variance for the
PPS strata The second term involves between cluster estimate of variance
u51ng the first stage finite population correction factor for the strata where
schools were selected with equal probabilities, while the third term adds back
the approériate proportion of the within school variance for the equal proba-
bility strata. This equation gives an unbiased estimate of the variance for
the equalﬂbrobab111ty final strata and” a slight overest1mate of the variance
for the PPS strata. Also, it should be noted that Z (d\ is the Taylorized
deviation of the ratio estxmate’Pd. Such approx1mat1ons are most valid for
large samples.

The estimzted mean for domain-d, ﬁd, is also obtained as the ratio of

two random variables. Explicitly,

L ay b, . \\\\\\\\
)3 )3

hi
2 wW..D..Y..
. _ b=l izl j=l hij “hij "hij
Jd L ey by
b3 b3 I W..D..
el o= = hHORY

where Yh j represents the value of the quantitative variable under considera-
t1on for student-hij and the other parameters are as previously defined in the
estimation formulas for proportiois. The standard error of md was est1mated
by the square root of the variance of ﬁd The variance estimator for ﬁd has
the same form as that presented for the rample proportion, Py with ﬁdkreplac-
ing Pd in the definition of the Taylorized deviation Zhij(d)'
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Appendix F

COMPARISON OF NO IMPUTATION ESTIMATES WHEN
INCONSISTENT DATA ARE REMOVED ‘(NIC) AND WHEN RETAINED (NI)

i

5

143 /

-128- N




SAMPLE SIZE -
Y-TRUE -
NI -

NIC -

RBY -
BR -

RVMSE} -

Glossary of Terms Used in the Tables

number of sample members eligible to respond to a particular
item for the domain under consideration.

the estimate obtained using the telephone corrected and com-
pleted data. '

estimates obtained using no imputation ox editing procedure on
the experimental data set.

estimates obtained using no imputation or editing procedhre on
the experimental data set after inconsistent data are removed.

measurement error caused by the use of data containing logical
inconsistencies.

1
the_relative bias defined to be the bias divided by the value
of Y-TRUE, expressed as a perceg}ége.

the bias ratio defined as the bias divided by the standard
error of the estimate.

the relative root mean square error defined as the sguare root

of the mean square error divided by the value of Y-TRUE and
expressed as a percentage.
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Comparison of no imputation estimates when inconsistent data are removed (NIC) and when retained (NI) for

proportions estimated for the total population

SAWPLE  _
10EN RESPONSE  S12€ Y~TRUE
1014 1 15089 72,29
Te1C 1 15089 17,16
1010 1 15089 .12
016 1 15089 9,19
TusA 1 15089 67,62
TeocC 1 15089 32,13
TesV 1 15089 3,96
© o Tuee 1 15089 7.00
Te10 1 15089 61,22
Tu1e 2 15089 13,06,
o180 3 15089 1,43
1010 ‘. 15089 2s,27
Te12 1 3644 25,66
1012 2 3644 7.20
a2 3 3644 67,1"
1029 1 11439 91,40
1929 2 11439 8,60
Te33 1 .23 17,56
Tu33 2 .23% 3,57
S tess * 3 .23%° 78,687
. W TuS1 i 15089 47,13
< st 2 15089 52,87
1482 1 7579 4,73
Tes2 2 7579 50,23
1966 1 7579 - 20,29
Te66 2 1579 32,03
1966 3 1579 47,68
Tu90 1 1579 65,64
1990 2 1579 4,67
Te90 3 1579 5,79
1990 . 1579 23,90
ui01 1 15089 08,17
o101 “ 15089 15,83
10102 1 2199 66,64
T teie2 2 2199 33,36
118 1 15089 92,68
Tu118 2 15089 0.90
Te118 3 15089 6,42
10129 1 15083 9,70
10129 2 15089 45,95
10129 3 15089 2 4,02
10129 " 15089 %0,25
TU131A 1 6336 73,00
Te131€ 1 6336 7.87
Tu1310 1 6336 4,30
101317 1 6336 26,43
‘ T913680X 1 7010 16,19
TU136A &y 3743 71,9
T9136C 1 5743 9,09
101360 1 5743 3,89
[]{j}:uxssr 1 S743 21,81
| oEmem %

; ALke)

neE
81As

1,74
'0007
0.30
«1,2%
-%.49
«0,36
0,01
«1,37
0.06
=-0.03
=0.06
0.05
1,38
=0.,01
«1.37
0.01
=0.,0}
1,26
0.3)
«1.57
0.42
=0.42
0.2%
=0.,2%
0.29
1.08
=1,38
0.12
0.26
0,02
=0.40
'0.0‘
0.01
=0,33
0,33
0,00
0.01
~0,01

ne
RB%

~2.40
=0.%0
7.28
-13,%9
.6.62
.‘.7~
0,23
«22.h1
0.09
-0.38
-4.13
0.20
3,37
=0.13
=-2.0%
0.01
=0.11
7.17
‘.6"
=1.99
0.089
=0.79
C.48
°°.~7
1.42
3,37
-2.89
0.18
3,37
0.3%
.‘ .67
=-0.01
0,06
=0.79
1.%8
0,00
!.‘1
-0.13
0.20
0.00
'0.2“
«0,02
0,15
=0.25
0,00
«0.07
0,10
G.N0
0,00
0.00
0.0%

KBS

-2,38
-0,31
1,06
-13,67
-6,69
-1,63
0,33
-22,5%
0,09
«0,24
5,97
0,26
- 3,03
0,52
1,98
+0,03
«0,39
6,79
9.01
-1,93
0,88
«0,43
0,61
-0,60
1,32
4,13
«3,33
0.19
5,73
0,93
-1,87
«0,12

KiC
Rix

0.96
-8,97
«8,37

=13,37
-0,98
-9.72
«18.47
-22,08%

1.99
«9.33

=1%,93

0.98

12,77

3.38

~.3°

0.06

"°o‘~
-22.97

3.95

8,08
«0.,23

0.21
-0,18

0.18
-1,17

3,73
'2o°q

¢.01
=0.6%
=1.19%
-],04
«0.19%

Nl
aR

4,21
«0.3%
1.67
=5.06
-9.0%
-1.03
0.11
=3.21
0.190
=099
=0.77
0.16
1.41
0.07
-1.18
0,09
-0.09
1,51
1.33
=1.,90
0.36
=0.,36
0.43
«0,43
0,77
2.32
=2.26
0.16
0.77
0.1%
=0.52
'0050

NIC
BR

1.32
4,40
=1.70
4,90
-1,13
=6,061
".“3
-4.67

2.28
-3.,83
=1.82

0.6%
=-5,38

0.72

2.39

0.13
«0.1%
4,32

0.70

3. N1
-0.18

0.48
'0012

0.12
-0.39

2.1%
«1,350

0.73
=0.09
«0.,18
=0.52
=0,38

N1
RVASEX

2.43
2.21
8,23
13,93
6.73
2.27
%.67
22,96
0.87
2.66
9.76
1.62
6.16
7.09
2.59
0.39
4,22
8.14
12,26
2.20
1.40
1.25
1.47
1.46
2.16
4,32
3.66
1.16
9.33
639
4,03
042

3.99
0.43




Comparison of no imputation estimates when inconsistent data are removed (NIC) and when retained (NI) for
prdportions estimated for males
. -SAHPLE - ME HE NI NIC NI NIC NI NIC
I11EN RESPON§E SI2t . Y=TRUE BIAS RB% ey [13:1 1 B8R B8R RVNSEx RVASEX
TU1A ‘1 1357 77.00 -2.51 -3.25 «3,28 O.48 -5,.38 0.76 3.33 0.79
Tulc 1 7357 19,84 «0,13 «0:65 -0,55 9,02 «0.17 3,47 3.21 9.38
YQolv 1 7357 4,63 0,56 ¥2,10 12,34 648 2.67 ~1.,27 13,17 8.}9
TU16 1 .7 1357 9,28 =0,91 -2,80 -9,.88 ~9,03 ~1.,04% ~1.%9 11.24% 10,65
TU9A 1 7357 71,16 4,48 6,29 =6,34 «0,97 5,21 0,72 646 1.66
" Va9¢ 1 7357 35,17 =043 1422 -1,3% «9,09 -0,99 =591 2463 9,39
T 1 7357 4,50 0,07 1,58 1.89 -17,81 0,52 -3,99 4,09 18,36
.YQ96 1 7357 T.12 -1.39 -19.52 -19,83 ~-18.,9¢ ~3.,63 -3,06 20,56 19,89
TVlo0 1 7357 68,57 0,01 n,01 0,00 2.19 0,00 3,08 0.72 24,31,
TQ10 2 7357 11,78 -0,05 -0.42 -0,67 14,79 “0.15 3,82 _ 4.35 15,29
Tu10 3 7357 1.39 «0,01 ¥ «0,71 «1;67 «~5,58 -0.12 -0.39 13,54 15,13
TV10 L] 7197 18,28 0,07 0,38 0,55 1,68 0,22 0.61 2.59 3,21
Twie - 1 © 1298 36,19 0,80 2.21 1,93 -9,6% 0s%8 *2.3% %.77 10.43
112 -2 1295 6,98 0,09 1,28 2,14 5,96 0.25 067 8.58 10.62
. Tul2 3. 129% 56,83 - «0,89 1,56 -1,49 S.40 =0.,49 1.78 3.37 6.20
TW29 1 6058 90,26 0,03 0,03 . 0,08 0,13 0.23 036 : 0.36 0.39
(29 2 6056 9,74 -0,03 «0,30 «0,77 -1.27 «0.23 «0.36 3.36 3.70
T433 1 1633 21,65 1.82 8.40 7,50 ~17.66 1.47 ~3.40 9,07 18,41
Tu3s 2 1633 3,90 0,17 4,36 5,44 5,66 0,34 Oo41 16.86 14,82
:‘ TO3S 3 1633 74,43 N ~1,99 «2467 «2,46 4,84 ~1.44 2.78 3.00 S.1%
Ww TS, 1 7387 43,76 0.48 1.09 0.53 «0,6% 0.27 -~0.3% 1.97 1.93
1‘ Tus1 2 7357 56,24 -0,48 -0,85 «0,41 0,50 “0,27 0,35 1.56% 1.50
TuS2 1 3970 45,84 0,22 0,47 0,50 -0.,18 0.24 «0.07 2.16 2.32
TU52 2 3970 - 358,16 «0,22 0,40 -0,43 0,15 ~0e24 0.07 1.82 1.9
1966 1 3970 18,94 0,47 2.48 1,97 =1.,96 0,77 -0.71 3.23 3.36
TU66 2 3970 35,38 1.13 3.19 3,95 . 3,62 1.61 1.24 4.65 8,64
TVCH 3 3970 45,68 «1,60 " =3,50 -3,88 ~1.99 -1.69 ~0.83 4,51 3.06
TV90 1 3970 66,03 0,23 0,34 0,32 0,72 0,29 0.66 1.16 1.31
V90 2 3970 4,64 0.30 6,46 6,28 «0.76 0.%8 =006 14.36 11.63
'090 3 5970 5.22 H -0.0! -o.l’ N -0.61 "2.00 "0006 ‘0.23 9.72 6076
14990 4 3970 24,11 -0.51 -2.,11 -1,97- 1,41 ~0.60 *0.43 3.83 3.54
19101 1 7357 84,87 0,00 0,00 -0,08 ~0.11 “0,10 -0,14 0.77 0.77
Iv101 2 7357 15,13 0,00 0,00 0,46 0,63 0.10 0.14% 4536 4435
TU162 1 1031 61,36 «0,53 -0,86 «0,30 0,57 -0,08 0.14 3.64% 4,03
TW102 2 1031 368,64 0,53 1,37 0,48 -0,91 0,08 014 S5.77 6.40
Tol118 1 71357 87,00 0,00 0.00 -0,03 0,01 -0,08 0