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- . , oo Introduction =~ | ‘ T i o
"0 ’ . ' , . , »
Tatsuoka’& Tatsuoka (1981) demonstratqd in their study that even a ' j

criterion-referenced test, in which items are chosen from & single

) * content domain, violates a homogeﬂeity of the test items when students

,‘ _ use a variety of different methods to solve the BEéBiems. Thus,
examininé’the uqderlying cognitive processes that are adopted by the
students is very important before any test theory models, such as Item' o
Response Theory or criterion-referenced test theory, are applied for

L analyzing the pérformancg of the students on thé tests. These modern
test theories fequ}péy;ozz strict assumptlons on the.structure «of an‘ '

&tem domain, although they are very useful in many wayg.
" Investigating the structure of test items can be done by several

different’ procedures -~ facter analysis, scalogram analysis (Guttman,

! 1950) Loevingeﬂ*s (1948) asure of test homogeneity and order analysis

(Krus, 1975, Cliff, 1977). Unfortunately, these procedures have failed :
to produce satisfactory results fﬂ.m achievement data obtained from a :
series of experimental studies (Tatsuoka & Birenbaum, 1979, 1981; "

iBirenbaum & Tatsuoka ©1981; Tatsuoka & Tatsuoka, 1980). ‘

: Order analysiﬁ has been used in constructing'a hierarchical

'structure of the items and instructional units (Airasian & Bart, 1973

»

h ) Bgrt ,& Krus, 1973). Wise (1981) has developed a new order-analysis

<o ' procedure to extracE unidrmensional subsets from the total set of test
items and Taggya (l981) has defined a new ordér,structure by using the
expected proportiong of dominance relationships between two items.
Takeya“s order structure is mathematically,elegant, and it has algebraic
relations with Loevinger’s homogeneity’inde;, Mokken“s index (Mokken,
1971), caution index, (Sato, 1975) and Cliff”s index C.3.

- Therefore, we ‘will adopt Takeya“s, order analysis (called Item (
¢ ' Relations StructureAnalysis, &RSA) to, examine the item relétionship of
fraction problems (Klein, et al., 1981) The advantage of using IRSA~}s

(according to Takeya) that it enables us to* see a ‘cognitive aspect of
S

v . - [
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the students” performances on the items. to a certain-extent Since it
'

generates a digraph representing the hierarchcal structure of the items,

» if will ~- at the very least ~- allow us to check _theextent to which we ¥
have succeeded in ;onstructing problems thyat require a hierarchicalli/:s <
. specified set of skills for solvinmg them. ' Thus, with some refinement’
"and. further development it should enahble us to comstruct tests for -

diagnostic purposes with built-in remedial tasks.
I . . p .
< A Brief Summary of the Theoretical
) v . * Background of Order Analysis
" . o .o . P
In the traditional scoring of an n—item test, each item recelves a
! gcore of 1 when the response to the item matches the key and 0 'when it )

y does not. For each subject -K*-the resulting response pattern can be
represented by a row vector: ! e

Xk = (KLoee o> Xkfsie s *kndi .
. xej = 1,05 k=l..., Ni 3=1,...n. * :
.Mokken ¢1971) defines "a perfect scale” by describing it as a step
_ ‘ function: P(xkj = 1]/8), = 0 if subject k’s ability level 8k is located 1
"t to the left of the difficulty level, dj of item j on the horizontal axis
.and 1 if ﬁhe 6k is to the right of dj. The following figure illustrates

the perfect-scale function. . ’ o .

Insert Figure 1 abou here '

A If all subjects perform on item j according to .the Mokken’s ) X
~perfect—scale function, then item j is said to be a perfect item. ,
. MY :
However, real data usually.don't follow this logic and quite a number of

subjects sCorey 0 even 1if 6 > dj A contingency table of two items, item

- i with difficulty di less than that of another {tem, dj, wiil explain
the situation. Let 'the items be arranged in ascending order of
Lt difficulty, so that dg < dj, when 1 < % (Lower-numPered items are .
easier than higher-numbered items.) . ¢
e ‘ BN ; item j ' i '
10 '
\ . s .
e 1 211 |m10 | 4 oY
item 1 0 {no1 |noo | N-ny .- ) ‘ N
. A4 - W
‘ o ’ gy I8=njl w L
. . - ., . 7
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Figure I..- Mokken's Perfect-Scale Function:

. - .
p(xkjélle)=01fe < d




. .y ‘ . M . v
- ‘If items 1 and j are perfect then ng) = 0. We' ca11 the response
pattern (0,1), witH item i wrong but item j righe, inconsistent ¥ For

: a set of N subjects, if the inconsistent cell (0 1) is empty (i e., {'f

Mol = 0) then' the set of N two—dimensional respohse. vectors forus a

[

+ Guttman scale., . ’ . : -

\ " A number of researchers have, tried to cope with the problem of . ‘g

-

v inconsistent responses and have developed various iypes -of measures (or ,

used pre:existing ones) —- the proximity of two items, agge:m%nt_

4 }

. o coefficient, ¢ coefficient; dta coefficient, tetrachoric conrelation, 1

gf the relationship between'

-

etc. - These measures express some aspects
the two items, but not all aspects.
Takeya“s index'r*ij is based on’ the dominance relation between

items i and j and considers the statistical independence or dependence

of “the Scores obtained from the two items. Now, let us denote a columrd .
@ vector of a.given data 'matrix (ij), k=1l,...,N; 3=1,...,n ‘ s
by 94 and the complement of 85 by. o . '
) | e ¢ 8y=1-¢ <. ‘ -
Then’ the proportions of rights and wrongs, respectively, for item } are
. expressed by ' '
% v N
, (R = (/M) Ixcf
. k=1
and
7/ N . N3 ‘,“
P(QJ) = (1/N) §§1 - xkj)
~ k=
- ) =1 - P(ej) ) : . . -’ * ~}
The proportion P(Qi, ej) of subjects getting both items 1 and j ’
right is'given by ‘ ‘o
- ’ ! N , 0
. P(81, 64) = <1/N>k31kaj = ny1/N . '

The“proportion of subjects getting itemr i wroné and item j right is.j

< _ . Vo \/
N i - * N / ) 9 - .

ri(ei 84) = (1/N)k§1(1 :_in)ij -‘ ng /N .




Similarly,

_ N -
POy, B3) = (/W) 3 ea( -

-

P(Gi, 8y) = (1/N) 2 (1 - xki)(l - xkj

%y

= “ﬁo/N'jz

800/ N

These proportions are summarized in the following contingency tdble of

Ehe items 1 and j.°

» \ )
The variancS, covariance and correlatioh of the four vectors,

™

Insert’ Figure 2 about_here |

81,.84 81, Nj are given below:
G2 (83) = P(83) P(83) = P(83)[1 - P(ej)]

*

"* o (84, Oj) = P(04, Gj) -~ P(84) P(Gj)

(

* p(8y, 85) = [P(81) 8) ~ P(81)P(84) ]/ P(ei)P(e)P(e )p(ej)

(

of Takeya“s relation -—--> between 03 and 0j is that
04 =—=> 04 1iff P(8y, 81) < up(ei) P(ej)
where u is 4 constant between 0 and’ 1, and usually 0.4 < u < o.6. /

His relation is based on a criterion of

‘vectors

Qi and Gj

negative dependence”

Symbolizing item 1 as 03 (for observable No. 1" ), the definition

between

If the proportion in cell (0,1) —— Of wrong and Oj

right -~ ig less than about one-half. of what would. be expected when

responses to items 1 and j are independent

defines: the ‘following?

D2:
D3:"
'b4:
i

For the sake of matheﬂatical convenience,’ he denoted the c?mplement

Dl:

04 — 03 and Oj

(items 1 -and j areé

0y -==> 04 and 0;

(item'f’is

“eagier”

04 *¥-> 04 and 0
~(item j 1s
0y ~¥> 03 and 03

"easier”

LY *

‘*5) Oj <=> 04 ~ Oj

“equivalent™)

~¥-> 0y <=> 04 = 03
than item j),

22> 04 <=0 .04
than item 1)

~¥-> 03 <=> 04 l_Oj\

(item 1 is orthogonal to item j)

* of P(By, ej)/P(ei) P(634) bY rij
. and named it the Coefficient of Ordinality

(.

then 04 ~-—> Oj

B

1

~

S

o~

He further

—~
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rij =] - P(Gi, Gj)/P(Gi) P(Gj)
The Coefficient ©of Ordinality rij can be' rewritten as the.ratio of

4 coefficient and the quantityg - . ) . ?

| (2(8;) (oy)/p(6}) B(®I/% . - L
. * —
) rij = POy, ej> /N P(By) P(oy)/B(81) -P(By)

Coefficient of Ordinality rij enables us to see the difficulties of items .
{ and j as well as how the. ¢ coefficient relates'intéractively to thg

order of the two items. Krus & Bart (1973) and’ Bart § Airasian (1975)
defined the dominance rel ioﬂ of two 1ltems, by taking the probability,

P(ei, ej) into account. ?}em i is said to be dominated by .item j if
P(ei, 83) < € for some small number £ , say 0:.02 £ ¢ £ 0. o4+ Bart,
et al.”s dominance relation does;not reflect either p(ei, Gj) or .
0(61, ej). ,Thus, the dominance yelations of items having a high v
d ‘value with similar difficulty levelspoften cannot be defined. Also,” .

two _items that are independent can have a consistent dominance relation .
if their’difficulty levels .aRe clearly different. ’ ~
TakeYa“s definition of rij enables us to avoid these conflicts.

" He proved a series of properties ﬁgfarding the relations among item

difficulty, Q(Gi, Gj) and dominanc of items. They are listed below

without proofs. T - ) -
Property 1: If 04 —>'Oj (by D2) then p(ei, ej) > 0 and P(ei) >,PC6J)
'Property 2: If 0(61 ej) > 0 and P(ei) > P(GJ) then rij ? rji .
Progerty‘3: A set of Items whose -elements satisfy the circularity

Y => 015, 01y -> 013,...,01 -> 04y doeP not exist. ’
Property 4: If.P(ei) < P(ej) and 04---> 03 then 0y ~ Oj (D4).
_Prbperty 5: If Of ~°oj, thenp (g, 64) > 1 -u. .
A matrix called the Item Relation Structure Analysis Matrix

s

(IRSA Matrix) is formed by calculating rij for dll pairs of i and 3 '1
and if rfj is” larger thtan a constant, say .60, replacing the (i;j)-cell by
Vo = 4 . i~ . N

= . 0 .

1, otherwige by 0. . ' .

- P

Exadz/ation of Item Structuré of Fraction Test
* Item Relation Structure” Analysis Matrix. IRSA Matrix

-

We have constructed tests of 48 fraction additton and 42

subtraction‘problems ‘which are exgected to be capable of diagmosing

-
-
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erroneon rules resulting from,incompléte knoyledge'or'misconceptions ‘
occurring at one or‘more components id‘the procedural treg given in
Figure 3. A detailed description 18 given in Resea;ch’Report 81 6
(Klein, et al. 1981)

in which one of each. pair of purportedly parallel items is plaeed in

The two testg consist of £wo parallel subtests'
each . subtest. It Was noted tha't constructing two parallel items in
terms of having“identical prbcedural steps (number of reducing.needed to
get the right answer, or obtaining the least gomman 'denominatod of the
two fractions by,a ptime-factor approach) requires great care and
attention. A couple of hundred b:Es discovered in our preVvious\studies
of signed—number arithmetic (Tatsuoka,<e£ 1., 1980; Tatsuoka & \
oka, 1981; Birenhaum & Tatsuoka, 1980, 1981) have jshown the
necessitﬁaof speciaﬂ/attention~to the thorough examination of detailed

proced‘l steps. <o - .
. . aadl “; + " Insért Figure 3 about here ©oe

.9

The conventional item analysis using thé“Variances and .

'correlational relations of {tems ¥nd the. total scores will not work ﬁpr

ES

;homogeneitv inde; (Takeya, 1981).

tests aimed at diagnostic-use. Examination of iqsp performances with

-

respegt to the expected operational functioning of each item when they

" were constructed must be carried out into the level of indivﬁdualized

IRSA method

seems “to provide the information of item behz;iors with the help of a

™~ <
behavfbr of each item and the interactions among items.

digraph representation of the dominance relatiOns among ftems. ) N

Moreover, Takéﬁh -3 rij has algebraic relations with traditional
stgtistics such as reliability,*Cliff s”consistency index, Loevengier 8 -

We adopted IRSA to investigate the fraction test items. Table 1 {s

4

" the Item Relation Structure Matrix in which the 24-items from the first

subtest of the 48-item -addition test were sprted‘by their p-values’

(proportion correct). R .

Insert Table 1 about here ' '

0 s \

Table 2 prowvides the p~Values of the 24 items. - .
Insert Tablé 2labout here

- .
‘ - -
- ’
. -
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Table 2 - - . -

.
. ‘ .

JDifficulties, P(8,) of the First 24
=8 s

Fraction Addition ‘Problems - ' '
R " - N = 154 . 4%& - . . ’ ) ¢
¥

v

. ] , -" ) }tems o P(ei) '

. .1 ] 2 142857 g )
Iy 2t 5 ", 240260 zjt
. 3 x 1 . ad - .246753 ° o : .
- o J 24 J 3os1gs - 0T '
s | -9 |7, 324675 o " ..
. 6 < - ‘ 6« .. .337662 :
- ’ 7 oo P 3sTs
8 w0 sty o Lo ’
: 9 19 . .370130 :
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The scoring of the;test was obtained by matching each'part‘of.an .
answer to the corresponding part of the right answer. By "parts” is

here meant the whole number part (W) 'of the answer, and the denominator-

and dumerator af the gractional part (F). For example, if the right

answer requires reducing the fraction to its lowest 'terms, ahd_a student

did not carxgy out the'réducing bGt go% the whole number part right, then

a three-element binary vector (I 0 0) ig stored as the student”s score

in “the PLATO system. The itenm difficulties shown in Table 2 are based

on the customary right/wrong'score multiplied by thé three &lements of

the, score vector such as (1 0 0).:

. In or*;‘ to construct a digraphed treg from-the IRSA matrix, we

-

must first extract useful, systematic {nformation existing among various

subsets of iteqi! As~ﬁt stands, the IRSA matrik in Table 1 is too -

complicated to'extract chains because’there are too many items, and the

'dimensionality (in th% Guttman-scale segse) of (the dataset is large --

even though, in prfnciple,wit may be ustd iike an adjacency matrfx with

¢
5
o
L} A

—>" does not satisfy the transitivity law

one exception as noted below.

-

Super-Order of Items

‘Takeya”s item relation

which-is crucial for extracting a chain from the original set of items. ”

Although he extended his tlieory to the c3se of thtee or'more iteks and

defined the coefficient of ordinality for a finite number of items,

transitivity still does+not necessarily hold unless inequality (2) is

satisfied. That is, h " -
§ —> 04 and 05 —> 0Oy imply 0; —> 0% provided
4
(2) D<91. 6n) >.P(61, 63)P(84, &)/ (1=1) .

It can be seen iIn real data that inequality (2) .sometimes does not hold.

To cope with this" problem we proceed as follows. [Takeya ig not

explicit about the actual algdrithm'he usés to extract his chains, which

is presumably & trade ségret of "his company. What we describe below may

therefore not-.be the most efficient algorithm, bdt\it does work. ]

For each item Oy, we define its antecedent get Ai as the set of all

items 0y that havé the relation 0 ~==> 04+ (The members of A{ are




those items OJ in the IRSA matrix that have unit entries in the column . (

representing O4.) Next, for eachritem 0i, in the order in which~ they
occur from top to bottom in the IRSA matrix, we list the item numbers m,

of those items Op that occur to the right of 03 and whose 4ntecedent ,set

<

Insert Table 3 about here

_ Ag is a subset of Ai° Table 3 shows such a listing for tihe present
example. Next, we reconstrue this listing to give new, formal
definitions of Ay us sets of the integers standing in the line peaded by
the subscript i of Ay. Thus, for example, the fourth Bow of Table 3,
headed by 24, is$construed as the formal redefinition 474 = {15, 16, 47, ;,

' } 10}. [We realize that the numerals in each row. themselves originally *

- /
stood for antecedent sets with those numerals as subscripts. ‘It may

-

.

therefore seem that we are talking about ‘sets of sets that are subsets
of the'former"“in'a.manner reminiscent of Russell”s paradox! However, we
are'nerely making formal redefinitions of each Ay for the sole ourposé
of‘facilitating the description of the next and fihal step. A We are.npt
asserting, for example, that Ap4 = {A{5, A10>‘A17> Ao} and ‘cOmmi tting
ﬂthe fallacy of confusing two.levels of "set-hoad”. Nor are wi‘making
any conflicting redefinﬁtion like A24 = {015, 016, 017, 010}, which
contradicts the original (and ‘true) definition of Ay4. Finally,
starting from the bottom of Table 3 we trace sequences,1iil, AiZ””’
-Ai , of anttcedent sets that successively subsuue ¥he ones to the left;

_ i.e., Ay Aiz C e C:Ai . In the present example, the 16 sequences:
* . shown below are found. (Note that five of the lines have two-character
headings like c,¢”. Each of these lines lists two sequences differing

eohly in whether the laet set is8 Ap or Asg, as dp the sequences in lines a-

~

and &47.) . ‘ v
a,’a’ AlOC A17 < Alp = A5 < A8 c A1g = A3 c A1) = Ay (or As)
v \ . . ) )
. b Ajpc A7 = Al © A15 © Aj3 c Ay = Ay . \
/ - * ) s

‘ - ~
-

c, ¢”° Ajgec A7 « Alg <= ALs <: A2p c A11 c Az (or Ag)

. ) o ~
d, d° Ajgc A17 = A12.© A7 cAlg c A3 c A]) = A (or Aj)
e, e .A10 S A17 c Alg c All-c A2 (3r AS) , .

e oy 13 o .

' A . 18.
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. Table.3 o (-

\ R Y
*  -Antecedent Sets A, Construéd as Sets of Integers m_

.

Such That 1:\1 = Am '

.

i

19 3 413182220 7 12 21 23 815 16 17 10
19 31820 7 12 23 81516 17 10

s

i ‘.,

7 12 23 81516 17,10 ,° *
.‘> ¢
15 16 17 10, .
16 17 10 , . '
10" .
16 17 10

~

i "Elements' of A
A
2 26 6 11 14
5 9 6 11 14
1 14717 10

24 15 1§ 17 10
9 |17 10
6 17 10 4

~ 11 19 318 20

14 17 10 -

19 17 10 .
3 18 712 8
4 13 12 8 15

13 12 15 16 17

18 712 815

22 21 '

20 15 16 17 10
7 12 16 17 10

12 17 10

23 17 10 -
8| 1516 17110

15 16 17 10
16 17 10
17 10
10| 10
h

)




N ! ' )
s " ! SN @ :
o v 8. AlpcAl] EAgceAs v v *
/' n Alg CA17 EA &AL Ll ‘ S
. Coy ; '
+ (b ) ¢ .
o, o” 60 ‘o Ay 3:A23 CAll CAZ (or As)
. ~ . \ :
’ ' : v | ‘ J o -
- X A21cA2E A2 ' . - ‘ ) ’

. ¢ . . .
The subscripts of the A”s inleach of these sequences identify the iteus - Lo
that constitute a chain of apprbximateiy whidimensional items. What we

have accomplished.py the set of operations described above is to .

' identify subsets of items for which transitivity of thé relation '9

“holds. .
X - . - . L )
Appendix I presents the 48-item test administered to 154 local R
unior-high students. Item No's. 21 and 22 in the first subtest (the . =, ‘

first 24 items) involve the addition of a mixed number and a whole
number' these items are in chain r. It is obvious that W + F, W.+ M
types usually don*t involve the operation of finding the ledst common
.denominator, 8o they form a chain independent from other types of skills
unless a student uses Metghod A (converﬁs to a F+ F type). o+ M type
items (13, 4, 12,.6, 9, 1) are not included in the longest chains, e%and
a”, in which the types of items are mostly F+ F. Sioplifying a .
. fraction to a mixed number, converting a mixed number to a—fraction'seep ‘

to cause children ;’coisiderable amount of trouble. Items 2 and 5
'involve relatively prime numbers in their denominators as‘well_as he

A simplification of the final answer. The'shaded nodes in the digrzzh of
Figuré 4 stafd for the items whose final answer needs simplification.
It is fairly‘clear that if & student has some mf?%onception about the
simplication procedure, then he/she tehds to repeat the same mistake
until it is correctedc Thus, the items tequiring gsimplification tend to '

be located toward the end of the chains in Figure 4. The items that~ are

Insgert Figure 4 "about here

gimilar types such as W +Mor W+F = adding a whole number and'a .
mixed (or fraction) — tend to cluster tagether, but 21 and 22 which are ..

of the M + W'type don”t have any t@lation with other,types of items.
» ¢
15
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- Items 20 and 23 behave differently from 21 and 22. More extensive“errqn
analyses should provide a resolution of such apparent anomalies.
il Summa;y and Discussion
’ have described innovative techniques that will help, in r
constructing error-diagnostic tests "and examining the appropriateness
and necgssity of eack item in order to enable the test to provide a
) specific description of misconceptions. Brown & Burton's (1978)
"artificial intelligence approach (BUGGY) 1is innovatige—and verv
impressive. Hovever, gs the nugbet Bf discovered bugs increases
enormously, the algorithm of a computer prograg becomes more aund more
complicated.ﬂ Apart from their approach, the authors (Tatsuoka, et al., .
19 80; Tatsuoka & Tatsuoka, 1980;- Tatsuoka & Linn, 1981) have been
'working to develop psychometric models that should have éapabilities
cogparable to BUGGY and, moreover, will be able td handle several \\\
hundred bugs .with a probahilistic %pproach
A technique to investigate the item structure with respect to the
roles of each item in determining the student”s misconceptions will be
in great demand for error-diagnostic testing. Iteqrgelation Structuked
Analysis was tried out to obtain our much needed information, and a new
chain-formation procedure was introdutced in this paper. The result more
or less confirmed that our item-construction pfocedure was on the right
track, but further and more extensive investigations from different

angles -~ such as the examination of whether two purportedly parallel

x jtems are really parallel --'will bz needed.

N
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The f‘irét 24 ~Ifems in a 48-Item Addition
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