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INTRODUCTION TO THE CONFERENCE

Research in science education, and in education in general, has
reached a Sstage of criticism, questioning} and ferment. New questions
are being asked, and new research methodologies are being generated. At
the same time, there is Increased recognition of the "low estate into
which science education in this country has fallen® (Carey, 1981). The
report to the President of the United States prepared by the *jational
Science Poundation and the Department of Bducation (October 1980)
suggests that, over the past 15 years or so, our national commitment to
excellence has been shrinking, as has our international primacy in
science, mathematics, and technology. The time seems particularly right
to look for new questions and new directions for research in Science
education.

Such was the intent of the conference =Research in Science Educa-
tion: New Questions, New Directions,” held November 6 and 7, 1980, in
Boulder, Colorado. Such is tke intent of this publication, which is a
result of that conference. The conference was organized by Dr. James T.
Robinson, Director of the Center for Educational Research and Bvaluation
(CERE) of the BXS and was supported by the National Science Foundation
and involved over §0 science educators with nine Speakers .

Phe conference planners kept several basic questions in mind:

e What areas of research hold exciting promise for the improvement
of science instruction?

o What areas of research attack old intractable problems in a new
and different way?

e What areas of research are conceptually innovative, that is, have
not been extensively applied to the study of teaching and learn-
ing mathematics and scierce?

/o wWhat areas of research stay close to what actually occurs in

o~ science and mathematics classrooms?

In answering these questions, three related fields of research
were selected:

e Analysis of curriculum materials, especially textbooks.

@ Investigations of the science understandings of students and
experts.

o Investigations of the contextual factors of science classrooms.

ii -
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Por each of these areas, three researchers were invited to present
papers about their investigations. FBach was asked to describe a problem
he or she is imvestigating, to discuss the theoretical base underlying
the work and how the problem is be.ng investigated, and to give examples
of the research findings. The three topics were chosen because these
are emerging fields of study that are not being used in science educa-
t.on research or are used in only limited ways. They are avenues to new
ways of investigating science instruction that may yield useful knowl-
edge that will influence practice.

The nine researchers spoke to an invited group of participants that
1ncluded colleée and university professors and state and school district
science supervisors and administrators--a mix of both producers and
users of research. The program consisted of four sessions. Three of
these ware thematic Symposia, each of which included presentations by
three researchers. During the fourth session, participants met in small
groups with individual presenters. Time permitted two such meetings.

Readers of these conference proceedings are invited to share in the
excitement and enthusiasm of the participants in the conference. The
papers presented at the three symposia, along with several of the papers
cited 1n the references to the last chapter, are suggested as reading
for faculty and student seminars about research. Some of the implica-
tions of the current fer.ent In research methodology for science
education are sugyested i1n the concluding chapter. These too could be
discussed with colleagues focusing on "new questions, new directions”
for improv.ng research in the practice of science education.

References

Carey, W. D. Science Education: Rhetoric and reality. Science,
™ 1981, 211, 339.
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National Science Foundation and Department of Education. Science and
engineering education for the 1980s and beyond. washington,
D. C.: U. S. Gu'ernment Printing Office, October, 1980.
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' Chapter 1

INTRODUCTION TO THE SYMPOSIUM

¥

Printed materials have long been a central part’ of teaching and
learning in American schools. Yet these materials have been subjected
to little rigorous study in their long hiatory of use. Indeed, text-
books suffer even more than other books in the quality of critical
reviews they engender in the professional literature. However, in the
past decade, important theoretical work in text comprehension and knowl-
edge integration has been developed.

Readability studies have been the method@ most used for analyzing
text and other print materials. Although the’ severe limitations of
readability scores for text passages have been recognized by both
researchers and practitioners for many years, ‘nis recogniiion has not,
until recently, stimulated the development of alternatives. The recog-
nition by researchers that readibility scores are not properties of
print materials but must always be considered interactively with the

‘reader has yet to be understood by many practitioners and by the text-

book industry.

Michael Macdonald~Ross (1979), in a major review paper, "Language
in Texts: The Design of Curricular Materials,” advocated the use of
text analysis as a critical part of the formative evaluation of newly
developed materials. He acknowledged that the complexity of prose and
the lack of good analytic procedures for decomposing text structure have
seriously hampered progress in the field of text analysis. There are,
however, several lines of research with promising methods of analysis
that have been used with a variety of text materials. These lines of
research include readability studies, quantitative context analysis,
linguistic analysis, and subject matter analysis. 1In concluding his
review of language¥ in texts, Macdonald-Poss indicated that, altbough
research in the past ten Years has provided new insights into the struc-
ture of texts and pedagogical materials, it has not had much impact on
curriculum design. He explained that some of this Lrpe of research has
reinforced standard procedures of curriculum design, but he also sug-
gests that many research,questions of the past have not been fruitful
and that new directions should be tried. "There is a notable lack of
how-to and when-to/when-not-to information; on the other hand, too much
research is done without support of adequate theory.” bt

Three investigators presented papers about text analysis at the

conference. Each used a different approach in his or her work. Each
vas at a different stage of development in the use of the approaches.

1
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Decker Walker was just getting his current research project under
way. His argument centered around the usefulness of studying texts in
the classroom. He stated that an analysis of print materials must
include information about how both teachers and students use texts.:
Therefore, field experiments may be one of the most useful ways toc
nalyze print materials, if one is concerned with improving such mate-
tials in the context of use. '

Decker Walker is an Associate Professor in the School of Education
at Stanford University. He began his educational career as a science
teacher after completing a B, S. degree in physics. Following this, he
received an M. A. in the natural sciences and completed a doctoral
degree in general curriculum at Stanford University. His major inter-
gsts have bee, in curriculum policy and curriculum research, and he
, conducted major studies of the science and mathematics curriculum devel-
opment work of the 1960s and 1970s. Professor Walker is coauthor of
Case Studies in Curriculum Changes: Great Britain and the U. S. and

author of numerous articles and papers in professlonal journals.

In Chapter 2 of this volume, "Learning Science from Textbooks:
Toward a Balanced Assessment of Textbooks in Science,” Walker presents
some of the complexities he feels must be considered in designing effec-
tive field experiments about textbooks and their uses. These studies *
focus on three dimensions: the textbook itself, how teachers use it,
and how students use it.

Authors of texts and developers and writers of curriculum materials
can improve student comprehension of their products if they will attend
to what is now well substantiated by research. This is the claia of
Armbruster and Anderson in Chapter 3, "Analysis of Sclience Textbooks:
Implications for Authors.® Their paper considers four characteristics of
prose that are commonly mentioned in rhetoric and composition textbooks:
structure, coherence, unity, and audience appropriateness., , They cite
research studies relevant to these characteristics and recommend that
prospective writers use the guidelines they derive from these studies to
improve student ccmprehension of text material.

Their paper was presented at the conference by Bonnie ‘Armbruster,
who s Visiting Assistant Professor at the Center for che Study of
Reading, University of Illindis at Urbana-Champaign. ‘She 1is currently
conducting research on training strategies for the comprehension an¢
recall of expository text. FPollowing undergraduate and inter-
disciplinary studies in the social sciences, she completed her M. A.
and Ph. D. in Educational Research at the University of Illinois.
Professor Armbruster is coauthor of a chapter on studying in the Hand-
book of Research in Reading (in press) and a chapter in Theoretical
Issues in Reading Comprehension: Perspectives from Cognitive Psychol-
Y. ~qy. Artificial Intelligence, Linquistics, and Education.

Armbruster and }‘.nderson’s basic premise is that certain character-
{stics of text can optimize learning, if the learner brings sufficient
background knowledge to the situation and engages in certain appropriate

. activities,

Q 2,
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- Since 1972, James Deese has been the Hugh Scott Hamilton Professor
of Psychology and Commonwealth Professor a. the University of Virginia
in Charlottesville. After eapning his Ph. D.,in Psychology at Indiana.
University, he joined the faculty at Johns Hopkins University. The
range, of his interests is reflected in such papers as "Thought into
Speech,” "Towards a Psychological Theory of the Mea.ing of Sentences,”
and "Mind and Metaphor." He was principal investigator of a National
Science Foundation RISE Project, "Learning from Science and Mathematics
Textbooks: Text, Structure, Reading Strategies, and Comprehension.®

Psycholinguistics, cognitive structure, the development of meaning,
and explanations of the interrelationships among student characteristics
and the organization of text materials are of special interest in his
“recent work. Central to Deese's paper is his assumption that many
students never learn to cope adequately with expository text. Using
biology textbooks at three dffferent levels (seventh grade, tenth grade-
and college), he reports on.the effects of the structure of the texts on
comprehension, on how readers perceive the text, on strategies readers
use in trying to comprehend the text, and about certain characteristics
of the text itself. . '

The gist of the papers about text analysis is that careful, rigor-
ously designed investigations can produce useful information about
gcience texts and that such investigations should be made. In these
investigations, detailed knowledge of the subject matter, as well as
detailed knowledge of useful text analysis methods, may eventuate in the
improvement of texts.

- .

. Text improvement should affect comprehension, of course, but if the
text materials do not engage potential readers in the desire to read on,
the research will miss the mark. Current science and mathematics texts
are not well known for this latter characteristic. The challenge to
research workers and practitioners in science and mathematics is, on the
one hand, to develop the knowledge base that will enable such texts to
be produced, and on the other, to educate practitioners who wiil be able
to distinquish such texts from others and to choose them for their
students.

Reference

Macdonald-Ross, M. Language in texts: The design of curricular mate-
rials, In L. S. Shulman {ed.), Review of Research in Education,
6, 1978. Itasca, Ill.: F. E. Peacock, 19%.
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Chapter 2

LEARNING SCIENCE FROM TEXTBOOKS:
TORARD A BALANCED ASSESSMENT OF TBXTBOOKS IN SCYENCE EDUCATIONL

Decker F. wWalker, Stanford University

This paper presents designs for field experiments on textbooks and
textbook use and discusses some of the complexities that must be consid-
ered in designing the treatments and criterion measures. Pilot studies

by

of the types described are under way now in science and social studies.

The Textbook: Much Maligned but Little Studied

Book learning has been an object of even more ridicule in the North
American tradition than in Europe. The famous vignette John Dewey
 reports in Schools of - Tomorrow (1915) is typical of the had press
textbookg have received. You may remember that Dewey had just witnessed
a class in which students were taught about the interior of the earth,
specifically, that it was hot, molten rock. As was then the custom, the
teacher upon conclusion of the lesson offered the visitor the oppor-
tunity to agk the students a question about the lesson. bewey accepted
the invitation and asked the students what they would find if the: dug
down into the earth deeper and deeper. Would they get colder or hotter
as they dug? There was much discussion; the class was divided. The
teacher, in some embarrassment, interrupted the controversy to ask,
*Class, what i8 the state of the interior of the earth?" The class is
said to have replied in unison, “A state of igneous fusion.”

-

Tt's a good story, and illustrates well the perils of superficial
teaching and learning. But it's not about textbooks! It's about live
teaching, about a flesh-and-blood recitation. Any textbook of the time
on geology would have done a better job of explaining the current ideas
about geology. The evils attributed to textbooks here, as so often

lthe work reported bere was supported in part by a grant from the
Spencer Poundation, administered by the School of Education at Stanford
University, and in part by a grant from the Ford Foundation (Grant No.
805-0790). I am most grateful for this support. These agencies are
not responsible for the contents of this paper.




elsewhere, are not confined to textbooks, nor is there any good reason

to believe that they are any more common with textbooks than with live

teaching, television, or other modes of education. There is silliness

and superficiality all over the place and textbooks are not an excep-
. ticn.

On the whole, there are several good reasons to look with a respect-
ful eye upon the institution of the textbook in spite of its bad press.
Pirst, there is the question of its longevity. There is no need to play
amateur historian and try to find the first recorded instance of use of
a textbook, but, the practice is nearly as old as writing, certainly as
old as printing, and has been dominant in American schools since coloni-
al days. Seccnd, there is ubiquity. In epite of attacks by nearly
every reformer and reform movment, the practice of teaching with and
from textbooks continues to be the dominant mode of Instruction in
schools. The latest data by Stake and associates (1978) merely confirm
what has been true ever since people first began looking at American
schools: Textbooks are ever-present and appear to be the chief carriers
of the curriculum. On the average, teachers deviate very little from
the content coverage and emphasis of their textbooks.

Still, lots of bad practices have been arocund a long time and lots
of them are still all over the place. The computer and television are
no longer on the horizon but right down the block to challenge the
hegemony of the textbook. Reformers are still in opposition, preferring
information programs, laboratory-based programg, community-based pro-
grans, anything but textlzook-based programs.

The most important justification for the use of textbooks in teach-
ing is that students must, by the time they reach tertiary or bhigher
education, be capable of learning from books on their own, with only the
distant guidance of a teacher who assigns, lectures, and vests. This
will proably be the case fur a long time to come. If a% some level
students are not able to learn from books, from Print, from text, then
everybody else in the world who wants to communicate with them--scien-
tists, artists, humanists, journalists--will have to learn to make tele-
vision or computer programs. It is hard enough tq, teach all those
peoule to write. More than 1likely, there will be a m% well into the
next century for people who can learn abstract subjét't matter from
books. The chief function of teaching from textbooks at the secondary
level is to prepare students to learn independently from books. Specif-
ically, the chicf function of teaching scisnce from textbooks in the
secondary school is so students will become able to learn science from
books. : i \

Teachers should not feel ashamed to pitch their teachinq toward a
textbook, ever though such teachers are clristened "text-dependent” by
those who study teaching. 1t is posrible to bc dependent on a text
unable to teac: without it. But it is also possible-to teach tespon-
eibly from a textbook, to teach students how to leasn independently from
texts by careful, gradual fading of teacher assistance in close¢ study of
a textbook. This latter is good teaching. ~No one concludes that a
college professor who teaches from a textbook is thereby incompetent in |
the subject. The textbook is the primary tool of the teacher's trade.

Q 1’) 6
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Whila a good teacher can teach without a text, good teachers also can
work better with a gocd textbook. Much of the criticism textbooks have
received is an ill-considered attempt to glorify the role of the teacher
by comparison.

<

Partly as a result of the bad press textbooks have received, they
have been little studied. Until a few years ags, the only serious work
of research or scholarship devoted to textbooks (other than histories)
was Cronbach's Text Materials in Modern Education (1950). More
recantly, there has been a spate of publications on textbooks, much of
it reviewed in Michael Macdoaald-Ross's two-part review in the Review
of Research in Education {1977-1978). It is time tp turn research
attention to the textbook. New methods and ideas now are available that
will make such study productive.

a FPield Experiments as the Ideal Design
for Studying Textbooks and Their Uses

A field experiment in this context means simply a study in which a
conscious effort is made by the experimenter and the teacher to teach
something in an explicitly different way and to compare the’ consequences
of teaching it this way with the consequences of teaching it some other
way. Except for these consciously chosen changes in the teaching, the
stivation is as it would be in that setting if the exper {ment were not
being conducted. Teachers and Students are assigned to classes in the
usuai way, meet in the usual places at the usual times, associate with
one another in the accepted ways, give and wxeceive assignments, submit
and receive homework, give and receive grades, give and take tests, and
so on. The only differences are those that are planned or that follow
from the plaqped ones may be more important in producing the observed
effects than the differences planned. This is true in any sort of
intervention study, whether in the field or in the laboratory, but the
possibilities for unanticipated changes are greater in a field setting
than a latoratory setting because of the richness of the context and the
relative lack of control of it by the experimenter.

A field experiment offers more convincing evidence of the impact of
different text materials and different uses of text materials than more
controlled laboratory experiments and also more convincing evidence than
nonintervention studies in the field. The single most impressive study
in this- area is the work of the National Longitudinal Study of
Mathematical Abilities (NLSMA), headed by the late BEdward G. Begle
(1968-1972). The study was extremely complex and ambitious. It was a
longitudinal study covering a six-year period and involved hundreds of
thousands of children in classrodms around the country. The part of the
stuedy that is of greatest interest for us in the present context com-
pared the achievement test results in math of students who had studied
under one textbook with the scores of similar students who had studied
under a different book.

-
>




Pigure 1 reproduces the results reported by NLSMA for students who
had studied from one particular textbook. The horizontal axis of the
figure corresponds to a series of math achievement scales. Each scale
consisted of six to ten items selected to be theoretically homogeneous.
The first group of scales covered computation, the second comprehensidn,
the third application, and the fourth analysis. The vertical axis is
arranged so that the line marked "50" is the fiftieth Percentile of the
entire population taking that scale. Students who studied from this
textbook did slightly worse, on the average, than students in the rest

of the population in computaticon but substantially better o the other

gcales. The NLSMA data were able to show achievement differences trace-
able to the use of different textbooks. The differences are apparent in
‘spite of the Aiversity of communities, schools, classrooms, teaching
strategies, student aptitudes, and other variables. Such data as these
are quite convincing and extremely useful. FPor example, if the editors
of this textbook were wise, t uld look for a wa&s to strengthen the
teaching of computation while sacrificing as little as possible on
higher outcomes. Over a couple of years' time, they could determine
just how much of a sacrifice in higher order outcomes they would have to

_ make to secure a given amount of improvement in computation.’
()
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Pigure 1. Profile of Achievement for Students Who Studied from One
Textbook {(darkened circles) Compared to Students Who S.udied from Others
(open circles), Taken from the National Longitudinal Study of HMathe-
matical Abilities

H

- ¥

. x

— e e

1ex
ey

» =
£
N PR I3 ]

The field experiment demonstrates, under realistic conditions, the
connections between treatments that are fully comparable to those that
might actually be implemented and outcomes fully representative of those
of the greatest interest to educators and educational policymakers.

This does not deny the value of other types of studies. The work
that Andrew Porter and his colleagues (1978) at Michigan State have been
able to do by content analysis of texts and tests is extremely valuable,
for example. Obsgervational studies of classrooms have added enormously

t . 8
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to the understanding of the activities of teaching and studenting and of
the importance of how classroom time is spent. However, many of these
studies represent textbooks indirectly in such categories as "“seatwork"”
and “homework." Reading between the lines of these studies, it becomes
apparent that much of what is being studied is being guided by an agent,
the textbook, which {8 not represented in the data. In~depth interviews
with teachers and students, ethnographic studies of classrooms, attempts
to model the planning activicies of master teachers, qualitative evalua-
tions in the manner of Elliot Eisner's (1976) connoisseurship and criti-
cism all have scmething to contribute to our understanding. But if
whatever they vontilbute suggests nothing about the relationship between
practices and outcase, it is difficult to see what help it is to the
policymaker or decision maker. And if they do suggest relationships
between practices and outcomes, it should be possible to detect those
relationships i1n field experiments. These other techniques of study
give their greatest benefit when used in conjunction with fleld
experiments.

Por these reasons, it is important to design and carry out field
experiments to show connections between textbooks and schooling out-
comes. Two general issues in the design of field experiments need to be
considered: the question of the scale of study and the question of
subject selection. Begle's (1968-1972) NLSMA study has literally a cast
of hundreds of thousands. If that is what it takes to find relation-
ships between text features and outcomes, then we might as well forget
{t. Such studies are too time consuming and expensive for the benefits
they yleld.

Carl Thoresen (1978) has shown how valid and extremely useful
experiments can be done with single subjects. 1In a counseling situa-
tion, a counselor may work with a client to help her or him lose welight.
Data may be collected on time of ecating and amount consumed for two
weeks or 80 before a treatment is undertaken. This establishes a
baseline of the client's eating behavior. Once the treatment has been
administered, similar data show changes, 1f any, in eating behavior.
And the bathroom scale shows results. At some point, the treatment may
be temporarily abandoned to see if the original situation returns. In
this way, it is possible to use the client's pre- and post~treatment
behavior as a comparison situation znd to make quite reliable inferences
about the effects of the treatment on this single subject. The conclu-
ion: Fleld experiments may be done on a quite small scale.

Some theorists of researth methodology regard as a true exper iment
only those studies in which subjects are randcily assigned to control
and treatment conditions. Only in this way, they argue, can we estimate
the likelihood that differences we find were not already present prior
to administration of the treatment. Random assignment of subject to
treatment is a sure way to limit this particular source of errot, but
this is not the only source of error in an experiment nor is it often
the worst source. In educational experiments in particular, poorly
described, weak treatments and inappropriate outcome measures are often
more aerious threats to the validity of conclusions that is failure to
bound the error of subject assignment by randomization. Pur thermore,
since students are rarely assigned to classes randomly in the field,
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random assignment is a threat to the external validity of a field
experiment.

The remainder of this paper will discuss a variety of issues that
must be considered in designing field experiments of vacious sorts to
study the connections bhetween textbooks and their educational conse-
quences. It will focus on two broad families of issues: treatments and
outcome measures. -

What Is the Treatment in Studies of Textbooks?

A textbook becomes a treatment only when it i8 put to use by teach-
ers and students. The impact of a given feature of a textbook may be
altogether altered by the way a teacher usges it. This happens when an
inquiry-oriented textbook is taught in a rote fashion. It also happens
vhen 2 good teacher supplements a bad textbook or K makes educztional
capital out of its shortcomings by having students address it critically
as the scientific community would critically examine a scientific book.
The most immediate determinant of the cutcomes of a textbook considered
as a treatment is what the student dces to and with it. In the most
brute sense, a textbook, unread, teaches nothing. A textbook read in a
passive, uncricical fashion does not yield the same results as one read
with a mind full of good, relevant questions. A textbook that worke
well with the student who constantly tries to picture real-world agpli-
cations of concepts may work poorly with the student who l0oks mainly
for abstract conceptual relationships.

For these reasons, treatments can be considered as having three
dimensions: features of the textbook itself, how teachers use the
textbook, and how students use the textbook. Direct connections between
the textboo: itself and student outccomes will be apparent only when the
uses to which teachers and students put the textbook are qulte similar
in spite of variations in personality, aptitude, background, and con-
text; or when the book's influence is the game regardless of how it is
used. This latter situation could easily occur if the book is either
extremely powerful or extremely weak in its impact. There is also the
situation in which the number of teachers and students studied is so
large that textbook effects show up in spite of any variation in use.
Since the concern here is with designing small-scale field experiments,
this possibility will be neglected. Generally speaking, teacher and
student use will need to be part of the treatment in field experiments.

The Textbook Itself

Anyone interested in textbooks should spend some time listing all
the features that might bSe different on one page of any text. Making
this suggestion is like the ancient Egyptian astrologer-mathematician's
asking for two grains of wheat on the first square of the chess board,
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four on the second, sixteen on the third, and so on until he lost his
hesd when the kingdom's treasure was about to Le e<hausted.

Just the physical aspects of the page--margins; type size; type-
face; composition; layout; weight, content, and £inish of paper; color
of paper and ink; and so on-—could keep one busy for an hour or so.
Then there is content. How does one represent the content of a page of
text? As a list of words and phrases? A list of sentences? A hier-
archical tree of idess or concepts? A set of Venn diagrams? And then
there are all the organizational features: paragraphs, section head-
ings, sequence of presentation of ideas, subordinations and super-
ordinations of ideas, relationships of temporality, of causality, of
inclusion or exclusion, or antailment, and so on, expressed, unex-
pressed, or embodied in the organization of what is expressed. One can
examine the visual aids: charts, graphs, diagrams, and sc on. And then
there is the language. George Newell (1980) has Just reviewed some 50
or 8o systems researchers have devised for analyzing and categorizing
written language. He says he has only scratched the surface. Pigure 2
shows some of the features of textbook language he found.

Discourse types (narratiorn, descriptibn, argument, etc.)
Toplc sentences —~\

style (colloquial, casual, ceremonial, personél, etc.)
Coordinators (connectors between sentences)

Propositions

Inferences

Phrases, clauses

Referents

Context, tacit or explicit

Semantic structure

Logical structure

Themes

Furpose: Reference, persuasion, expression, creation of beauty

Structure/organization of propositions

Pigure 2. Peaturegs of Textbook Language, from Some Ways to Analyze
Text Lanquaqe by George Newell

The nonspecialists only have to remember the intricacies of gram—-
mar, rhetoric, and composition to get scme glimpse of the unlimited
field for human ingenuity that even the stodgiest page of textbook prose
represents., Finally, one can leap off the page altogether, as psychol-
ogists would have us do, to examine the demands, both explicit and
implicit, that the text places on students for performances of various
types, ranging from simple decoding of the words to the most abstract
reasoning with the propositions.

~
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With so many features that might be manipulated in the interest of
better learning, where does one begin? 7o examine them individually
would keep one busy for the rest of the century, and even then the
interactions would still remain. Yet all these factors are clearly
significant determinants of outcomes in some cases. In struggling with
this conceptual jungle, several guiding principles have been helpful.
Pirst, there is no getting airound the content. Content inclusion and

emphasis is an absolutely vital feature of any textbook. These can be

represented in various ways, and various indicators or measures oOf
inclusion and emphasis may be employed. The question of how content is
treated is a practical one; any way that works well enough for the
specific purpose at hand is all right. It is important to compare the
actual content of a textbqok with the content of other books on the
subject. Pigure 3 shows some of the types of other books usable as
compar isons. Differences in content inclusion and emphasis between
different text treatments of a topic are absolutely vital deterrminants
of what students will learn from using the text.

A second principle to consider is language as serving two functions
in text: access and modeling. In its function of giving access,
language presents content to students. It functions best in this mode
when it uses forms that are familiar to students, forms that they
already know how to decode and comprehend. It also serves to model
forms of language appropriate to the topic, not only new vocabulary but
also desirable forms of argument, of explanation, of use of evidence,
the types of questions considered appropriate in this subject, the mnst
important matters to the particular, specialized language community
represented in the text. This two-fold division suggests that language
in texts may fail in at least two different ways. On the one hand, it
may be opaque to the students. On the other hand, it may fall to expose
them to full and adequate models of, in this case, sclentific language.
Both of these aspects of text language can and should be manipulated
experimentally and the consequences investigated.

A third guiding principle is to subsume all the other aspects of
texts, except content and language, under a rubric we call presenta-
tional features. The work of Alma S. wittlin (1978) on museum exhibit
design has been extremely useful. She has brought together some specu-
lation based upon studies of the brain and the neurophysiology of brain
processes with some prectical insights drawn from her work in designing
museum exhibits. These come together in a most interesting way that
suggests how to cut through much of the remaining complexity that text-
books present. Fiqure 4, on page 14, shows the main ‘deas in Dr. witt-
lin's papers. Dr. Wittlin maintains that to be effective any exhibit
must first attract the student's attention (here the danger {s an
exhibit that is understimulating); present the "message® in a clear,
conprehensible way (here the danger Is overstimulation, which results in
confusioc} or superficial learning); and maintain attention long enough
to complete the lesson. Her work also can be applied to the textbook by
allow:ng one to analyze the content inclusions and emphasis, the lan-
guage, and the presentational features of textbooks us.ng these prin-
ciples. These analyses will highlight me ningful differences among the
"treatments” in different texts. Stable differences in student outcomes
aggociated with such text differences should be detected.

12
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PRIMARY
SOURCES

ELEMENTARY SECONDARY
TEXT TEXT
‘ s
SELF-STUDY BOOKS
OUTLINES, STUDY GUIDES
POPULAR
BOOKS

Pigure 3. Sources of Comparison for the Content of Seconda’y Texts

Use of Text by Students

The students' use of texts was mentioned as a second dimension of
any treatment, Presumably, this includes prominently what we orginarily
call studying. Studying has been an object of study by educational
researchers for several decades. Anderson (1979) has provided a concise
review of current thinking and research on studying: FEigure 5, on the
following page, summarizea Anderson's model, which he has drawn from his
review. Beécause such a vital Ie<search tradition already exists in this
«rea and because of the difficulties of finding relationships between
outcomes and variables as detailed and microscopic as these, behavior
patterns across students will not be studied. Instead, individual
students' problems in studying science from the textbook will be charac-
terized. The same text will present different problems to students who
approach it differently, and it is expected that students who experience
thase problems will be able to point them out. The text will be exam-
ined with tha students, line by 1line and page by page, and will be
compared to the students' test results. The plan is to localize certain
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INITIAL AROUSAL ATTENDING MAINTENANCE
MESSAGE RECEPTION OF ATTENTION
DANGER: -
Understimulation Overstimulation Monctony
TO AVOID THE DANGER: »
Relevance, interest Chunsing Change modality
Dissonance white space Insert questions
. Sensory appeal Hi signal noise vary senses used
Appeal to affect Planned redundancy Drama of icuas
. Integration of
multiple channels
Hierarchical organiza-
. tion under key ideas

Pigure 4. A System of Principles to Govern Museum Exhibit Design, from
the Work of Alma S. Wittlin

difficulties quite precisely using such conceptual schemes as those of
wittlin and Anderson as guides in interpreting what students tell the
researchers about difficulties they experience.

One difficulty that cannot be localized is motivation. Here the
stance taken is that a primary goal of teaching in the secondary school
is to make the study of the subject rewarding enough to be self-
sustaining in the context of the school and classroom. That s, the
satisfactions students derive from studying a textbook should be great
enough to sustain the behavior of studying, given the factors built into
the learning situation, such as grades, graduation requirements, and
public evaluations of individual student performance.

Por the time being, the hypothesis is that students who do not fisnd
study self-sustaining in this context fail o do so largely becausge the
connections of what they are studying with anything else that is mean-
ingful in their lives--now or in their fantasies, hopes, expectations,

Tinr

STAGE 1 STAGE 11 STACE 11T
Pre-Reading Activities During-Reading «ctivities fost-Resding Activities
v
Frios knowledGe Claritying céitesria and Information gsthering oryarize twaj)
objecr ives
raycholodical ser Student Tesponding Translete
Surveying for wxisting
Task derands knowledoe Judging responses/teedback Kepeat
S
Ape1tudes Surveyiny ‘Or interest &
EZxgectations Surveyin) for tims demands ?;
9
(for parforwance) 2nd difticule
(for later use)

Pigure 5. A Model of the Studying Process, Bagsed on Anderson (1979)
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and visions of possible future lives--are too few and too weak. Adoles-
cent students are preoccupied with their own versions of adult preoccu-
pations. They have little time or energy left over from their concerns
for unrelated matters. It is assumed that those who do manage to bring
the study of science into thelr lives in any significant or meaninful
way must have found ways to build it into their agenda, so that progress
in learning science contributes to larger life purposes for those indi~-
viduals. Thege aspects will be examined in detail in the interviews
with students about their difficulties in studying science trom their
textbooks. What connections do they perceive between science and their
current lives or their fantasies of their lives in the future?

In looking at the specific and detailed activities of students
studying textbooks, Wittrock's (1979) formulation of learning as cu -
gtructed meaning will be used as a guige. In his formulation, the
learner's prinary task is to generate relevant relations between infor-
mation and experience. According to Wittrock, "Even wher. learners are
given...information...they still must discover its neaning” (page 10).
Wittrock identifies seve;al verbal devices, such as metaphors, similies,
analogies, examples, and rules, that facilitate construction of meaning
and several types of imaginal devices, such as pictures diagrams, and
flow charts. How students use such devices as well as how they manage
on their own will be studied. The study will look most closely at what
students/do and might do when they are stuck, when they just can't get
it andfgce ready to give up. Some ldeas have been drawn from an amazing
variety of sources, ranging from Polya (1977) to hypnotisn, that might
be useful when students are at the end of their rope and still unable to
extract meaning from the information. Figure 6 presents same examples.

Isolate the problem; localize 1it. R
Formulate the problem; state it as clearly as you can.

Express the troublesome material in some other expressive medaum,
e.g., draw a picture or diagram.

Look ahead; look behind; are there things you've missed 1n the
context that would help you make sense of this portion?

If you're trying something and getting nowhere, don't persevele in
an unproductive strategy: Try something else.

Use your imagination: imagery, fantasy, free assoc:iation.

Do something outrageous: sing a song about the problem, act it out,
maks a joke about it; loosen up and get out’ of your rut.

Make a huge image of the offending passage, put 1t on your wall and
make marginal comments, like graffiti.

DON'T GIVE UP! You may run out of time, but you'll still be working
on i1t when time is called. .

Be proud of your efforts, of the fact that you did not give up.
Don't scold yourself for "f.:iure."

Piguie 6. To the Student: Things to Try When You're Stuck
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Use of Text by Teachers '
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The third dimension of the textbook as treatment is how the teacher
uses the textbook. This dimension will be studied in several ways.
First, the teacher is viewed as an allocrator of resources, particularly
classroom and homewc.k time. How the teacher performs this role quite
obviously has an e .ormous influence on what students will or will not do
with the textboc'. and, therefore, on what they will or will not learn.
The available time on the textbook content will be mapped to reveal
patterns of empiasis in the teachers' allocations. The teachers also
set standards of performance. They do this in many ways, most obviously
by testing and g.ading. Patterns of content inclusions and emphasis on
teachers' tests will be examined. In addition, teachers can serve in
any capacity that the textbook itself can cerve: dispensing informa-
tion, organizing content, making task demands, and so on. Whatever
analyses can be done on texts also can be done on the the performance of
a teacher: language, visuals, and content.

Teachers also can do at least two other important things beyond the
power of the textbook., They can model any and all aspects of human
behavior in connection with science nr studying science. Also, they can
establish a social situation and a social climate in the classroom that
can influence what students do and how they feel. These aspects of a
teacher's work will be studied in a qualitative way. Sensitive
observers informed about the phenomena under study will be used, but i
chey will be unaware of the specific treatment being implemented at the ‘

time. These observers will partic’/pate in all subsequent analysis and
interpretation of all data from the field experiment so that they may
suggest findings the researchers might overlook.

Outcome Measures

"Learning science” can mean many things, from learning scientific
facts, to learning to behave like a scientist, to learning to love
science. Figure 7, on the following page, shows some noncognitive
variables identified by Messick (1979) in a recent article. It wouid be
nice to be able to mount a hattery of fine, reliable, valid instruments
to assegs all these dimensions of learning sciengg. On the other hand,
to use the typical conglomerate achievement tests as outcome measures
would doom the entire effort to failure. In such a test, text differ-
ences would be represented by, at the most, two or three items. All the
others would cover matters treated substantially the same In the texts
being studied. 4

Therefore, conventin~nal achievement test {tems that are targeted
toward the specific differences being studied will be used. The criter-
ion measure might con:cain eight or ten items testing materials presented
in one or two contrasting paragraphs embedded in two different text
treatments. Or they might focus entirely on students' ability to use
and extend to other context: certain language forms infroduced in one

16
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VARTABLES EXAMPLES
Experiential Exposure to other cultures
background factors

Affects Feelings about school

Attitudes Feelings plus evaluations, attitudes toward
school

Beliefs About causes of one's successes

Interests Feelings plus activities

Motives Impulses toward action, such as necd for
achievement

Tenmperanent Energy, deminant mood

Social sensitivity Empathy

Coping Preferred ways to handle stress or threat

Cognitive style fField dependence, independence

Creativaty . Fluency of response

values Enduring beliefs and preferences

\
Figure 7. Twelve Varieties of Noncognitive Variables, from Messick
(1979)

text but omitted from another. In other words, achievement tests that
are a full order of magnitude (ten times) more intensive than conven-
tional tests are planned. Such tests would obviously be unsuited to
grading, so they may be administered as self-study aids just prior to
the course examinatfon that counts for a grade, or these ltems could be
embedded in the regular examination while a grading arrangement is
worked out with the teacher that corrects for the distortions.

Construction ©f ‘these tailored tests will look beyond comprehen-
sions and recall to longer term retention, ability to apply what is
learned to the fleld of lnstange%ented as appropriate, ability to
integrate with othet -Principles,
learned to unfamiliar situations. An unbiased assessment of these
dimensions of outcomes will be made for all treatments studied.

¢
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The dissertation by Yalow (1980) at Stanford that sought aptitude-
treatment interactions between verbal and spatial aptitudes and perform-
ance on a topic in economics presented with verbal and figural (visual)
elaborations has influenced this. research. On an immediate post-test,
Yalow found that both the group who had ve:%al elaborations and those
who had figural elaborations outperformed the group that had simply been
given the basic, unelaborated presentation. On a delayed reteation
test, however, the group given the basic, anelihorated treatment out-
gscored both of the other groups, showing not only a lower rate of for-
getting but even additional learning after the experiment was over.
This research plans to test students' k"owledge of only a few important
and difficult matters within a topié, but it will be tested very thor-
oughly.

An attempt will be made tO estimate the likelihood that students
will continue to study science voluntarily. A feature of a textbook

.that does not have an immediate effect on achievement may nevertheless

g0 impress scme students or excite their imagination that they sustain a
high level of interest and effort in learning sclence. Such effects
would eitremely powerful when continued over several key years in a
student’s career.

Conclusion

Many of the issues discussed in this paper deserve more elaborate
and detailed treatment. An equal number of issues, almost as important,
have been left out. These include establishing collaboration with
teachers in the field, developing rapport with teenage subjects so they
will open up their hearts and minds about their experiences with text-
books, selecting topics, and selecting student populations for study.
The most important matter to be discussed, data, uld not be reported.
Although these wrestlings with the complexities of design are somewhat
guperficial and rreliminary, the ideas presented nay serve as a basis
for continuing Jdiscussions of analyses of textbooks and their uses.

The point the auihor would like to leave you with is John Dewey's
(1929): Educativnal p-actice is8 the test of the adequacy of any educa-
tional science. 2 w gain greater understanding of educational proces-
ses, we will be tempted to look to the laboratory for confirmation. But
the real test 18 in the field where ideas developed in the laboratory or
the study or the libcary are put to the test of practice. Educational
researchers must develop the means to make this test of practice as
powerful and as sensitive as possible.

18
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Chapt:br 3

ANALYSIS OF SCIENCE TEXTBOOKS: IMPLICATIONS PORSAUTHORS]
‘ Bonnie B. Armbruster and Thomas H. Anderson, University of Illinois

The basic premise of this,paper is that certain characteristics of
text can optimize learning, given that the learner has sufficient back-
ground kmowledge .and engages in the appropriate studying activities.
First, characteristics of the text that empirical research has shown to
affect learning outcomes will be identified. Then these rather abstract
featyres will be translated into concrete recommendations for writing
and evaluating the prose in a textbork.

Research Evidence for Effects of Various
Text Charicteristics on Learning .

This paper is organized around four characteristics of “well~
writted" prose commonly mentioned in rhetoric and composition textbooks:
gtcucture, coherence, unity, and audience appropriateness. The role of
each of these features will be defined and the evidence and conclusions
regarding the function of the- feature in the ‘learning process will be
reviewed briefly. .

'Str,ucture
- .
‘Structure‘ is the feature that has received most attention in the
research literature. Very simply, structure refers to how the ideas
chosen for inclusion in the text are put together in a linear order‘._

1p similar version Of the paper, entitled, “Studying Strategies.and
Their Implications for Textbook Design" was delivered by T. H. Anderson
at the Conference on "Designing Usable Text," in Moreton-in-Marsh,
BEngland, November, 1980. The Conference was sponsored by the British
Open University and the U. S. Army Research Institute. This paper will
be published in the proceedings of that conference, also. The prepara-
tion of this paper was supported in part by NIE under contract No. US
NIE-C-400-76~0116 and in part by NICHD under contract No. HD-06864.
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Prom a fairly extensive body of research, it appears that structure
or organization influences the amount as well as the kind of knowl-
edge acquired from reading. With respect to the amount of knowledge
acquired, many empirical studies have yleldeq the following results:

1. Connected discourse is much easier to learn and remember than col-
lections of unrelated sentences or lists of words (Goetz and
Armbruster, 1980).

2. Among texts, those that are better organized are better remembered
(Goetz and Armbruster, 1980; Shimmerlik, 1978).

3. Providing readers with information about the conceptual organization
or superordinate structure of text can facilitate recall, This
information can be provided either directly or indirectly. A direct
peans is through ®signaling®--devices such as titles, transitions,
and connectives used by authors to emphasize aspects of structure.
Information about structure can be provided indirectly by establish-
ing a set of expectations for structure through serial presentations
of materials having different content but similar structure (Pearson
and Camparell, in press; Shimmerlik, 1978).

4. Readers are likely to recell much more information from text if they
identify and use the author's structure than if they use another
organizational scheme or no apparent organization (Meyer and
Freedle, Note 1; Meyer, Brandt, and Bluth, Note 2).

Structure of text also affects the kind of knowledge acquired from
reading by influencing the way information iststored. The better organ-
ized the text, the more highly integrated the memory represantation is
likely to be. Highly integrated memory representations enable learners
to consider related facts simultaneously, which is a necessary condition
for higher-order cognitive processes such as inferencing, summarizing,
and decision making (Walker and Meyer, 1980; Prase, 1972).

In sum, the better the structure of the text, the more likely the
reader is to remember the information and to engage in the higher-level
cognitive processes that are usually considered to be the important
outcomes of a {earnlng situation..

Recent literature in cognitive psychology and artificial intelli-
gence has begun to suggest what is meant by "better” structure. The
currently popular notion is that memory is organized in high-level,
domain-specific cognitive structures (Iran-Nejad, Note 3), variously
called "frames® (Minsky, 1975), "scripts,® (Schank and Abelson, 1977)
and "schemata® (see, for example, Anderson, 1977: Rumelhart and Ortony,
1977; Rumelhact, 1977). A model of reading comprehension based on these
notions views reading comprehension as the process of choosing and
verifying conceptual schemata to account for the to-be~understood text.
“Better® structure is tpus.deflned with respect to the rcader's sche-
mata: The closer the match between the text structure and the reader's
cognitive structure, the better the comprehension and recall.

22
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Coherence

Coherence means "a sticking together.®™ With reference to text,
coherence refers to, how smoothly the ideas are woven together. Inh a
coherent discourse, the relationships among ideas must be clear enough
so that there is a logical connection or "flow of meaning” from one idea
to the next. Compared to an incoherent discourse, a coherent discourse
makes it easier for the reader to perceive the message as an integrated
unit. Coherence operates at both global and local levels: that is, at
the level of the whole text as well as at the level of individual sen-
tences.

At the global level, a text is coherent to the extent that it
facilitates the integration of high-level ideas across the entire dis-
course. Peatures that contribute to global coherence include headings
and outlines, advance organizers, and visual displays or diagrams.
Headings and outlines contribute to global coherence by éenabling the
reader to see relationships among higher-order ideas. The term, head-
ings, refers to the headings and subheadings embedded in text while the
term, outlines, refers to tables of contents or other intact outlines
presented as a supplement. to the text.

Although headings and intact outlines are commonly included in
textbooks, research supporting their effectiveness as text-processing
aids is scarse. However, some studies have indicated that headings and
outlines can have an important effect on comprehension. For example,
Bransford and Johnson (1972) demonstrated that a title presented before
a short narrative passage that was deliberately constructed to be ambig-
uous strongly determined the interpretation given to the passage. The
following sample paragraph from the study dramatically illustrates the

. effect of foreknowledge of theme on coherence and, hence, comprehension.

The procedure is actually' quite simple. Pirst you arrange
things into different groups. Of course, one pile may be suffi-
cient depending on how much there is to do. If you hawv. to go
somewhere else due to lack of facilities that is the next step,
otherwise you are pretty well set. It is important not to overdo
things. That is, it is better to do too few things at once than
toc many. In the short run this may not“seem important but compli-
cations can easily arise.

A mistake can be expensive as well. At first the whole proce-
dure will seem complicated. Soon, however, it will become just
another facet of life. It is difficult to foresee any end to the
necessity for this task in the immediate future, but then one never
can tell. After the procedure is completed, one arranges the
materials into different groups again. Then they can be put into
their appropriate places. Eventually they will be used once more
and the whole cycle will then have to be repeated. However, that
is part of life. .
The paragraph seems quite incoherent without the litle, "Wwashing
Clothesg™; with the title, more of the ideas "stick together" and make
sense. Similar facilitative effects for titles have been obtained by
Schallert (1976) and Anderson, Spiro, and Anderson (1978).
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With respect~to more typical textbook material, Dansereau, Brooks,
spurlin, and Holley (Note Q) found that incorporating headings into a
2,500-word passage extracted from an introductory science textbook
significantly improved the performance of college students on a delayed
recall measure.

Results of research concerning the effect of outlines are Jnconsis-
tent. While Christensen and Stordahl (1955) failed to find any facili-
tative effects for a number of organizational aids, including intact
outlines, other studies have found positive effects of outlines. For
example, Eggen, Kauchak, and Kirk (1978) found that outlines presented
aleong with a 1,000~word text a'ignltlcantly improved the comprehension of
fourth, £ifth, and sixth graders. Brooks, Dansereau, Holley, and
Collins (Note 5) found that a sequence of outline-passage-glossary led
to significantly better performance than the passage alone on recall and
recognition measures over a basic science text. In gum, although the
evidence is not clear cut, it appears that headlngu and outlines can
improve the canprehenslon snd recall of text.

Another device that can contribute to globa)l coherence is an
®"advance organizer® (Ausubel, 1960," 1978). An advance organizer is a
short set of verbal or visual information presented prior to a larger
body of text; organizers “are presented at a higher level of abstrac-
tion, generality, and inclusiveness than the new material to be learned*
(Ausubel, 1978, page 171). Presumably, an organizer serves either of
two functions: (a) it provides an organization or structure as an
assimilative context that would not otherwise have been present, or (b)
it activates an organizational scheme from the reader's prior knowledge
that might not otherwise have been used to assimilate the new material
(Mayer, 1939). Both functions can be interpreted as ways of ensuring
global coherence. Results from the 50 or so studies that tested the
effectiveness of organizers indicate that sometimes crganizers appear to
facilitate learning and at other times they do not (Barnes and Clawson,
1975; Hartley and Davies, 1976; Ausubel, 1978; Mayer, 1979).

Global coherence can also be enhanced by visual displays, diagrams,
or charts. Although researchers in the field speak of the "infancy of
diagram theory and research” (Rolliday, et al., 1977, page 137), scme
evidence is accumulating that diagrams can be effective and efficient
means of comnunication.

Holliday and his colleagues have conducted several studies involv-
ing the use of diagrams ip science instruction. 1In two very similar
studies (Holliday, 1975; Holliday and Harvey, 1976), high school science
students either read a text description or read the same description
along with labeled drawings. In both studies, subjects who read the
text plus diagrams attained significantly higher scores on multiple-
choice posttests than did subjects who read the text alone.
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Holliday (1976) prepared three different versions of instructional
materials on the oxygen, carbon dioxide, nitrogen, and water cycles:
(a) -a_block-word diagram (an abstract representation of ideas "and the
relationships between them similar to a flow chart), (b) & picture-wnrd
diagram (the same information as in the block-word diagram but conveyed
largely through pictures), and (c) text only. High school biology
students studied from elither the text alone, the block-wor” diagram
alone, the picture-word diagram alone,. the text plus block-word diagram,
or the text plus plcture-word diagram. Adjunct questions accompanied
the materials. Analysis of the results on a multiple-choice test,
developed from rephrased and recombined adjunct questions, revealed that
the block- and picture-word diagrams alone were -superior to the text
aione or the text in combination with a diagram. Holliday suggests that
flow diagrams increase the chances of the learner forming mental links
among verbal labels because a verbal description has been replaced with’
a condensed and spatially integrated display of block figurzs and design
elements. He states, .

An instructional package consisting of a single flow diagram
allows the learner easier and more immediate access to all critical
chains and the interrelationships among these chalns. This form of
{nstructional condensation into a single "manageable®" display also
allows the learner to view the total or "big" picture at a glance
(1976, page 64).

within the framework of a course in basic electronics, Gropper
(1970) compared the effectiveness of conventional instruction with a
programmed lesson consieting of a brief film, a reference booklet com-
prised solely of diagrams, and a workbook containing problers about
information conveyed in the diagrams. Thus, the majority of the content
of the programmed lesson was contained in the diagrams. On a criterion
test with multiple-choice and constructed response items, the programmed
lesson group made significantly higher scores than the controi group.
In addition, the programmed lesson took considerably less time to com-
plete than the conventional lesson. Gropper attributed the effective-
ness of the technique to two properties of diagrammatic presentation:
the visual, spatial organization of ideas and the capacity to portray
the "big picture.” In sum, evidence from the regearch on diagrams can be
interpreted as support for the potential of diagrams to enhance the
coherence of the to—be—leal_:ned material.

Some features contribute to g],qbal coherence of a text; others play
a role in local coherence. At the local level, Zeatires related to
coherence help the reader Integrate information within and between
sentences. One important local feature is connectives or phrases that
function conjunctively. These include linguistir connectives that make
explicit the temporal, causal, spatial, or conditional relationships
between propositions (Halliday and Hasan, 1976).

Some research has demonstrated ¢ facilitative effect on learning an
explicit statement of connectives (ruther than leaving the connectives
implicit and requiring readers to infer it). In a study by Katz and
Brent (1968), both first and sixth grade children preferred descriptions
of causal relationships where a connective made the relationchip
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explicit, rather than thoae where the relationship was implicit.
Pearson (1974-75) reported a similar finding: Given a choice as to the
surface 'forn for a causal relationship, fourth graders preferred to have
the relationship stated explicitly, even though such explicit statement
results in a more grammatically complex: sentence. In a fQllow-up study,
students were aaskéd to read individual sentznces in' which the causal
relationship was either made explicit or left implicit by omitting the
connective. Results indicated that if a aentence was not recalled in a
uhified form, there was a 50% chance that it would not be recalled at
all. Purthermore, ln almost two-thirds of_ the cases in which subjects
were asked to read sentences with only an implicit causal relationship,
a connective was included in recall.

»

Pearson concluded that connectives have a strong effect on the’
aalience of causal relationships and may facilitate the incegration of
ideas in memory. Pinally, Marshall and Glock (1£73-79) found that
.explicitly stated logical structures facilitated the recall of “not-so-
fluent” community college readera, wherees "truly fluent® college read-
ers were not 80 affected by the presance or absence of ex-licitly stated

B relatimshlpa. The authors spaculated that the better readere had more
%, knowledge to bring to bear in interpreting the meaning of discourse and
wQ‘,{lling in newded inferences, whereas poorer readers were forced to
depend to a gceater extent on lnformation explicitly stated in the
surface siructure of the text.

Another line of research has examined the effect on comprehension
and recall of text coherenve as manipulated by reference and repetition.
Lesgold (1972) investigated the effect of pronominalization and showed
that a shared reference promotes connection of propositions into a
single, higher-level memory unit. Similarly, devilliers (1974) manipu-
lated the use of articles (definite versus indefinite) to influence the
likelihood of perceiving a series of loosely connected sentences as 2
story. Subjects who treated the sentences as a thematically connected
story recalled more words and sentences than subjects who treated the
sentences as unrelated.

Stone (Note 6), working with adult subjects, also demonstrated that
when readers are given relevant information to carty across seatence
boundaries, they are able to read naturally occurring text much more
rapidly than when those local cohesive ties are broken. Kintsch, et al.
(1975), constructed texts containing either few concepts with many

A repetitions and interconnections cr many concepts with fewer repetiticms
and interconnections. The less-connected passages required more reading
time. Pinally, Manelis and Yekovich (1976) varied the number of
repeated concepts in sentences and found that the less-connected sen-
tences (those with fewer repetitions) took longer to read and that
immediate recall of the less-connected sentences was inferior when
reading time was fixed.

In sum, features of text contributing ‘to both global and local
cohecrsnce appear to help readers encode, store, and retrieve the mate-
rial as a structured, integrated unit.

El{fc 3
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Unity

.Unity refers to the degree to which the text addresses a single
topic. A text with unity conveys a sense of closure and completeness
with respect to the topic and does not stray from the topic by including
irrelevant and distracting information.

Little research bears directly on the question of how unity affects
comprehension. However, sGae empirical support for the notion that
unity promotes coyprehenslon can be found in a series of studies

. reported by Reder and Anderson (1980). 1In these studies, college sub--

jects scudied a chapter from an introductory college\’textbook in the
original form and in summary forms that were about ~“ne-fifth the length
of the originals. Results on true-false tests from all of the experi-
ments indicated that learning materials from sumarl;s is at least as
good as reading the original text and often S8uperior. Also, the acqui-
sition of pew material is better if information learned earlier on a
related topic was learned by reading a summary. The authors speculated
that the effect of summaries was due to helping students focus attention
and avoid having to time-share between main points and details. In
terms of the feature of unity, the summaries have greater unity than the
original text because they contair the pith of the content without the
encumbrance of distracting details.

.

Audience Appropriateness

Audience appropriateness refers to the extent to which the text
matches the content knowledge of the reader. The research most related
to audience appropriateness has been concerned witn the effect of prior
knowledge on comprehension. It is quite clear from the literature that
relevant topic knowledge has strong effects on comprehension. Por
example, in a study by Spilich, vesonder, Chiesi, and Voss (1979),

. subjects with high and low knowledge of baseball heard a description of

a fictitious baseball game and then attempted to recall the text. High
knowledge subjects were more likely to recall more information in a more
accurate sequence and to elaborate on certain elements.

In another study investigating the effect of prior knowledge,
Anderson, Reynolds, Schallert, and Goetz (1977) constructed- two ambigu-
ous passages, one concerning either a jailbreak or a wrestling match and
the other concerning either a musical soiree or a card game. Music and
physical education students read the passages. Their interpretations of
the stories were predictable from their backgrounds, and their recall
was characterized by background-relevant intrusions.

Another body of researca related to the effect of prior knowledge
on comprehension was focused on vocabulary, or word knowledge. In their
review, Anderson and Preebody (Note 7) conclude from many studies that
»word knowledge is strongly related to reading comprehension.™ A consid-
erable body of research on readability also supports the preeminent role
of word knowledge in reading comprehension (see Klare, 1974-75 for a
review).
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In cum, evidence has been presented to support the claim that text
characteristics such as structure, unity, coherence, and audience appro-
priateness can influence the process of comprehengsion. They can affect
how rapidly text is processed, the amount of information remembered, and
the structure of that information. In the next section, the use of
these characteristics as guidelines for developing clearly written
textbooks will be explained.

An Ideal Textbook

s

A fantasy--a description of an ideal textbook--is a useful way to
begin. The textbook i8 being used in an introductory biology course as
a means of conveying information about the structure and principles of
biology to students who are relative novices in the discipline. The
studerits are expected to read and learn from the textbook in order to
complete the course successfully.

The preface to the textbook tells how the approach of this textbook
compares tc the approach used by other introductory textbooks in biol-
ogy. The preface also gives the overall purpose and scope of the text-
book by presenting a brief overview of how the majo: divisions of the
textbook are related to each other. The introduction to the first
division does the same for the chapters of the division, as does the
introduction to Chapter 1 for the sections of that chapter. FProm the
introduction to Chapter 1, the student c¢ould almost predict the title of
the first seccion. FPurthermore, the title suggests how the content of
that section might generally be organized.

As the students read on, they find that the section is organized
as anticipated. Iu fact, for each heading, subheadiny, and topic sen-
tence, students are . able to predict how the following text will be
organized. The text seems to flow naturally from idea to idea; ideas
are clearly related to each other, with explicit connectives and refer-
ents. The text is "clean” and not liftered with details and tangential
information. The content does not seem too difficult, and occasional
new terms are carefully defined. Particularly complicated text is
supplemented by charts and diagrams that clarify the relationships.,

Toward the end of the chapter, students notice that they have not
been underlining or highlighting anything because the format of the
chapter has made important information stand out. Furthermore, it has
been very easy to take notes and make an outline. At the end of the
chapter, students find that a summary recapitulates the main ideas of
each section and again states how the sections are interrelated. A
final statement provides a transition to the next chapter. And so
students proceed through the textbook, always with a clear sense of
where they are now, where they have be2n, and where they are going.

This fantasy was designed to portray a textbook exemplifying the
desirable features of structure, unity, coherence, and audience appro-
priateness. Producing a textbook exactly as described may not be

M + . ..
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teasible now, but some ideas about how to begin can be proposed.
reag ol the paper presents these ideas.

.

Anatomy of a Textbook

The Text Unit-

. The basic building block of the textbook {8 the text unit. -The
.text unit consists of the author's purpose, ‘which can be stated in the
torm of a question that the author is addregsing, plus the response to
that question. The question and response are composed of idea units,
which are approximately .equivalent to phrases or pausal units as defined
by Johnson (1970). Thus, the idea units within a text unit are either
question idea units or r':eaponse idea units.

The-

Types of Text Units.

The structure of a text unit depends on the

type of purpose or question addressed.*

Prom the apalysis of interme-

ditate and secondary level content area textbooks, the conclusion reached
is that most informative prose is characterized by oSnly a few structures
reflecting a few basic’purposes.

Pour text units have been identified (purposes and corresponding
text structures) that seem 20 be fundamental to informative text
(Table 1, pace 30). One purpose of an author is simply to describe a
that i8, to address the questions, "What is X?" The structure
that responds to this question/purpose is a description. A description
is a list of the essential features or properties of a topic.

A second pui-po'se of an author may be to exemplify a ’toplc, that
is, to answer the question, "What are scye examples of A?" An exemplifi-
cation structure consists of a list of objects, events, or processes,
etc., each of which has the defining attributes of the topic.

A third purpose may be to convey the sequence of evente in time,
or to answer the question, "when did (or should) thease events occur in
relation to each other?” The structure that responds to this purpose/
question is a temporal sequence, in which events are ordered from the
earliest-occurring to the lastest occurring.

A fourtk purpose may be to explain a topic, or to address the
"Why?" and "How?" quescions associated with the topic. The correspond-
ing structure is an explanacion. An explanation gives the causal or
enabling relationships among events or among the varjous elcments in a
description. Although most of the relationships in an explanation text
unit are causal or enabling, some may be temporal.

Table 1 lists these structures and several types of purposes and
questions associated with each structure.
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. Table 1. Relaticnship of Structures, Purposes, and Questions "
L T Patlern Examples of Purpose or Question
imperative Form Intecrogative Form
« Qefine A, What is A
- ] Deserigption Describe A Who is A?
*
“ List the features Where is A?
. of A
- - i .
2. Exemplificat on Give examples of A, Wnat are some
- examples of A?
“
Trace the dovelopment when did A occur?
f A i SR
3 Temporal Sequences of A (in relationship ®
to other events)
Give the steps in A,
¢ N
Explain A ’ Why did A happen?
Explacn the causels) . How did A “appen?
of A
What are the causes/
Explain the effect(s) reasons for/effects/
of A outcomes/results of
4 txplanation A?
Craw ¢ cOnciuston
about A what will be the
effects/outcomes/
Predict what witl tesults of A?
happen to A
Hypothesize about
; the cauvse of A
3
The Frame

The fundamental text units just described may be embedded in higher-

order text structures called frames.
probability ways of 9rganizln'g
of text umits.

schemata discussed in the first section of the paper.

A frame reflects the typical, high-
information and represents a combination
Prames are the prose embodiment of the construct of

The writers

believe that there are a few general schemata and a larger but finite
number of more specific schumata associated with each content area or

discipline.
frequently repeated frames.
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The most widely used general frames in textbooks seem to be the
compare/contrast, problem/sclution, and definition/example frames.

The purpose of the compare/contrast frame is to answer the question,

. "How is X similar to/different from Y?" The structure that responds to
tiis question is a compare/contrast. In this structure, the quantita-

tive and qualitative differences between the features or events of two

or more descriptions, temporal sequences, or explanations are explicitly

- noted. ) .

The purpose of the problem/solation frame is to answer ‘the ques-
tion, "How did solution X help solve problem ¥?" Tne structure that
serves to organize the answer to that question is the problem/solution
frame. The "introductory” problem/solution frame, which is first intro-
duced in the elementury grades, requires simply that the so-called
problem events or characteristics be ccnsidered separately from the so-
called s=olutions. A more sophisticated problem/solution frame suggests
a slightly different structure: (a) the chain of events leading up to
the problem event are considered firs, {b) the discovery of the solu-
tion event or events are discussed next, (c) the effect of the solution
event(s) on the oricinal chain of evenls is discussed next, and finally,
(d) the original chain of events is compared/contrasted with the newer
chain of events (including the solution event). The newer chain of
events is the preferred one, provided the solution was successful .

The third frequently used general frame is the definition/example
trame. This frame helps to answer the question, "Define and give exam
ples of 2." The frame simply presents a definition, which is a listing
of the major critical features, characteristics, or traits, plus several
exanples and, perhaps, relevant nonexamples.

In addition to such general frames, textbooks also include content-
specific frames. An example of a content-specific frame in science is
the "scientific theory” frame described by Danserecau (1980). The frame
includes six major categories of information related to scientific
theories: Description,; inventor/history, consequences of the theory
(how the theory influ:nced humans), evidence for the theory, othe
gsimilar or competing theories, and an open category of extra informz-
tion. Another frame might be "process,” which {ncludes categcries of
information on the function(s) of the process, ar. explanation of how the
process works, and where the process takes place.

Each of the categorles of information in a frame corresponds to a
basic text unit. That is, each category contains an implicit question
and suggests the kind of information appropriate as a response to that
quesiion. Por example, in the "scientific theory" frame, one text unit
is composed of the implicit question, "How has this theory influenced
people?” and the response to that question assumes the structure of an
explanation. It is surely not tne case that all text units are subsum-
able in frames; however, it appears that frames are an important and
cammon construct.
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Mapping: Representing Text Units and Prames Diagrammatically

/; ‘Phe writers have devised ‘a technique for representing text units
and frames in a visual display or diagram. The technique is called
"mapping." Mapping tses ,symbols as a prose-free way to designate the
relationships that convey essential meaning in text. Table 2 presents
the basic relationships used in mapping and their cotresponding symbols.

Table 2. Basic Relationship Symbols ‘1n Mapping

Relationship ' Symbol
8 and C are characteristics (characteristic) A
or properties of A
8
s %
C and D are examples of A {example) A
][]
A occurs before 8 (temporal) A — B
A enables 8 {enabling) AANB
A causes B (causal} A=8
A 1s less than B A~ B
A is greater than 8 A > B
e T (compare/ ~
A '.f._s_'.m_'.‘_a.r__'f. 8 conlrasl) A= g;
A is 1dentical to B - B
tegation (negation) X
and -and-
(logical
. -or-
or connectives)
but -but-

O
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These relationships are usually identified in text by a few "key words®
or other standard linguistic devices.

An important feature of mapping is that maps take on distinctive
shapes depending on the type of text unit or frame being representad.
Table 3, belcow, and Table 4, on page 34, show the mapped representations
for the text units and same of the frames discussed previously.

Table 3. Types of Text Unitdg and Their Corresponding Maps

LAY
Text Unit . Map
Description A .
8
c .
ete

Exenplificatmon
/

b

) A
I rd
s E]'DI...M(.

Troorai Sequence e[ =[] ... [

E;xplana( ion - ]

n == I B8 Ja I_(:J—-——b . c(cl
cr or or
=A
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Table 4., Scme Examples of Prames and Their Corresponding Maps .
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The Textbook Hierarchy |

-
-

.

A textbook is a hierarchical arrangement of text units and frames.
The author begins with scme very broad purposes or questions. The
responses to these questions in turn suggest other component subques-
tions. And so the hierarchy expands in a top-down fashion, with each
question giving rise to a new frame or text unit. .

Table, 5 presents a partial textbook hierarchy for a hypothetical
{ntroductory earth sclience textbook. The questicn at the top of the
textbook hierarchy is °®compare and contrast this textbook with other
earth science textbooks.® A point of contrast between this textbook and
other textbooks is a function of the particular schema or organizing
framework the author brings to the content area. In the hypothetical
example, this schema is conveyed in & frane that includes the question,
*gxplain the dynamic forces of the past and present that have shaped the
earth." Since the precise nature of that frame is not known, the rela-
tionships connecting.the component text units have ot been indicated in
Table 5.

One of the response idea units within the frame of this example
suggests the question, "pescribe the forces that attack the surface of
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Table 5. A Partial Hierarchy for a Bypot:het:i.cral Introductory EBarth
. Science Textbook - T
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the earth.” The response to this question is a frame consisting of
description and exemplification text units. One of the response idea
units of the exemplification text unit spawns the question, "Describe
glaciers." This questiocn is handled by a frame composed of the following
frames and text units: definition/example; explanation; and temporal
sequence. A response idea -unit in the explanation text unit sudgests
the question, *Give some examples of deposits left by glaciers,” and
thus an exemplification text unit. One of the response idea units
within the exemplification structure in turn suggests the question,
“Explain how druamlins wer=s formed,” and the corresponding explanation
text unit.

The preceding sections defined text units and frames as the basic
building blocks of a textbook and explained how text units and frames
are hierarchically arranged to form a textbook. The final section of
the paper offers some guidelines for evaluating and writing text units/

frames and textbooks.

Guidelines for Evaluating and Writing Text Units and Frames to Achieve
Structure, Unity, Coherence, and Audience Appropriateness

1. EBach title, heading, and topic sentence should readily suggest (a) a
unique purpose or question of the type listed in Table 1, or (b) a

. frame. .

Examples of some inappropriate titles or headings: “New genetic
types and agriculture,” "How fast are impulses?” and "Following the
inheritance of two traits at once.®

Examples of appropriate titles, headings, and topic sentences:

*rwo kinds of skeletal systems are found in organisms,” (The text
goes on tc compare/contrast axoskeletons and endoskeletons.)

"An engineering problem: How is water transported in plants?” (The
text gives three explanations for water transport in plants.)
"Barly classification systems.” (The text gives examples and
descciptions of early classification systems, according to a
frame.)

"The respiration process.” (The text describes the function, how
the process works, and where it is located, according to a frame.)

~a
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2. The structure of the response to the question should match the type

suggested by the question.

A poor

dendrite

branch of a
nerve that
carries
impulses to
the nerve

cell body

axon

long nerve
fiber that
carries
impulses
away from
the nerve
cell body

synapse
a small

gap between
nerve cells

exanple:

*How do necves carry®signals? Each nerve in
the body is really a bundle of very fine nerve fibers.
Herve fibers are too thin to be seen except with a
microscope. Each nerve fiber is pagppeof 2 nerve cell.

"The necrve cell has a very irregular shape. It has
a number of small branches sticking out, almost like the
branches on a tree. These are called dendrites (&en’
drit). The word dendrite comes from & Greek word for
‘tree.' t

"At one end of the cell igs a particularly long
branch. It is called an axon. This axon is a single
nerve fiber, as shown in the drawing.

*The message that travels along the nerve cell is a
small electrical charge. It usually starts at the
depdrites, goes through the cell body, and then moves out
along the axon. This electrical charge is called the
nerve impulse.

"Nerve cells are strung togethsr in chains. The
branches o{ the axon of one cell come close to the
dendritegd of another cell. The parts of the different
cells don't quite touch. There is & small gap between
them that is called a synapse (si'naps).” (Note how the
title/question 1is never answered. Instead, various
components of the nervous system are described.)

Examples of closes correspondence between titles and text structure:

*A description of the eyes.
Muscles are attached to the eyes and to bony sockets in the

shape.

The ey2s are nearly spherical in

skull. . These muscles enable the eyes to be moved in all directions.

The center of the front of the eye is clear and colorless.
the eye is called the cornea.
clircular, colored band, the iris.
lar opening,

clear,

the pupil.
elastic structure,
conposed of fibers hold the lens in place.

This part of
A short distance behind the cornea {s a
In the center of the {ris is a circu-
Immediately behind the iris and pupil is a
the convex lens. Muscle tigssue and tissue
The retina is a thin layer

of nerve cells that coats almost all the inner surface of the eyball.

The nerve cells of the retina are rspecially sensitive to light.

The

retina 18 connected to the optic nerve, which in turn is connected tc

the cerebrum.

Clear fluids £fill the internal chambers of the eye and

help maintain its shape.”

*yision explained. Light rays coming from an object pass through

the cornea,
light rays,

enter the pupil,
which then form an image on the retina.
formed in the same way that a camera lens forms an image on film.

The lens bends the
This image is
The

and reach the lens.

image on the retina produces impulses that reach the brain by way of the

optic nerve.

Wwhen thz impulse arrives at the special area of the cere-

brum that controls vision, we become aware that we see something.®
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One way to check whether the atructur; of the response matches the
question is to map the text unit or frame, using the following proce~
dure:

(a) Predict the structure of the text unit or frame from the
title, heading, or topic sentence.

(b) Select the corresponding map shape from Table 3 or 4.

(c) Map the text unit or frame.

(d) Compare the shape of the map produced in Step c with the map
shape selected in Step b.

(e) 1If the shapes match, for the most part, the structure is
appropriate. If the shapes do not match, the author apparently
used a structure that was not indicated in the titla, heading, or
topic sentence; or began with the appropriate structure, but then
introduced a new text unit or frame that was not indicated by a
title, heading, or topic sentence.

A simple example: "Dikes are a kind of igneous intrusion. Dikes
are flat sheets of igneous rock that cut across the rock layers Chey
intrude. They were formed when magma was forced into vertical cracks in
the rocks. They come in all lengths and thicknesses. Their rock is
usually basalt or diabase. Sills are also a kind of igneous intrusion.
Sills are sheets of igneous rock that are parallel to the layers they
intrude. They were formed when magma was forced along bedding plates
petween rock layers. Sills can be hundreds of meters thick and many
kilometers long. They, too, are usutlly basalt or diabase.*

(a) From the topic sentence, it appears that the text unit will
be a description responding to the question, "Describe dikes."”
(b) The corresponding map shape is:

A

(c) The map of the text unit is:

Oikes Sills

—

a3 kind of i1gneous intrysion

3 kind of 1gneous intrusion

flat sheets of 1gneous rocks sheets of 1gneous rock

parallel to the layers they
intrude

cut across the rock layers
they intrude

formed when magma was forced
into vertical cracks in the
rocks

formed when magma was forced
along bedding plates between
rock layers

® ox €0

[ f met
come 1n 31l lengths and can be hundreds o ers

A, mai
thicknesses a7 ::;;k and many kelometers
rock 15 usually basalt or rock 1s usually basalt or
diabase A S1abase
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(4) The shapes of the maps in Steps b and ¢ do not match.

(e) Therefore, the conclusion is that the author did not indi-
cate in the toplc sentence the structure actually used. A more
appropriate topic sentence might have been, ®Dikes and 8ills are
two different kinds of igneous intrusions.® Alternatively, the sub-
title, *Dikes and Sills: A Comparison,® could have been used.

Of course, the text of the example was simple enough so that the
disrepancy between indicated and actual structures was easy to perceive
without actually mapping the text unit. However, structural changes
scmetimes are subtle enough that they are not readily apparent unlees
they are portrayed graphically. Por example, authors sometimes signal
an explanation, which begins smoothly enough but then changes when the
author decides to define and give examples of some event in the czuasal
sequence. The mapped representation may appear as follows:

N
EHM”E] 2

000] [}

The map makes it obvious that two text units or frames are involved;
both should be clearly indicated in the text by titles, headings, or
topic sentences.

3. The paragraph should be the prime vehicle for conveying a text unit.
That is, the question component of a text unit is suggeste?d in the topic
sentence (or in the immediately preceding heading) and the response
units are presented in the body of the paragraph.

Example: See the example paragraphs in Guideline 2.

4. Since a frame is composed of two or more text units, more than one
paragraph is usually required to convey it.

Example: ®"Two kinds of skeletal systems are found in organisms.”
(The text goes on to describe the exoskeleton in one paragraph and the
endoekeleton in a second one.)

An obvious exception to this rule is the definition/example frame
in which both the definition and the examples are often represented in
one paragraph.
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Example: “"The Hook. Waves and crosscurrents may drive the end
~of a spit towards the shore. Such a spit—with a curved end—is called
a hook. Sandy Rook in New Jersey is a well-known hook. Others are Cape
Cod in .Massachusetts - and Rockawvay Beach on Long Island, New York.
Althodgh currents built them, they were raised above sea level by the
action of waves and winds.®

S. Each idea unit in the text unit should contribute to the answer to a
question. An idea unit that -is not clearly contribut’ng to an answer
but still seems to fit should be signaled as such by using phrases such
as, "Incidentally,...," ®"As an aside,...,* °If you are interested,...."
A large number of irrelevant idea units should be edited out or should
form the basis of another text unit.

Example: “"Describe a conditioned response. This® type of behavior
is learned when the nervous system links together two events that occur
at nearly the same time. When a conditioned response has been formed,
the rasponse that ordinarily would have been the reaction to one stimu-
lus becomes the reaction to a second stimulus, The second stimulus
becomes a substitute for the first ome. Although forming a’conditioned
response usually requires repetition of the two stimuli, it does not
necessacily require that one be conscious of what is going on. You
might be interested to know that Ivan Pavlov, A Russian scientist, was
the first to experisent with the conditioned response. He worked prima-
rily with dogs in his laboratory.”

6. Enough relevant idea units should be included in the text unit to
form a complete answer to the question (taking into account the prior
knowledge of the readers.) ¢

Example of a text when *oo little information is given: “"Describe
how blood is transported through the body. The numerous arteries that
branch off the aorta-carry blood to various organs and systems. Then
veins return the blood to the heart. Among these pathways are those to
the digestive organs, the limbs, the head, the kidneys, and the walls of
the heart.”

Example of a more appropriate text: "Describe how blood is trans-
ported through the body. Blocd is transported by the circulatory
system, which is composed of a network of tubes (arteries, veins, and.
capillaries), a pump (the heart), and a £luid (blood) that moves. The
heart pumps the blood by a series of contractions and expansions from
jits chambers into the arteries. Arteries take blood to all organs of
the body. Blood enters an organ through arteries and their branches.
Arteries divide and subdivide until they enter networks of capillaries.
Blood also exits the organ through capillaries that are connected to
veins. Veins then conduct the blood back to the heart.”

7. The most Jirect way of signaling the relationship among idea units
should be used.
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Example of indirect ways of signaling 2 relationship: *"In the

evening, the light fades. Photosynthesis slows down. The amount of

H carbon dioxide in the air spaces builds vp again. This build up of
+  carbon dioxide makes the guard cells relax. The openings are closed.”

An improved example: *what happens to these processes in the
evening? The fading light of evening causes photosynthesis to slow
down. Respiration, however, does not depend on light and thus continues
tc produce carbon dioxide. The carbon dioxide in the air spaces builds
up again, which makes the guard cells relax. The relaxing of the guard
cells closes the leaf openings. Consequently, the leaf openings close
in the evening as photosynthesis slows down.* '

o

8. Clear referents for pronouns and indefinite ncun phrases should be
provided. Also, when an identical idea is referred to several times in
a text unit, the same noun or noun phrase should be used.

Bxample: “Photosynthesis in the leaves starts with the morning
sunlight. Carbon dioxide was made during respiration all night., It was
stored in the -air spaces around the spongy cells. This carbon dioxide
is used as the leaf starts to make sugar. When a certain amount has
been used up the guard cells respond. They become stiff, swell out, and
make openings in the leaf." (In this passage, students become confused
as to whether certain amounts refers to sugar or to carbon dioxide.)

9. Technical terms or other difficult vocabulary words should only be
introduced when learning their meanings is an intrinsic part of learning
the content. When such vocabulary is required, clear definitions should
be provided.

Example: *"A platezu is an area of horizontal rock layers that hac

high relief. Relief is simply the difference between the highest and

¢« lowest points of a region. There is no fixed amount of relief for a

plateau, As a rule, however, a plateau's rellef is 1,000 meters or

more. 1Its high points may be well over 1,000 meters above sea level.

Its low points are the bottoms of its canyons and steep river valleys,®”
(Note how and where the concept of relief is defined.)

10. Analogies, metaphors, and other figurative ianguage from the
reader's knowledge of the world should be used frequently, but only to
supplement meaning, not to carry the meaning of the text unit. Also,
these figurative language devices should be signaled, 80 the reader will
recognize the need to shift from comprehension processing in a literal
mode to that of an inferential one.

Example: "In each mitochondrion these enzymes are organized like a
complicated assembly line. The final product of the assembly line is
cellular energy in the form of ATP. The raw materials are foodstuffs
.an@ oxygen. The by-products are carbon dioxide and water.” (The anal-
ogy of the mitochondrion being like an assembly line is clearly stated
and explained.)
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Guidelines for Evaluating and Writing Textbooks to Achieve
Structure, Unity, Coberence, and Audience Appropriateness

1. At all levels of the hierarchy, the reader should know the author's
+ purpose or question and the relationship among coordinate elements that
respond to that purpose or question. :

. (a) The reader may be told how the textbook is similar to or
.different from other textbooks. 1f included, this information
should'be given in the preface to the textbook.

{b) The reader should be told the author's frame for the con-tent

area and how that frame is reflected in the organization of the

major divisions (parts) of the textbook. This information should
be given in the preface to the textbook.

(c) The reader should be told how the chapters within each part
— are related to_eacn Gtnéf ‘ahg ¥ tiv tidie ul ths et This
information should be given in the introduction to each part. .
(d) The reader should be told how the sections within each chap-
ter are ramlated to each other and to the title of the chapter.
This information should be “given in the introduction to ‘the chap-

ter.
(e) The reader should be told how the response idea unitscof the
. text unit are related to each other and to the question idea

unit(s). This’ information should be given in ‘headings, subhead-

ings, or topic sentences.
2. Prames should be used ‘whenever appropriate. cl\lsO, frames should be
used congistently; that is, with the same categories presented in the
game order.® Prames should be described before they appear in the
text, and the categories should be clearly signaled within the text.
An example of a likely frame in biology is a "system™ frame.. Most
biology textbooks include a gocd deal of information.on the Bystems of ,
the human body--circulatory, digestive, srewpiratory, etc. The descrip-
tions of systems contain similar categories of infamati_ony'fo': example,
structure (including component parts), function, and xdnparisons/
contrasts in different ordanisms. We are suggesting that *"gystems® be
treated as a frame in the. textbook. The frame would be described before
the first system is introduced. The text on systems would contain the
same categories of clearly signaled information presented in the same
order.

~. Each text unit should be related to at least one other text unit.
Consequently, the main flow of prose is the progression from one text
unit to another related one. Often, the author may wish to include text
units that are only slightly related to the main flow of prose. If
thege text units are included, they should be located in boxed-in areas,
or perhaps appendices. Examples of such text units are those that

(a) teach skills that are nccessary for understanding a later
text unit (such as map reading or directicn finding using a com—
pass). .

(b) relate content area ideas to familiar kxnowledge of students.
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(c) 1lend some authenticity to certain ideas in the textbook (such
as excerpts from Preud’s letters or Darwin's diary). °

(d) describe pecple and personalitias involved in the science.
(¢) have high interest value because of their’ unusual and/or
attractive features (like including a unit about the *Venus fly-
ttap,* a plant that feeds on insects, in a chapter about how ani-
mals feed On plants.)

*  These boxed-in text units can be a valuable resource to textbook:
authors. They can use them in a variety of ways to improve the overall
countenance of a textbook, without increasiig the risk of making the
basic prose more 4ifficult to comprehend. It 'is common knowledge that
the prose of many content area textbooks is brutally boring, even when
written clearly, and that many students will understandably shy’ away
from.reading them frequently or for long periods of time. The solution
to che problem of how to make textbook™ more enticing and fun to read
1ies not in the munipulation of the basic text units, but rather in “the

cleverness that authors and editors can-use to discover and develop*"

intrinsically motivating boxed-in units. . -» } -

&. A textbook should provide only as much detail-as is r!qulred by the
abilities of the students to understand it and the needs of the students”
to learn it. If the abilities and needs of the students vary greatly,
provide text units over the same topic at several clearly signaled

%evela of detail. .- -
o R

Example: “Ncte the two levels of detail used to explain the hydro-
gen pathway in the biology chapter, Appendix A."

S. When the textbook content is so complex that a prose text unit is
cumberscme, other visual presentations, such as charts, diagrams,
tables, and photographs, should be used to supplement the prose.

The preceding guidelines for evaluating and writing text units and
frames - and textbooks are proposed to help ensure that text has the
characteristice of structure, unity, coherence, and audience appropri-~
ateness. The writers believe that, in the hands of clever and conscien-
tious authors and editors, textbooks based on these guidelines may
approximate the "ideal textbook' 4f the fantasy presented in an earlier
section of the paper. That 15, a textbook written with these recommenda-
tions in mind may be easily read and understood by students. The
assimption is made that !.earning will increase both quantitatively and
qualitatively and that this learning.will accrue without the heavy use
of studying strategies. Such a textbook may help the teacher work
with the textbook rather than around it. That is, the teacher can
use class time supplementing the he textbook rather than translating or
interpreting it. Finally, it is hoped that when learning from sclence
textbooks becomes easier, students will develop a more positive and
receptive attitude toward the disipline.

The appendix to this paper contains an example of a short chapter
that was written to exemplify some of the guidelines we have proposed in
this paper. The content of the example is based on Chapter 7 of Bio-
logical Science: A Molecular Approach (BSCS Blue Version, Pour th
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Edition), which deals with the role of oxygen in the evolution of life
processes. Fram this, we selected content that appeared to reflect the
author 's main purposes and cast this content into a textbook hierarchy
with its component text units and frames. The ' i'ntent of this exemple
chapter is to illustrate some of our guidelines, specifically, the use
of (a) a "process® frame and its clear signaling in the text. (b) "lay-
ered” presentation of content tc accommodate the varying needs ’of the

. audience, (c) diagrams to supplerent cumbersome prose descriptions of

complicated processes, and (d) boxes or marginal notes for content that
does not directly respond to the author's purpose or question. The
example is not neaht to function as a sstand alcne” text, nor does it
include everything thet.should be said adbout cell respication. Purther-
more, there is no suggestion that the chapter exemplifies other desir-
able features of text, such as interest and aesthetics. However, it is
hoped that the -chapter conveys some Sense of the role- of structure,
unity, coherence, and audience appropriateness in the comprehensibility
of text. -
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THE PROCESS OF RESPIRATION ' :
- . <

In thio chapter, the pxbwa of respiration wili be discuised within the .
*process™ frame. That is, the order of presentation will be functions, evolution, -
uquancc, and location.

Functions qf Respiration ' -
Ruspiration is an essential Jife process that has two main- functions:

1. It breaks dowr the complex organic molecules of food {glucose, carbo-
hydrates, fats, and proteins) into simpler molecules that can be used
as building blocks for other 1ife-sustaining proccnn.

2.  In breaking down the, organic molecules, it x.hnes the chemical
snergy stored in the bonds of these molecules and stores it as ATP, a
form'Qf chemical energy readily usable by cells. One molecule of
glucose relsases 36 ATPs o!_ energy.

The Evolution of Respiration .

The life procegeses of fermentation and photpsynthesis evolved before respira- |
tion. (See the s ies for Chapters 5 and 6 if you're a little shaky on the °
evolution of ferméntation and photusynthesis.) The gradua; addition of oxygen
to the atxosphere by the process of photosynthesis began over two billion vaars
ago. As the oxygen level of the atmosphsre kept rising, living cells developed
a very efficient way of obtalning energy from oryanic compounds, using the
oxygen. 'nxis efficient way of producing energy is called respication.

The Seguence of Respiration e

Because of its ccmplexity, only tvo“s\ugu of respiration will be described
here: ,the carbon pathway and.the hydrogen pathway. This sectios, contains two
versions of the carbon pathway and the hydrogen pathway. The first is a shorter,
sirplified version. The second is a longer, more detailed version.

t

The Carbon Pathway: The Simple Version

Function: The major function of the carbon pathway is to break the large
carborn cempounds of foodstuffe into smaller carbon compounds that are used in
other processes to help maintain cell life.

How It Works: The first phase of the carbon pathway is simply fermentation,
a process described in Chapter S. It starts with a poteatial foodstuff (gluccse,
carbohydrate, fat, protein) and yields two molecules of pyruvic acid, a tr.ce-
carbon coapound. The pyruvic acid is first decomposed to one molecule of carbon
dioxide and a two-carbon cospound. Tha two-carbon compound becomes an "active”
form of. acetic acid. This acetic acid next enters the Krebs cycle. In the
Xrebs cycle, acetic ugid (the two~éarbon ooupound formed at the end of fermen-
tation) ylelds carbon dioxide, hydrogen, - .and four- and five-carbon compounds.

s ¥ .
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The Hydrogen Pathway: The Simple Yersion

1

Function: The major function of the hydrogen pathway is the gradual release
: of energy in the form of new ATP molecules. Each molecule of glucose releases
36 AT?s ot energy,

How It WOrks: The hydrogen pathway starts when bsdrogen atoms are released
R by some of the reactions of the carbon pathway. The hydrogen atom (or more

precisely, its electron) is then transported along a complex Retwork of e¢nzymes
called the respiratory chain, until it combines finally with oxygen. As the
hydrogen electrons are passed along on their journey toward oxygen, energy is
releaged in the form of new ATP molecules in several discrete stages.
It is important to the cell that the
energy is only gradually released
through the respiratory chain because
a sudden release of ehergy might
danage the structure of the cell.

A good analogy to the process of respiration is a
complicated assembly line. Just as workers control an
assesdly line, enzymes control the process of respiration. .
The raw materials at the beginning of the assembly line
are foodstuffs and oxygen. The final product :s cellular
. energy. The by-prod .ts are carbon dioxide and water, .
7

The Carbon Pathway: The Detailed Version

Fermantation with Oxygen Thae Krebs Cycle

qlucose {6C)
1 [ P ) R 1
. { :
pyruvic PYIUVIE o e e e 2H__ :
acid {3€) scid (3¢) T et e '
. ' ! 2H !
. [ . ¥ . ! maiate (4C) v [ !
co, CO, I vl fumarate (4C) A '
. N | .0 vi
oxatoacetate(4C) L etk —»| Beginaing
active acetic i ¢H| ot the
4 acid {2C) | succinate (40
co v Respiratory
T atrate (60} N} - et Chain
n 2H
i ketoglutarate {5C)
| 1socitrate (6C) CO:\ 1
. ‘l 1 — oxal te (6C)
v
' i
= |
Fiqure 1. I
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Stage I: In this example (Pigure 1), the process begins with one molecule
of glucoze. Each molecule of glucose breaks down into 2 molecules
of pyruvic acid (3C) plus 3 hydrogens.

Stage II: Each pyruvic acid molecule is decomposed into one molecule of
carbon dioxide (1C), one molecule Qf acetic acid (2C), and 2
hydrogen atoms. The remainder of the discussion traces the reac~
ticns from only one of these pyruvic acid molecules.

Stage III: Acetic acid combines with oxaloacetate {4C) to give citrate (6C).

Stage IV: After changing to isocitrate (6C), and then to oxalosuccinate (6C)
while yielding 2 hydrogens, the change i3 then to ketoglutarate
(5C) plus one free molecule of carbon dioxide (1C).

Stage V: Next, the ketoglutarate (5C) splits off a carbon dioxide (1C)
molecule to give succinate (4C).

Stage VI: Succinate yields 2 hydrogens plus fumarate (4C).

)

Stage VII: Fumarate (4C) plus a water molecule yields malate (4C).
Stage VIII: Malate (4C) yields 2 hydrogens plus ©xaloacetate (4C), which is

ready to combine wit™ acetic acid (2C) and regin the cycle again
starting with Step III.

- The Hydrogen Pathway: The Detailed Version
Figure 2.\~
Stage 1: Figure 2 shows that NAD receives two hydrogen atoms (2 electrons

accompanied by 2 protons) from foodstuffs that were generated by
one of the reactions in fermentation and/or the Krebs cycle.

Stage 2: The two hydrogen atoms are transferred to a flavoprotein whose
active group is riboflavin (vitamin B). 1In this transfer, one ATP
molecule is usually formed from ADP.

Stage 3. The pair of electrons held by the flavoprotein is now transferred
(without the Protons) to two molecuies of cytochrome b. The
proton pair go into the surrounding solution.

Stage 4: Two molecules of cytochrome b transfer a pair of electrons to two
molecules of cytochrome ¢, and during this transfer ore more mole~
cule of ATP is formed.

Stage S: Two molecules of cytochrome ¢ transfer a pair of electrons to two
. molecules of cytochrome a. '

Stage 6: The electron pair from two molecules of cytochrome a are transferred
to two molecules of cytochzome oxidase and one molecule of ATP is
produced--a total of three molecules.
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Stage 7: Finally, twa electrofs and two protons combine with one atom of
oxygen to form one molecule of water. In the process, three ATP
molecules have been produced. The respiratory chain of enzymes
remains intact t. transport the next two hydrogens.

Note that ¢ytochromes can carry only ohe electron
at a time, whereas NAD and flavoprotein can carry
two electrons at a time. For this reason, two
cytochrome molecules are needed to transfer 2 pair
of electrons. '



Location \of Respiration -

The entire process of respiration takes place in special compartments in the
cell, called mitochondria. Mitochondria contain the enzymes that control the
many step-by-step reactions of respiration. In each mitochondrion, these enzymes
are organized in small particles that have the same pattern and composition.

Some More Facts About Mitochondria

There are many mitochondria in a single cell. Some cells
have only 10 to 20; other cells have as many as several thousands.
A liver cell, for example, contains about 1,000 mitochondria. A
typical mitochondrion is shaped like a sausage, about two or three
three micrometers {um) long, and ibout one um thick.

cny
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Chapter 4 -
TEXT STRUCTURK, STRATEGIES, AND COMPREHENSION IN LEArNINGL

. James Deese, University of Virginia

Scientists more than any other group of people are likely to be
aware of the fact that literacy is not simply a matter of degree,
Scientific literacy requires special knowledge and, above all, skill in
-and understanding of mathematics. But even scientists are not likely to

, be aware that scientific literacy requires, in addition to the knowledge
peculiar to a particular discipline, the ability to grasp the structure
of scientific text. The project reported here is based on the assump-
tion that many students never learn how to cope with expository text.

Text Grammar

Part of the problem, of course, in reading expository prose lies in
the knowledge required to understand any given damnain. But another
problem is created by the need, in comprehending what is read, to relate
the propositions that form the body of knowledge in a particular domain
to one another. The pattern of interrelations among propositions is
what is generally described as a text grammar (Fredericksen, 1975;
Rumelhart, 1977; Xintsch and van Dijk 1978). Groups of propositions
must be synthesized into and summarized by macrostructures if the text
is to be comprehended (Fredricksen, 1975).

B

-

It is unfortunate that the term, text grammar, has come to be used
to describe structuzes of knowledge, for it has caused many students of
‘ the problem to ignore or neglect the fact that a given doamain of knowl-
edge can be presented in many different ways. In many dir-ziplines,

lThe work reported here was supported under Grant 00233 under the
joint sponsorship of NSF and NIE.

2nis project is a cooperative effort between investigators from the
Department of Psychology and the McGuffey Reading Center at the Univer-
sity of virginia. The work reported here is the responsibility of the
following people (alphabetical order): James Deese, Thomas H. Estes,
John A. Retondo, Wayne L. Shebiisgke, and M. Elizabeth Wetmore.
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particularly scientific disciplines, textbooks on a given subject differ
not so much in what they contain as in how they present what they con
tain. Por this study, the particular way in which something is put, the
sentences and how they are arranged, is called the surface structire of
text. Not only does the student have to grasp the structure of knowl-
edge in a particular field, he or she must do 80 by abstracting it from
the special way in which the author has presented it.

Knowledge must always be realjzed in particular ways, and alterna-
tive realizations serve different purposes. These purposes may be
consciously derived, but more often the intuiticns of the mcment rather
than some rational plan as to how knowledge ought to be presented guide
an author. Usually, the purpose behind a textbook is to preSent some
kxnowledge so that persons unfamiliar with the context of tha* knowledge
can understand it.

Reading, even in this multimedia age, is still the most important
way in which pecple acquire knowledge of a complicated sort. While
psychologists and educators have attended closely to the mechanics of
the reading process, to eye movements and the perception of words and
letters, they have attended little to the forms of discourse. what work
exists has been mainly concerned with the correlates of style, sentence
length, and word length, rather than with style itgelf.

Textbook Characteristics

The most obvious characteristic of textbooks is that they are
written. However obvious that fact, it is necessary to say it at the
outset, for there are great differences between written and spoken
language. Written language, as Hirsch (1977) reminds us, cannot make
use of gesture, facial expression, and the tacit understanding between
speaker and hearer. Punctuction provides only an approximation to
prosody. ,

Another aspect of text is that it is always somewhere on a con-
tinuum between writing whose purpose’ lies entirely within itself and
writing whose purpose is to communicate something. Literary text must
be judged by very different standards than text whose purpose is to
communicate knowledge. There is the whole discipline of literary schol-
arship, the concerns of which center very closely to one end of that
continuum. With the rare exception of people like Hirsch (1977), very
few literary scholars have paid attention to the other end.

Children come to school the virtual masters of spoken or expressive
language. Bducators, in an effort to make the transition from speech to
print as easy as possible, try to see that children's initial encounters
with print involve expressive language. They almost invariably employ a
combination of (1) children's own language in dictated stories, a tech-
nique aptly called the language-experience approach, and (2) simple
narratives in texts called basal readers, antholcgies of very simple

5
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stories. These accounts and stories move the reader gradually to an
ability to deal with narrative text. Children must internalize "gram-
mars® for text of this kind, strategies of story comprehension, perhaps
like those described by Rumelhart (1977) and Bransford (1979). After
several years of elementary reading instruction, often following years
of having been read to, children come to understand stories because the
actions of the stories fit the plans they are able to generate.

As children move up the grades, the narratives they read change.
It is not just a new content but a new style they must cope with. Yet,
for the most part, formal training in reading is with narrative text of
concrete description. About the time children begin to read a radically
different kind of text, text containing abstractions, formal instruction
in reading ceases. Some students learn strategies on their own for
dealing with this kind of text; but many students, even sume who’ are
fluent readers of narrative, experience difficulty with textbooks.

This point was brought to the author's attention by a case history.
Tt is important enough to warrant recounting. This case was reported by
Carol Seal, Director of the Reading Laboratory at Warrenton Junior High
School in Warrenton, Virginia. Ms. Seal administered an informal read-
ing inventory to Ann, a l4-year-old eighth grader who complained that "I
can read the assignments, but when I have to explain something, I can't.
Then the teacher will go over it, and when she explains it, I understand
it.” Ann did well on the informal reading inventory. In fact, she
scored about 20t comprehensicn on a passage from Steinbeck's The Grapes
of Wrath. She could tell stories .n her own words with precision. 1In
contrast, when she read two selections from her basic gcience text f(one
on starfish and one on fossils), she showed persistent evidence of
misunderstanding until the passage was explained orally.

There are many students like Ann, even in college, whq never learn
the strategies of coping with expository. text. Furthermore, the surface
gtructure that textbook writers impose on what they describe may com-
pound the difficulties of thoge students. With t*hese possibilities in
mind, the researchers get out to investigate the following aspects of
reading: (1) the effect of the structure of the text on comprehension,
(2) how readers perceive the structure of text, (3) strateqies readers
use in trying to comprehend, and (4) certain characteristics of text
itself.

Three Biology Textbooks

Por reasons that had to do more with finding a practical point ot
departure than anything else, this work began with some textbcoks in
biolegy. Originally, the plan was to investigate some mathematics texts
also. It was soon found that more than enough problemc arose in coping
with the biology texts, thus plans to deal with mathematics texts were
abandoned.
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Three textbcoks at three different levels, seventh grade, tenth
grade, and college, were chosen.3 The books are all-standard, well-
known tex€s, though teachers in the Charlottesville public &chool system
reported that the seventh grade text is probably more difficult than
ones- usually used at that grade level. The data strongly ‘support that
possibility. Although "all parts of these books were, examined, the
research concentrated on passages from thé three books that deal with
the same materlal--speciation. Almost all of the data repcrted here
concerns how students reacted to these thv;'ee passages. .

The experimental- de'sigh and testihg procedures will not be
described in detail here. That will be done in a monograph dealing with
the tatal scope of the research project. , Seventh and tenth graders from
the Charlottesville public school system and first .year students at the
University of Virginia were tected. Virginia undergraduates were tested
on all three passages, and their data served as a ceference to how

skilled readers cope with thege texts. The University of Virginia is’

highly selective as public inatitutions’ go, and it is assumed that the
Virginia undergraduates are, on the average, skilled =2t dealing with
abstract, expository text. .

Students did a number of different things in various .combinations.
They were given two different kinds of ' recall tests, 1In one_case,'they‘
were asked to write down all they could remember from the excerpt after
they had studied it in_much-the way they would study their own texts.
In the other, they wére given specific duestions to answer. The ques-
.tions were based on the topical headings in the texts; and assuming the
adequacy of the headings, all of the material In each passage should
have bzen covered by the questions. This procedure is described as cued
recall, In addition, some students took multiple-choice examinations
based on the material. These are all more or less traditional ways of
“testing comprehension. . In addition, the pr-eduré decribed By Johnson
(1970) and Brown and Smiley (1978) was followed. Students wére asked to
break up the passage into naturally occurring idea units and then to
rate the importance of these units in the context of the vhole pdssage.

_ The rating technique used in this study is a little different from
that used .by Johnson and Brown and Smiley. Students were told to indi-

cate whether a given segment wa. important or unimportant to the passage °

as a whole. They were then asked to rate their confidence in that
judgment. These twd Jjudgments were combined to construct a ten-point
rating scale. Because these subjéctlive segments usually contained more
than one proposition, all the, texts were reduced to base propositions,
or propositions containing a single idea. In this way, the critical
portion' of edch important idea could be determined. .

.

3The textbooks are: Abraham, N., Beidleman, R. G., Moore, J. A.,
Moores, M., and Utley, W. J., Interaction of Man and the Biosphere:
Inquiry in Life Science, 2nd ed., Chicago, Rand-McNally, 1975: Curtis,
H., Biology, 2nd ed., New York, Worth Publishers, 1975; Biological
Sciences Curriculum Study, BSCS Green Version: High School Biology,

2nd ed., Chicago, Rand-McNally, 1968.




3 §Sudents were asked to f£ill out a study habits inventory and to
provide certain demographic infurmation. It was suspected that scme of
the material in the text was common knowledge to at least some of the
students. Thus, gtoup.' of students at each level were asked to take

* tests without having read the passages. The results of this testing
provide some estimate of the gdegree to which various aspects Of the text
would be known to the average student without reading.

. o The procedure for determining how many subjectively determined
units each passage contained is alao different from those used by ear-
lier mvestigatora and deserves. attention.4 scudents were asked to
place slash marks between units they thought were separate. Different
people, of course, used different numbers of slash marks and placed them
at differerc locations. The mean number of slash marks made by the’
readers was-determined. That number was the most ‘reprerentative for the
numbet of subjective uhits the passage contained. The passage was
divided into the number of units, using the slash marks on which there
was the highest &greement. Nhile readers differed in the number of

. units they thought a passage contained, the good readers (college stu-
dents) seldom diffcred in where they put the slash marks; rather, some
B readers divided more finely than others. "
-4
. Bxperinental Results

4 The results are not compietely analyzed, but some major features
have emerged. Pirst, as in previous investigations (e.g., Johnson,
1970; Brown and Smiley, 1978), a correlation was found between the
importance of idea urits and the probability that essential information
in that unit will be recalled. Inetead of emphasizing this correlation,
as earlier investigators have, we point to its emall size. Por the
tenth grade passage, rated and recalled by college students, the corre-
lation was .39, It was .48 for the same students rcading the college
passage, These correlatiors account for 16% and 23% of the variance,
respectively. These correlations may be low because even cOllege stu-
dents have difficulty identifying important ideas and then using study
techniques that enable them to recall the ideas. Purthermore, for
reasons that will also be discussed, we strongly suspect that the fault
in part 1lies in the text and that the deficlencies are worse in the
tenth grade book than in the college text.

&

Less ipportant than the magnitude of the relation are the excep-
tions to it. Pigure 1, on page 58, shows the regression of the propor-
tion of college students recalling the essentials of a subjective idea
unit upon the rated importance o: that unit for the tenth grade text.

430hn A. Rotondo is responsible for devising this technique. He has
further developed the method into a clustering analysis for the subjec-

tive partitioning of text, to be published shortly.
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This particular 'lcattergran is exhibited because the passage from the

" tenth grade text exemplifies all of the probleas generated from combin~
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ing confusing text and inadequate skills of students in discovering the
structure of text.

.

Por convenience, the scattergram has been divided into nine

regions. Notice the three points labeled 20, 28, and 21 in region IV.
The recall of these ideas was above average. Unfortunately, these
segments of text also are distinguished for their silliness. The author

evidently forgot the wisdom in the old admonition: “"Don't tell a small
child not to stick a pea up her or his nose.” The author tells the
reader not to 4o something that it would never occur to anyone but a
demented reader to Go. - He ‘or she tells the reader how not-to classify
animals. He or she tells us, at great length, that animals should not
be classified alphabetically. In so doing, the author points out that
it would be absurd to arrange a grocery store alphabetically, so that
abalones, apples, and almonds would all occur together. Nearly half of
the students who read the passage remembered these two ideas, even when
most of them could not recall the really essential message of the pas-
sage. Notice, however, that the college students could identify these
ideas as being unimportant (any idea with a rating of five or less is
unimportant). 1dea number 28 i even more absurd and perhaps for that
reagon vivid and easy to remember. - It points out that it would be
biologically too}ish to classify by iikeness in color. For example,
grouping bluebirds, bluegrass, blusfish, blue crabs, and blue spruce
together . ,

« Scotterqrem of the Reiotionshiy Botween Proporhon of Subdjects Recalling
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Bqually interesting and important were the large number of jdeas
grouped in area IX. These ideas were viewed by the students as impor-
tant but were not well recalled, such as the fact that something more
than structural similarity is required to group individuals together
into species. These propositions were almost literally buried under
examples.

In addition to tabulating the particular ideas (and propositions
comprising them) recalled from the text, a system was developed for
determining the quality of recall. This was necessary because some
students do organize the propositions into what Predricksen (1975) calls
macrostructures. In short, somc students are skilled enough to develop
summary statements. Also, authors either purposefully or inadvertently
leave certain propositions implicit. Sometimes students do write down
things merely implied by what they have read. Therefore, simply match-
ing ideas or propositions with the original would not accurately repre—
sent the quality of recall.

I3

The college students worked with all three texts, and once again it
was apparent from the quality of recall that the tenth grade text was by
far the worst. The authors illustrated sexual isolation with the fact
that wild mallard ducks and wild pintails live together but do not
interbreed. The text then illustrated geographic isolation by pointing
to Alaskan brown bears and polar bears. In neither case was the princi-
ple at issue named, and a majority of those who recalled the material
lumped these two examples together as if they illustrated a common
principle. A multiple-choice question on the material confirmed the
belief that the students were simply confused by what they read about
these two examples. .

It was not surprising that the seventh gradz and tenth grade read-
ers were less skillful than college students. But they were also far
less skillful at the ability to segment text sensibly into ideas and to
judge the relative imp -tance of those ideas. This was determined in
two ways. Pirst, both the tenth graders and th> seventh graders showed
more individual variation both in how they segmented text and in their
judgments of importance. Such a result suggests that they had not yet
come to a ccmon standard as to how the text s structured.

, We obtained more direct evidence for the tenth grade passage. The
segmentation by college students coincided almost perfectly with the
structural description of the surface text. The tenth draders, on the
other hand, often segmented in a way that joined separate formal struc-
tures and divided others. They were far less perceptive apout the
rtructure of the text.

. Before turning to the analysis of text, one additional finding
requires brief discussion. Some students were tested for recall by
giving them questions in the form of topical headinys. When the text
was clear, the college students recalled more with the topical-heading
questions than they did when they were told to remember everything they
could. The interesting point is that the difference for unimportant
ideas was insignificant (p = .48), while the difference for important

{deas was highly significant (p = .0l). Providing cues enabled students

[
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to -recall more that was-important without increasing the proportion of
unimportant items recalled. This is true,’ however, only for the well-
structured ‘college text and college students. 'Nearly everyone wrote
- more when asked to answer questions in the form of topic headings, but
‘for the seventh and tenth graders, the extra written material ‘as irrel-
evant and-sometives erroneous: Even the college students working with
the tenth grade passage did not do better with questions than with frge
recall. | . .

. The college -students were not only, more skilled at studying and
readipy .than” the seventh® and tenth grade students, they were self-
consciously so. They admitted more often to using devices intended to
grasp the structure of text. These ipcluded skimming, trying to relate
the author's ideas to things learned elsewhere, and trying to ‘put the
text in their own words. These and other techiques specifically
endorsed more often by the college students appeared to be largely self-
generated. Less than 10% of the students admitted to having taken a
course in study skills or having read a book on the subject. Purther-
more, fewer (44%) of the college students admitted to having been helped
by teachers in studying thar did the tenth graders (60%) or the seventh
graders (54%). Of the college students, 83% said ther largely had
evolved their own. methods, while 42% of the seventh graders and 53% of
the tenth graders admitted to having evolved their own techniques: ‘

Many more ane}yaes have been completed. However, a vast portion of
the data are witBout statistical summaries. Rather than describe the
results further, the remafning pages will be devoted to’ the analysis of
text and the relations between the structure of text and the research
£indings about how people go about grasping that structure.

Text Structure

The structure of a text is formed by the way in which propositions
relate to one another. The notion of proposition is one of those deep
primitives of intéllectual inquiry. For purposes of what follows, a
proposition is defined as a minimally meaningful segment of language.
It is something that can be judged true or false. The word "ghosts® by
itself cannot be classified as true or .false, but the statement "ghosts
exist®" can be judged by someone to be true or false .{or plausible or
implausible). Propositions are embedded in the syntax of the language
and, to be exhibited separately, they usually need to be reroved from
that syntax. There are various ways of doing that. A modified system
of base phrase markers from a syntactically based transformational
grammar was the method selected. Such a choice would reduce the sen~
tence,- *The old fence is sound,” to two base propositions: “"The fence
is old," and "The (same) fence is. sound.” It is a modified system
becauge it introduces certain restrictions.

N
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A word needs to be said about the function Of “transformations.

Chomsky (1957) described their functicn as that of interreiating base

phrase markers. That is so; but there is 3 more fundamentally " func-
tional way to.describe their use. Transforimations enable one to state
some proposition and, simultaneously, comment upon it. It allows one to
tell the listener what one thinks is important and unimportant. It }ets
the person to whom one is talking know whether the information needed
was received. Most important, transformations enable one to comment
subjectively on what we say, as we say it.

In a aeparate project, this author examined in detail a very large
nurber of sentences spoken by educated Americans. The most common form
of complex sentence construction in such speech is one in which there is
a sentential complement in the verb phrase; for example, "I beljeve that
it's going to rain.” To appreciate the subjective force of that con-
struction, consider the series: "I suspect that it's going to rain,” "I
feel that it's going to rain,” "I believe that it is going to rain,” "I
know that it is going to rain,” and "I am certain that it is going to
rain.” ‘

Not all relations among propositions are syntactic, i.e., withip
gentences. Pa.ts of sentences are related to parts of other sentences,

_ and whole sentences are related to other whole sentences. It is not

clear why some propositional relations are within sentences and some are
between, but the major limitation may be human memory. The author once
rewrote a whole newspaper story as one sentence. It was incomprehensi-
ble, largely because it was .mpossible to remember something in it long
enough enough to have it connect with a phrase to which it was related
later in the discourse.

Por whatever reason, certain relations among propositions are
within sentences, syntactic, and certain 'others are between sentences.
What are ordinarily called text gra.-ars deal chiefly with the semantics
of relations among propositions. There is scmething in discourse analo-
gous to syntax, the way in which the particular form of discourse is
organized. One critical feature of the surface structure of discourse
is the extent to which context generally is necessary to place a proper
interpretation on a particular proposition. Occasionally, a proposition
may be correctly interpreted out of its context, but moct of the tine it
cannot be.

This feature can be illustrated, using a paragraph from Willa
Cather's novel 2 Lost Lady. The lust senteuce of the paragraph is
"Every stick of timber was tortured by the turning lathe into something
hideous.” Pew people have any diff{culty understancing the sentence, but
without context, it is almnst impossible for them to interpret it cor-
rectly. The most common context people give is that of a description of
sone incompetent cabinetmaker's workshep.

The opening Sentence of that pa:agraph ’., "Thz FPorrester place, as
everyone called it, was not .t all remarkable.” Few literate persons
take this for anything but ~hat it is, the description of a house. And
most people can make a namber of correct inferences about the house,

e.g., the Forresters are people of substance. The paragraph goes on to

L
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tell about *he porches about the house, and when we reach that last
- Sentence” we 'know positively that it describes the gingerbread posts on
-, the.pocches. The first sentence is relatively free of contextual
constraints, That ig to say, the correct interpretation of it does not
. depend or. anything else. The last sentence, in isolation, while easy to

*  understand, is likely to be misinterpreted. .

. The relation of contextual constraint is-one of dependency. A
dependent proposltioh explaing, ®nodifies, elaborates, or restricts
another proposition or a term in another profosition. Most comeonly,
propositions relatively free of constraint occur early in discorrse, and
those that depend directly upon it follow soon. Discourges serve dif-
ferent purposes, and there age countless variations on this statistical
average. Shaggy dog storiec often depend on having the proposition on
which the whole story depends for itse dnterpretation delayed until the
end. These relationships are not semantic. Semantic relations of the
sort specified by text grammars are invariant across different surface
structures. It is a truism of rhetoric that something can be told in
many different ways. Educatorg often’szy to students, "Tell it in your
om words.” This does not mean to use an idiosyncratic vocabulary, as
the phrase might imply. We are telling them to produce scme invariant °

- semantic content in a way that best serves the purposes of the moment as

+ they perceive them.

The context of a text produces a tree of hierarchical dependencies.
The relaticnship among propositions in such a tree is transitive rather
than reciprocal. That is to*say, propositions that explain, ncdify, or
elaborate 30 so about a proposition introduced at a higher node in the
tree. The hierarchy is a strong one. A given proposition will not
depend on two or more propositions ldcated on different branches.

- Linguists are used to talking about such hierarchical trees. A
more familiar way to put the matter is to say that text can always be
outlined. There are major entries and minor entries, which elaborate or

- alter the major ones, It is in this respect that the author modified
the rules for breaking text into its constituent propositions. The
rules were made to confore to traditional rules of outlining.

1t is easier to outline some text than others. Most written text .,

readily falls into an outline, but usually it is necessary to invent
propositions implied rather than stated the author. This is not
necessarily a deficiency. Text in which every proposition is made
explicit is cluesy and tedious. A good writor knows how to let the
nental processes of readers work.

Pigure 2 is a parugraph from a well-known textbook in experimental
psychology. this paragraph illustrates many characteristics of the
structure of text. This is a paragraph in which the opening sentence
containing the proposition highest in the hierarchy is not the topic of
the paragraph. What an English teacher would call the topical sentence
is sentence number three. It coutains the proposition containing the
message of the paragraph, namely, that humar behavior is consistent.
Notice that the sentence cannot stand alone. This can bes be illus-
trated with the cutline of the text presented in Pigure 3, on page 64,
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Certain business orqapizations havé as their major task the estab-
lishment of credit ratings. Individuals as well as businesses ordinarily
need scme minimum credit rating in order o borrow money or open charge
accounts. This whole enterprise is based on the simple but critical
assumption that there is consistency in man's behavior. If the history
of the financial dealings of a man shows that he regularly met his
financial obligations, it is assumed that in the future he will continue
. to respond in the same manner. If, on the contrary, a man's history shows
that he has frequently made late payments to his debtors, has often changed
his place of residence to avoid being easily contacted, or has had mer-
chandise repossessed, it is assumed that he will be a poor credit risk in
the future. Both men have behaved in a consistent manner in the past,
ard it is presumed that each man's responses in the future will parallel
to -some extent those of the past: One man will continue to assume only
the financial obligations he can handle, the other will not.

Pigure 2. The Opening Paragraph from Experimental Pszcholgﬁx, 2nd
ed., by Benton J. Underwood (New York, Appleton-Century-Crotts, 1966).

the phrase, "this whole enterprise” refers to the tasks of the certain
business organizations described in the first sentence.

The paragraph is a kind of parable that illustrates the principle
of consistency of behavior through some contrasting examples. The point
is readily grasped by studénts. In some preliminary investigations, it
was found that students nearly always get the pojnt of passage. When
they recall it they often reorganize the information to make the propo-
sition, "man's behavior i3 pradigtnble,' the organizing statement,

Karmiohl (1979) presented the reactions of students to this and a
variety of other segments of text in a master's thesis. He discovered
that,” under, appropriate circumstances, people readily idehtified the
third sentence as being the most important in the paragraph, and they
were more likely to remember it than other sentences. However, that
could be &ltered.

Bxamining the paragraph again, one can see that it could well be an
exerpt from 2 chapter on consumer credit from a textbook in consumer
economics. In that case, the perception of what is important would be
altered. Karmiohl asked students to read the passage as if it were from
a class in business. 1In this case, the relative importarice assigned to
the first three segments of text was altered as was the relative propor-
tion of persons recallinc each segment. A final point from Karmiohl's
thesis has to do with the development of a structure as people read.
When skilled readers read through this paragraph (and other like it) for
the €irst time, they assume that the first few sentences are the most
important ones. After the whole paragraph has been read, this idea may

. change. While onc's perception of gtext is always subject to change as
one reads, the process is greater in material like this paragraph, in
whicn the essential message is introduced as a by-product of something
alse.
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"l 1. Organizations have as task
- 1.1 Theiz\ {task)
s 1.2 Kajor (task /
v 1.3 Business (organtzations)
. 1.4 Csrtain (organizations)
. 1.5 [ORGANIZATIONS INCLUDE INDIVIDUALS}
: 1.6 (Task 1s) estdblishrent of credit ratings
5 1.6.1 Individuals oxdinarily need credit rating
N 1.6.1.1 Soms {credit rating)
1.6.1.2 Min{mm {(credit rating)
1.6.1.3 {Credit rating is) in order to hoxrow ®oney
1.6.1.4 (Credit rating is) to opon charge accounts
1.6.2 A3 wvell a8 businesses (oxdinarily need credit rating)
1.6.2.1 (Soms credit rating)
1.6.2.2 (Minimm credit ratidg)
1.6.2.3 {Crec¢it rating in order to borrow nomy)
1.6.2.4 {(Credit rating to open charge accounts)
1.6, [TASX IS AN BNTERPRISR:
1.6.4 This whole enterprise is based upon the assumption
. 1.6.4.1 Simple (assumption)
1.6,4.2 But criticel (assurption)
1.6.4.3 {Azeuxption is) that there is consistency in man's behavior |
- 1.6.4.4 [HISTORIES OF TWO MEN ILLUSTRATE ASSUMPTION] |
1.6.4.4.1 [FOR ONE MAN] !
. 1.A+4.4,1.1 1f history regularly shows he met obligations
1.6.4.4.1.1.1 His (obligations)
1.6.4.4.1.1.2 Plnancial (obligations)
1.6.4.4.1.2 It is assumed (BY SOMEBODY) that he will continue to res.ond
\ 1.6.4.4.1.2.1 (xespond} in the future
1.6.4.4.1.2.2 (respond)} in the same manner '
1.6.4.4.2 On the contrary (mn THE OTHER MAN}
1.6.4.4.2.1 1f a nan's history shows that he reqularly msde Layments
1.6.4.4.2.1.1 Late (payments)
1.6.4.4.2.1.2 (Payments) to his debtors
1.6.4.4.2.2 (1f a man'e history shows that he) has changed place of residence
1.6.4.4.2.2.1 Often (changed place of residence)
1.6.4.4.2.4.2 (Changed place of residence) to avoid being easily contacted
1.6.4.4.2.) Or (if 4 hn 8 history shows) he has had merchandise repossessed
1.6.4.4.2.4 It is assumed (BY SOMEBODY) that he will be a risk
1.6.4.4.2.4.1 Poor credit (risk)
1.6.4.4.2.4.2 (Risk) in the future
1.6.4.4.3 Both men have behaved in & manner
1.6.4.4.3.1 Consistent (manner)
1.6.4.4.2.2 (Manner) in the past '
1.6.4.4.4 It is presumed (BY SOMEBODY) that responses will parallul to sope extent those of the past
. 1.6.4.4.4.1 Each man's (rezponses)
1.6.4.4.4.2 (Pasponses) of the past
1.6.4.4.5 One xan vill continue to assume only the obligaqons
1.6.4.4.5.1 Pinanclal (obligations)
1.6 4.8.5.2 (Cbligations) that he can handle |
1.6.4.4.6 T1 » other will not (continue to assume only the bbhganons)
1.6.4.4.6.1 Financial (obligatiorns)
. N 1.6.4.4.6.2 (Obligations) that he can handle -
\
Figure 3. The Dependency Structure for the Excerpt from Underwood. !

Implicit terms and propositions needed to comple‘,te the structure are
given in capital letters. |
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Structural Style -

Style refers -to,mar‘xy aspects of text but is limited here to deal
only with dependency structures.5 Eyen so, the varieties of these must
be almost as numerous .as texts themselves;, but there are certain
characteristics of structuial style that are particularly important.
Among these is the variation in width and depth of a discourse. Wide
structures characteristicallj result from the recitation of a lot of
irrelevafnt facts about some single topic, such as municipal statistics
or an entry in Who $ Rho. Deep structures occur when sot> single

_branchk 1is puzsued in very great detail. Newspaper stories tend to be

like: this. N -

Anotheg characteristic of particular importance to scientific text
is the location of the critical information. While any classification
of text results in an oversimplification, to a considerable degree it is
easy to classxfy scientific texts as ong “of two kinds. Some local text
structures are deductively structured while .others are inductively
structuréd. In a deductive structure, a general principle is stated.
usually at or near the outset, ané the rest of the text is an explana-
tion and exemplification of that principle. In an inductive structure
in its pure form, exa.mples bring the readers to some general principle,
which may be deeply buried in the dependency structure. In the selec-
tions used in this research project, the passage from the college text
was mainly deductive, while the tenth grade passage was mainly induc-
tively structured. The seventh grade passage was largely descriptive,
but to the extent that general principles were arrived at, they were
inductive.

A number of sections of textbooks in various fields were examined.
It was found that inductive structures predominate in lower le. el and
introductory texts. This is probably because authors feel they must
introduce some abstraction or some new idea to their readers by refer-
ence to the familiar and the concrete. There is a danger here, because
it is much hatder to find the general principle when it is not clearly
marked, as it sometimes {s not in inductively structured text. TIn some
text, the general principle may be left unstated, and the reader must
arrive at it by inferential reasoning. Such a Socratic approach may be
a strong teaching device when a living teacher is present to correct
misconceptions. However, it may leave many a less-skilled reader igno-
rant of the major information Ye or she is to derive from the text.

At its worst, the inductive style is sometimes accompanied by
irrel.vant details and a syntactic style that is positively misleading
to those who have not mastered translating the surface structurc of text
into general principles. The passage from the tenth grade text begins:

5In connection with a project on children's narratives, Carole Menig-
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Peterson and Allyssa McCabe have developed a working system for clas-
sifying stylistic differences in text structure. It will be published
in a forthcéming ‘-book.
¥
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*Bvery day of the week, and especially on holidays, crowds of curious
people throng to zoos.” The student who is still struggling to master
stylistic variations in expository text may believe that the rule that
says the most important idea comes first always applies. Such a student
will be misled by this bit of irrelevancy, even if it is intended to
make the text more interesting. If he or she has been taught by an
English teacher to use certain grammatical features as clues to text
structure, the student may imagine the clause following "egpecially” to
be very important. Such mistakes may seem ludicrous to skilled readers,
but they do occur in those who are trying to magter expository style.

All of the burden should not be on textbook writers, though there
certainly are differences in the quality of writing. Students nust
learn to cope with all kinds of styles, and at a higher level, they must
deal with sxtremely dense and abstract ways of putting things, ways that
make strong demands on inferential capability and general knowledge of
the subject under discussion. The selection studied in detail is per-
haps a model of what not to say at a level in which readers are still
struggling with making sense of text structures.

No firm prescriptions can be made at the present time about
instruction in reading in the higher grades. It is possible that
instructional adaptation of some of the methods that have been used in
thigs and similar research to determine how readers perceive text would
lend ttemselves to instructjonal methous. In any event, severe defi-
ciencies have beeh uncovered in how text is sometimes structured. The
difficulties that may arise when these leficiencies interact with stu-
dents having poor techniques of text analysis have been explored
briefly.

Contemporary Textbooks

A final word about some other characteristics emerging in comtempo-
rary textbooks, particularly those at the high school level and intro-
ductory college level is required. Two points need to be made. One
concerns writing style, and the other concerns the whole concept of
text.

Some years ago, there began an effort to discover the correlates of
text that is easy to read and to understand. This work began with BE. L.
Thorndike, but it received broader fame if not notoriety upon the publi-
cation of Rudolph Plesch's book, The Art of Plain Talk. FPlesch’s book
had. 2 salutary effect, for it made us aware of unnecessary wordiness and
jargon in scientific writing. There is a danger agsociated with the
whole "readability index" movement. Readability indices provide, at
best, correlates of good style. When authors begin to write to the
indices, unexpected side effects occur. The words become shorter, the
sentences sSimpler, and the human interest greater. This can happen at
the expense of coherence of the text. No text could be made of shorter
sentences than text composed of sentences modeled after base phrase
markers. But such a text would be unreadable.

2a)
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The second point is more general. A trend has emerged over the
past 25 years. Books are attempting to became something they are not.
Books cannot compete with other media, except on their own terms. A
book with text printed in two colors, with boxes, inserts, cartoons, and
the like is a poor imitation of self-paced instructional devices or the
limited attention-span demands of television. In recent years, the
author has taken an interest in textbooks and has éxamined a number of
them in areas ranging fram. biology to economics, history, political
science, and psychology. Same of the better ones use headings, tables,
and graphs to assist the reader in sensible ways, but others appear to
be designed more to produce a vivid product that sells rather than to
help the student come away with a coherent body of knowledge.

But texts in the social sciences, particularly the softer sides of
psychology, are among the worst. In one of the best introductory text-
books in psycholow , there is a picture of a man playing tennis. There
is no caption. A .arently, it serves.only to break up what would other-
wise have been a nearly unique half-page of uninterrupted print. In
another well-known introductory text, there is a picture of a man and a
wvoman talking. The caption says, "This dialogue illustrates the Zact
that the basic function of language is communication.” Another picture
shows a young woman playing a flute. The caption for this one is worse,
*The cerebellum controls the intricate muscular movements of the musi-
cian.” Aside from the fact that both of these captions are of dubious
accuracy, the major effect of then is to interfere with the developmenc
of a serious, intellectually strong grasp of a bsdy of knowledge.

Readers who are going to e the scientists, lawyers, and profes-
sional persons of all kinds in the future must learn to understand dense
prose, prose in which what modifies what is hard to discover, and what
needs to be inferred is not easy to determine. For someone who has not
been prepared for this intellectual exercise, it is an impossible task.
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Symposium Il Investigating Science Understanding

> . Chapter 5

INTRODUCTION 70 THE SYMPOSIUM

,

To find out how people know science, what they- understand about
science, investigators predominantly have administered paper-and-pencil
tests to groups of subjects. This method continues to prsvail at €he
practical level of the classroom. Teachers judge what students in their
classes "know" by means of normative, competency-based, mastery, or gome
other type of testing. -

When achievement is the variable, much science education research
also depends on paper-and-pencil instruments. Experimental and control
groups are tested, and the results are subjected to various statistical
analyses in search of statistically significant differences. Questions
about whether the students "really understand” an .idea, a problem, a
principle, or a concept may be discussed by teachers and researchers,
but such questions have seemed intractable to researchers. The concept
"understarding” has been considered too vague and ambiguous for research
purpoges. Yet, the commonsense question of "real understanding® con-
tinues to haunt those concerned with scierce teaching.

The concept of understanding has been better defined by the work of
Piaget, and, more recently, by many investigationsy in a new field of
study termed cognitive science. Piaget demonstrated the power of using
concrete physical experiments as stimuli for getting children and ado-
lescents to think. The task is not as easy as it may appeur on the
surface, for the questioning procedures used and the interaction of
physical objects, subject, and researcher must be planned and executed
carefully to obtain data that can be interpreted. One critical contri-
bution of Piaget's work that relates to the subject of this symposium is
his insistence that the investigator interact directly with a child or
adolescent if the object is to learn how thinking occurs. Paper-and-
pencil approaches are~ too 1imited for answering questions about how
knowledge grows and develops in humans, Interacting with individuals
wag a.. revolutionary approach to. investigating. science understanding.
Piaget's work was ignored in the United 3tates for many years, but its
value has been recognized, and thoughtful investigators have developed
their own skills in interview methodology to the point where they have
confidence in the data they collect and the interpretations they make.

Directly interacting with individuals’ as they explain phenomena or
solve problems has cnabled investigators to ask more specific questions
about human thought processes. *rhink aloud" experiments have dem-
onstrated the value of qualitative research that is grounded in theory.
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The theoretical framework for the research reported in Chapters 6, 7,
and 8 had its origins in work in computer sciences, artificial intelli-
gence, and co¢nitive development. These chapters illustrate the impor-
tance of gathering data directly, rather than indirectly, from people as
a way of developing new insights into what it means to understand a
particular subject matter. They also demonstrate the usefulness of
asking questions that involve the subjects in content problems. Another
aspect of the approaches presented here is their reliance on a few
experts and novices to find answers to questions, rather than on random
samples from large groups of subjects.

Currently, most researchers using the procedures present:d here
have selected mathematics and physics as the subject matter for their
studies. Hopefully, future research will include investigations of
learning and prcblem-solving difficuities in other areas of the natural
sciences. Such research should add to the methodology found useful in
the studies described at the symposium.

Bach of the three investigators who presented papers at this sympe-
sium used a different approach. Their work has commonality, however,
in being theory-based, in combining subject matter knowledge with
psychological expertise, and in their concern with rigor ‘n the use of
qualitative methods.

Chapter 6 describes investigations into the understandings of
freshman physics students with regard to selacted aspects of cause and
effect. In this chapter, Jack Lochhead discusses student confusions
about concepts of cause-and-effect relations, especially those involving
rate of change. The structurz of student concepts is investigated
through methods that include interviews, paper-and-pencil essay ques-
tions, and carefully designed examinations.

Jack Lochhead is Director of the Cognitive Devélopment Project,
Department of Physics and Astronomy, University of Massachusetts at
Amherst. Since the early 1970s, he has been investigating problem
solving in mathematics and physics and the cognitive development of
students. Professor Lochhead rece{ved 2 B. S. and an M. S, in Physics
before completing a doctoral Gegree in Educational Research and Statis~
ti.s at the University of Massachusetts. Among his numerous publica-
tions are Cognitive Process Instructicn and Developing Mathematical
Skills: Computation, Problem Solving, and Basics for Algebra (in

o press) .

Paul Johnson and his colleagues at the University of Minnesota have
used the "think aloud" experiment to study "heuristic" problem solving.
Heuristic problem solving can be studied only when problem solvers are
confronted with problems requiring an untaught or unlearned combination
of physics principles for, their solution. This research involved
individuals knowledgeable about physics teaching and learning and the
problems presesnted in text, lectures, assignments, and examinations at
particular universities, as well as experts in conducting psychological
research using "think aloud" procedures and methods of analysis. The
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analysis itself requires collaboration of those knowledgeable in physics
problems and solutions with those xnowledgeable in analyzing “think
aloud® data.

Johnson and his colleagues found "holes” in physics instruction, as
well as two interesting kinds of problem failure--"garden paths® and
*migsing bridges.” Their findings will stimulate new questions and new
directions for research in science education. The paper appearing as
Chapter 7 in this section was presented at the conference by Johnson.

paul E. Johnson is Professor of Rducational Psychology at the
University of Hinnesota and is a faculty member of the University's
Center for Research in Human Learning. He has advanced degrees from
Johns Hopkins University and has written many professional papers and
technical reports for various professional journals. Psychology of
School Learning; Learning: Theory and Practice; and Verbal Training
Research and the Technology of Written Imstruction are among the books
he has written. Proiessor .Johnson's interests include human learning
and cognition, with particular emphasis on ‘the study of human expertise
in complex problem-solving environments and decision-making processes in
.technical fields and professional practice.

>

The final paper (Chapter 8) in the series on investigating science
understandings uses information-processing models from psychology to
explore problem solving in physics. Jil1l Larkin has been concerned with
such questions as, "What makes someone an expert in physics?" and "what
skills and cognitive processes do experts exhibit in arriving at problem
solutions that novices do not?" Her investigations include "think aloud®
experiments, but her a’mlysls involves concepts of Pproduction systems
and condition-action units. Verification of the utility of the analytic
schema of production systems and condition-action units is accomrtished
by constructing and testing computer prcgrams that can solve the physics
problems solved hy experts and novices. Her work is providing infor-
mation about the knowledge and processes essential for expertise in
physics problem solving. It also shows the usefulness of psychological
models in understanding learning’and problem solving in complex domains.

Ji11 Larkin is Assistant Professor in the Psychology Department at
Carnegie-Mellon University. She earned a Bachelor's degree in Mathe-
matics from Harvard University and an M. A. in physics and a Ph. D. in
Sciepte. and. Mathematirs from the University of California, Berkeley.
She taught high school mathematics in both the United States and
Ethiopia. After serving as an Assistan“ Research Physicist and Lecturer
in the Physics Depariment and the Group in Science and Mathematics Bduca-
tion at Berkeley, she was invited to join Herbert Simon and his associ-
ates in cognitive science research at Carnegie-Mellon University.

professor Larkin is coauthor of two volumes of Principles of
Physics for the Physical and Bioloyical 3ciences, as well as a number
of papers in professional journals. She has also contributed papers to
geveral volumesd reporting research on cognitive processes. Her paper
discusses a 8equence of work addressing the role of understanding in

solving physics problems. Differences in the problem-solving approaches
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of experts and novices in science have been identified. These differ~
ences are beginning to indicate what knowledge is essential for exper-
tise in physics problem solving.

The three chapters in this section represent new directions in
science and mathematics education research. They illustrate the unique
contributions that the careful use of nontraditional research strategies
can contribute to the complex task of unraveling the threads of human
thought about tgchnlcal subject matter.
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Jack Lochhead, University of Massachusetts

Introduction

One of the most basic and essential of all scientific concepts,
namely, rate of change, will be discussed in this paper. Although a
relatively simple idea, it is often misunderstood by students and,
worse, frequently mishandled by teachers and textbooks. It is not the
intention of this paper to answer the question of how this concept
should be taught; rather, it is to draw attention to the confusion it
causes students, to summarize some of what is now known’ about that
confusion, and to suggest ways in which teachers can go about investi-
gating the problem themselves.-

The importance of rate is that it is a particularly simple way of
describing a type of relationship between two variables. Thus, to
understand students' understanding of rate one must first consider their
knowledge of relationships. R. L. Gray (1975) and Piaget (1952) have
pointed out that a‘relationship implies an invariant. In many relations
the invariant is a directly observable, concrete quantity. For example,
consider the relationship between the various members of the pine family
and the number of needles in each cluster. The Parry Pinyon is unusual
because it has four needles per cluster. Thus, an invariant character-
{stic for this species is the numter 4. It can be directly determined
by counting the needles in a cluster. This type of relationship is
quite easy to grasp, and children, from an early age, are quite good at
learning such relations. A large part of our scientific knowledge
consists of these relations. Unfortunately, knowledge of this kind is
highly specific, rarely generalizable, and of minimal use in making
predictions.

Anothes type of invariant is associated with functional relation-
ships in which a variable quantity, such as the height of a tree, is
related to a r-cond variable quantity, perhaps time. 1In these cases,
the invariant may not be directly observable, and it may be.impossible
to conceive of it as a concrete quantity. If the height (h} is
related td the age (a) by a simple linear equation, h = ka, then
the invariant k is the ratio of height to age. A growth of one foot
per year certainly cannot be directly observed, nor is it possible to
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point to it in the same senss that we were able to point to the four
needles in each cluster of tre Parry Pinyon. For this reason, these
relations are abstract and beyond the grasp of immature thinkers.

The above discussion can be summarized using Plaget's distinction
between concrete and formal operations. The invariants in concrete
relationships can be represented as tangible objects. Those a1 formal
reiationships cannot. Censiderable mentail activity is required to
reason about formal relations. Studies by Karplus (1979), Renner
(1972), Lawson (1974), and Arons (1976) have shown that most high school
students lack the conceptual building blocks to think clearly about
abstractions such as rate of change. A major challenge, therefore, for
high school and college science is to help students develop the reason-
ing necessary for conceptualizing such formal relationships.

Misconceptions Atout Change

How could one go about investigating the difficulties associated
with learning a concept such as rate of change? The first step is to
place the problem in some theoretical framework. This has already been
done by referring to the Plagetian perspective. Through it, one is able
to understand that rates, as formal concepts,l require certain pre-
requisite skills. Piaget and Inhelder (1958) describe these prerequi-
sites. Azons (1976), Puller (1977), SGray (1979), Lawson (1976), and
Renner (1972) consider methods for teaching students to become formal
thinkers. In this paper, it will be assumed that the reader is at least
partially familiar with the above references, since the tesk of summa-
rizing them goes well beyond the scope of the paper.

With a theory in place, the next step is to collect data concerning
student performance. Initially, this step is likely to be anecdotal.
The investigator's interest in the subject sprang from casual observa-
tions made while teaching. It was found that many calculus students
often could not solve problems such as:

Two pipes can be userd to fill a tank with water. Wwhen both pipes

are turned on, the tank f£ills in 9 minutes. When only pipe A is

used, the tank is filled in 15 minutes. How long vill it take to
£111 the tank if only pipe B is used?

Two of the more common incorr.ct responses are shown below. Notice that
neither makes a clear and unamblguous use of the concept ¢f rate.

Response Method 1. Both take 9 minutes so, if they were the same
size, one would take 18 winutes. A pipe that takes 18 minutes can fllll

1
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lgome rates are not really formal. For example, we may want to calcu-
late the number of cakes in eight packages where cakes come at the
rate of two per package.
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half the tank in 18/2 = 9 ainutes, so 2 pipes can fill it in 9 minutes.
But the problesm says pipe A fills the tank in 15 minutes. 15 is 3 less
than 18 so, to balance pipe A, pipe B should take 18+3 = 71 minutes.

Response Method 2. This method starts like Method 1 but considers
the ratio of 15 to 18, not the difference. To get 15 to equal 18, we
reed to multiply by .12/1S. (18/15 x 15 = 18.; Therefcre, if pipe B
takes -T .minutes, then 15718T should give 18. This is so the times
will be symmetrical around the average time of 15 minutes. If
15/18T = 18, then T = 21.6 minutes.

_ In order to investigate the source of such confusions the investi-
gator began to write homework and exam questions that would test stu-
dents' ability to think about rates. Examining incorrect student
respongses allows one to see how they think about the problem. One
comion confusion 18 between the amount of a quantity and its rate of
change. Thus, we get several types of answers.

The question: A car travels the 90 niles from Amherst to Boston at

30 miles per hour. DPraw a speed versus time graph that represents the

trip. Students often respond with a griph of distance versus time
(Pigure 1).

Speed

90
6Nt

30

1 2 . 3

Time (hours)

Pigure 1. Graph of Speed versus Time (actually distance versus time)
Produced by Some Students ! .

Th~ question: Sketch speed versus time and acceleration versus
time jraphs for a cart that is shot by a rubber band across a table top
but rolls to a stop due to friction. students often respond with iden-
tical graphs (FPigure 2). ,
Speed Acceleration

Time Time

Pigure 2. Graphs of Speed and Acceleration versus Time Produced by Some
Students

A
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Similarly, rate of change can be confused with quantities other
than the one whose change it measures.

LR N The question: Draw the shape of a graph of speed versus distance
that would describe the following two-uour bicycle trip. You start off
along the level, then you come to a long, steep, uphill section and
finally to a downhill section that is twice as long as the uphill part.
Many students respond with a graph of altitude versus distance

¢ - (Figure 3).

Speed

Distance

Pigure 3. Graph of Speed versus Distance (actually altitude versus
distance) Produced by Some Students R

’\

Of course, the students' graphs by themselves do not form con-
vincing evidence for their failure to distinguish between a quantity and
its rate of change. BExtensive interviews with students are needed in
order to distinguish problems of graphing from those stemming from a
conceptual confusion about rates. In the subject area of velocity and
acceleration, extensive interview studies have been conducted by Clement
(1979), Champagne and Klopfer (1979), and Trowbridge and McDermott
(1980a,b). Sample transcripts help to illustrate the students' confu-
sica. In the Trowbridge and McDermott experiments, two balls were
rolled down parallel tracks such that one ball passed the other. Stu-
dents were then asked if the two balls ever had the same speed. Some
typical student responses were: ¢

S1: Somewhere around in here {indicates region near first passing
point) they must be going about the same speed, because ball B
passes ball A. So while ball B is speeding up, ball A is slowing
down. There's got to be a point where they're going about the
same speed.

S2: Well, it's hard to say. It seems like they would...Yeah, they
are, because like when I'm driving on the freeway...You know how
you hate to have someone direstly on the side of you; he might
have been behind me, that he's caught up, so “e must be going the
same speed, even though he keeps on passing me. So at the tiue
when we're together, we're probably going ‘the same speed.

In another task, two balls were rollé down parallel tracks such
that they never passed each other. However, one ball accelerated while
the other slowed down; thus their velocity versus time graphs crossed.
A typical investigator-student dialog was as follows:

I: Let's see whether these two balls ever have the same speed.

S: No. .
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I: How could ycu be sure that they didn't have the same speed?

8: DBecause they never met; they were never lined up to each other:
. ’ ‘
Similar experiments were carried out on scceleration. A typical
investigator-student dialog was as follows: } '

S3 !?‘quldn't they have the same “acceleration at the point they have the
vane velocity?

I: Why, d0 you-think that would be true? i

8: -Becavse your acceleration is that delta V over delta t. And at
the point where you have the same velocity, you have the 3zame delta t
and the same delta V.

Interview responses such as these are strong ewidence that some

. SBtudénts confuse position and velocity or velocity and acceleration.

The full interviews from which thes¢ responses were excerpted are even
more convincing, since they allow the interviewer to probe the student's
understanding from a variety of perspectives.

Clinical interviews ‘can provide detailed insights into student
thinking, However, except in the case of Trowbridge and McDermott
(1980F who interviewed over 300 subjects, clinical interviews are usu-
£ily conducted with only about a dozen subjects. To Getermine wheth~r
the misconceptions revealed in such interviews are widespread, some form
of group testing is needed. This can be done in a variety of ways. The
dinventigator recently gave his calculus class the following quiz ques

Yidn:

During the past 6 months the rate of inflation has dropped from 18%
to 108. ERxplain what this change means in terms of the value of a
dollar.

Out of 26 stulents, eight correctly stated that the value would continue
to decrease but at a slower rate. Sever.teen said the value of the
dollar would increase. One seemed to think both might happen:

*In terms of the dollar, if inflaticn has dropped, the value of the
dcllar has increased, or at least its decrease in value nas slowed
down."”

Other group test studies have been conducted with populations as
large as ssveral bhundred students (Clement, 1980; Trowbridge and
McDerisott, 198Ga,b). These have shown that the amount/rate confusion
abounds among <¢ollegi-level, science-oriented students. Questions
dealing with the more abstract forms of rate, such as acceleraticn,
yield error ra%es in the range of 80% to 90%. The effect of two semes-
ters of calculus-based physics on this type of corfusion is negligible.
Thus, the confusion is common, and it is alzo extremely difficult to
overcome.

\)‘ : mn o Q'ﬁ\
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It is also possible to collect data on misconceptions from sources
other than students. A recent American Motors advertising campalén
zesmed to exploit this amount/rate confusion when they claimed that
their car had a larger gas tank than that of their competitors. It was
thus able to go a greater distance between fill-ups. While no mentlon

R was nade of the miles-per-gallon rating, one wonders how many customets
felt that this figure would also be higher.
: A" less humorous case 1is shown in Figure 4. This graph is taken
from a biology pamphlet on the circulatory system. While the wrltér
probably knew what he was trying to say, he nonethele:s labeled the
vertical axis "changes in volume® rather than "volume.® This kind of
error is particularly serious, since it strengthens the students' ten-
dency to confound amount and its rate of change. The record shows the
volume changes in cubic milliliters in the left ventricle. Note how qhe
ventricular voluze decreases during ventricular systolic ejection into
the aorta.

Changes in or
Volume (cm3)
10t

20f

30

Volume expelled

aof "

50F

" i I 2 I i L 1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
Time (s)

Pigure 4. Example of Kislabeling in a Textbook that Results in Confu-
sion Between Amount and Rate of Change
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Cuuse and Bffect as Change

In some student responses there seems to be a slightly different
type of confusion associated with certain cause-and-effect relation-
ships. ,Por young children, cause and effect are often” inseparable from
association. Thus, they will say "Christmas causes snow,” or “the trees
swaying is what makes the wind blow.” This view of asrociation is car-
ried into adult life in such areas as interpreting the meaning of a
statistical correlation between two variables or determining the politi-
cal beliefs of a person who has been known to associate with communists

or conservatives. . .

In contrast to this primitive view of cause and effect is the
statement that the presence of a change 2agent caiises change in some
quantity. While the associative view is essentially static, i.e., there
{s no need to imagine 2 process evolving in time, the change agent
concept is dynamic. This is often called an operative perspective
since it involves a change operator that transforme an initial state
into some final state. Thus, cause and change (rate of change) are
linked. In physics, for example, force is the change agent of velocity.
When a force acts on a body it causes that body's velocity to change.
For the student whn is neither clear on the meaning of rate nor fully
free from the associative concept of cause, the relationship between
force and velocity is exceptionally confusing.

The following are student answers to the quiz question, "What lis
the cause-and-effect relationship between force and velocity?”

="a8 on. increases the other lncreases, and as one decreases the other
decreases,”

*A change in fo.ce causes a change in velocity.”

"Porce causes velocity to occur. So if force increases, so does veloc-
ity, be it negative or positive.”

*The stronger the force on an object, usually the velocity is greater.”

“Wwhen the force increases, velocity increases and when force decreases,
velocity decreases. In other words, force is the cause and velocity the
effect.” . .

“If the force is constant, the velocity will remain constant. If the
force ig increasing, velocity will increase. If the force is decreas-
ing, the velocity will decrease.”

*porce is the cause which gives the object its velocity.”

mporce causes velocity, but when force stops, the effect may go two

different ways: it may either speed up or slow down."” .

I3
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These answers were given by introductory physics students directly after
a lecture on force in which the "force c2uses velocity”™ misconception
was addressed dJdirectlyl Students had been explicitly told that the
correct equation was P = m dv/dt and that P = kv was not .true.
These equations were explained with examples and informal verbal
descriptions as well as the 'standard formal explanations.

Other studies of student conceptions concerning the relation of
force and velocity show that misconceptions continue well into the
gcience student's undergraduate career. Por example, Clement (1980)
reports that among junior level engineering students, 70% demonstrated
the "force causes velocity" confusion. )

Among students who had taken a special course designed to attack
such misconceptions specifically, the error rate dropped to 55%. The
task of teaching students to avoid such confusions is formidable indeed!
Yet, as suggested in the next section, there may be no adequate substi-
tute for a thorough grasp of cause ond effect-rate relationships if even
the simplest rate of change examples are to be understood.

Some Purther Confusion

So far, it has been shown that a great many apparently different
areas of ctudent confusion can be viewed as specific examples of the

Juore general amount/rate contusion. The confusion may “even extend to

many cause and effect relations. This raises the question of whether
the amount/rate confusion may extend to other situations not normally
viewed as being an amount and its rate of change, but which are ir fact
so related.

Arnnold Arons (1978) suggests that over one-third of the college
sophomores in the life.sciences cannot distinguish surface area from
volume. Could this confusion have root.. similar to those of the confu-
sion between acceleration and velocity? While surface area is not
normally conceptualized as the rzte of change of volume, it can be
viewed that way and is so when we calcalate volumes through integration.
Mass and density are another pair of frequently confounded variables.
Could students fail to distinguish density from mass because density
describes the rate at which mass increases with respect to an increase
in volume? At this point, nost of the solid evidence on the amount/rate
coi.fusion has, been described. We know the confusion exists. In certain
s. -cific areas, such as velocity and acceleration, it has been studied

exhaustive detail. Amount/rate confusion is related to the general
problem of formal thinking and a few partially effective, but frustrat-
ingly incomplete methods for helping sctudents overcome it have been
developed. What is lacking is a clear theoretical understanding of why
it 18 so incredibly difficult to teach students to distinguish between
rate and amount.

The following is some speculation on whit could be the beginning of
a new insight into this problem. It begins with the apparently
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* unrelated problem of students'C ability to translate between English text
and algebraic statements. For geveral years.students' responses to &
. rather simple problem have been investigated:

Write an equatién using the variables S and P to represent the
following statement: There are six times as many ctudents as
professors at this University. Use S for the number of students.

Among technical students, nearly 40% fail this question; among nontech-
nical students, the rate may be as high as 90%. Based on extensive
clinical interviews and many different writlen tests, it has been con-
cluded *that, while there are several different sources of error in the
Students and Professors problem, a primary source has to do with stu~-
dents' tendency to view' thinge statically (Clement, Lochhead, and Monk,
1981; Clement, Lochhead, and Soloway, 1980). -

In the correct-equation, S = 6B, the number 6 must be seen 2as '
an .operator that increases the number P so that it becomes ecual to a
. larger number, S. The Piagetian literature is full of examples of the
3 difficulty children have conceptualizing such dynamic transformations.
But the real source of the error among college students may be much
simpler. .

The printed page is simply not a good medium for representing
dynamic processes. Research at the Univers}\ty of Massachusetts has been
able to show that students perform far better on the Students and Pro-
fessors type problems when they are phrased in the context of computer
pragramping. Programming languages, while constrained to the frozen
frame of the printed page, nevertheless convey more of a sense of opera-
tipn and transformation than do algebraic expressions.

An even greater sense of process and change ig oossible if one goes
beyond the limitations of paper td the dynamic presentations possible
with computer graphics. Through this medium it may be possible to

; faithfully represent and describe the images one uses wuen thinking of
rates. Imagine, for example, the process by which one builds a sphere
through the integration of surface area shells:2 7

g ' 4zr2dr = 4/37R3
No collection of static textbook lllqstratlons can capture the concept,
whereas a relatively simple computer graphic display could.

In & different domain, .consider the equation: _P_'l- ma. Here
the static presentation of the printed page is further reinforced by dis-
guising the rate of change of velocity under the letter a. DiSessa
{1980) reccumends an attempt to Capture the dynamics of this equation by

N

2yote that the information presented on. this page gives no hint to
what sort of dynamic process is belng discussed. The reader must bring
that knowledge to the text. For a more effective methcd of conveyin
that process, see Page 223 of Fleming and Kaput in Appendix I. .
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‘referring to force as a source of momentum flow. This suggests computer
graphic displays for physics in which streams of momentum could cascade
from each point of force application.

This is not to suggest that an understanding of rate is only pos~
sible via computers. Rather, it is suggested that some of the confusion
students feel may stem from the limitations of formal representations.
By becoming more aware of these limitations, teachers may be able to
find methods for circumventing them. It is also important to remember
thab§ the dynamic image hypotnesis outlined previously is pure specula~
tion. Purther investigations in the classroom and in the clinical
laboratory are needed to test Tts validitw: it is hoped that some
readers may help in that venture.

Conclusion

Scme research on the tendency of students to confuse amount and
rate of change has been reviewed. It has been suggested that, in some
circumstances, this confusion may be connected to confusions between
cause and effect. These confusions are often based on the more primi-
tive notion of association and reflect a failure to conceptualize the
process elements of a cause-and-effect relationship. Pinally, it has
been speculated that the underlying problem may be the students' failure
to apply dynamic imagery.

Except in the area of velocity and acceleration the amount/rate
confusion has received relatively little study. Teachers can add to the
me \ger data pool by designing quiz and test questions probing various
aspects of this difficulty.

The deepest insights are likely to come from "teaching experiments”
in which course material based on a theoret .al perspective, e.g., the
dynamic imagery hypothesis, is shown to be either more or les® effective
than previous approaches. The fallure of current instructicn to have a
serious impact on student learning in this area suggests that signifi-
cant improvements should be possible.

Acknowledgerent: Robert L. Gray and Seymour Papert have had such a
pervasive influernce on my own thinking in this area that I can no
longer distinguish their ideas from mine. 1If this paper corntains
any useful insights, it is largely due to them.
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Appendix I .

b - SECTION 6.6: VOLUMES OF SOLIDS OF REVDLUTION®

Objectives: Set up and evaluate definite integrals that describe the
volumes of solids generated by revolving plane regions about an axis,
~ using either the disk or the shell method, as appropriate.

. N The Disk Method -

We can think of a solid sphere as being generated by revolving the region encloged by a
semicircle about its diameker. Simlarly, a sclid righc cir "ular gone results from revolving
the region 2closed by a right.triangle about one of its legs {se® Figure 6.46). 1In this section
we shall delf: with more genezal solids generated by revolving a given plane region about a given
1ine. Such a solid is known as a solid of revolution, and the line 1s called the axis of revo-
lution. Rs in our treatment of area problems, We assume the region to pe bounded by the graphs
of functions. '

Let us now determlne the volume of the solid Jenerated by revolving about the x axis the
region below the graph of y = f(x) from x = a to » * b, where f(x) 1s continuous and nonnegative
on [a b}: see Figure 6.47.

As we know, the area under the grapﬂ can be approximated using vertical rectangles of wiath
8x . (see Figure 6.47) based upon a partition F of [a,b]. When each rectanyle is revolved about
the x axis, a disk is generated (see Figur& 6.48). The volume of a disk of radius R and thick-
ness h is ﬂR?h, so the volume ¢f a typical disk generated by such a rectangle is

ﬂ[f(x )]2Ax ‘l

Since the sur. of the rectanjular areas approximates the area of the region being revolved,
the sum of the volumes of the disks approximaies what we shall define as the volume of the solld
genierated. Thus, we say the approxipate volume of the solid is '

.

>

-

. T4 . L
. T onifx )}
. i=1 1 1

But this 1s a Riemann sum, and if we take finer and finer
partitions P of [a,b), we get better approximation:. Hence it
makes sense to define the actual volume V of the solid of revo-
lution to be the limit, as #PH +0, of such Rieman: sums. But,
by definitior this limit is a defin‘te integral.

n
Definition v = lim Z nlfex ))2x, = [2 mi£ex))?ax
WP +0 1] ! 1o0e
a
\4
'3 4 y = £{x)

<

, v y = f(x)

‘

- ( r pd — x
,;' — l f(x )
Bx
b > X
T ,
| a x, 1% b bx
) Figure 6.46 Figure 6.47 Figure 6.48
*Fleming, D. J. and J. J. Kaput, Calculus with Analytic Geometry,
@  Harper & Row, New York, 1979. U ‘ a
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a L SCIENTIPIC REASQNING: GARDEN PATHS AND BLIND ALLEYSl,2

. Paul B. Johnson, Andtew Ahlgren, Joseph P. Blount, Noel J. Petit,
) University of Minnesota

)
i

/

/ Introduction

This paper represents & brief progress report on the status of work
done over the past year by a team of psychologists and physicists at the
University of Minnesota. The focus of this work has been the investiga-
tion of scientific reasoning and, in particular, heuristic thinking. It
is assumed that indivicduals prefer tc use the least cognitively demand-
ing process for solving problems (Neeches and Hayes, 1978; Hayes-Roth,
197¢). Poz much problem solving by experts, the Process consists of
matching a given problem with a category for which solution methods are
known (Chase and Simon, 1973; Hayes-Roth, 1978). For much problem
golving by novices, the process consist‘;‘s of searching memory for ¢
relevant formula that contains the desired unknown (Heller and Greeno,
1978; Simon and Simon, 1978), In neither of thess casec does the indi-
vidual engage in what we have termed heuristic thinking.

typical analyses identify two phases of the problem-solving pro-
cess: representing the problem situation, and 3pplying physics princi-
ples to that prublem representation in order generate a solution
procedure (Larkin, McDermott, Simon and Simon, 1980). Representation
involves tranclating the problem statement intn a “canonical form" that
is accessible to physics principles. For wany problems, the translation
to the canonical form may entail identifying the problem as a standard
prototype, e.g., harmonic oscillator, free fall! 2zt constant g, block

~

l'I‘he work reported here was sponsored by the Joint NIE/NSF Research
Program on Cognitive Processes and the Structure of Knowledge in
Science and Mathematics (SED79-13036).

2pegearch of the sort described here simply cannot be done by one
investigator working alone. A. Minnesota we have been fortunate to
have the collaboration of able colleagues in physics, science educa-
tion, and psychology. We would especially like to acknowledge the
contribution to the work reported here of Scott Pricke, Clifford
Malcom, Theodore Petroulas, Wolfgang Rothen, and James Werntz.
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on a frictionless plane that has standard solution methods. - More gener-
ally, translation consists of equating aspects of the problem situation
with canonical objects-—idealized conceptual entities, such as massless
rods, frictionless Burfaces, and point masses, whose behavior can be
represented clearly by a few principles. The canonical representation
is not tantamount to solution. The representation can be inappropriate
or flatly wrong, and even a good representation may rot be tractable,
e.g., the three-body problem.

Once a representation is created, problem solving proceeds by the
application of domain principles in order to generate a solution proce-
dure (Greeno, 197%). In some instances, single principles, such as
uniform linear motion, will be sufficient to derive a golution; while in
other cases, combinations of principles, rotational as well as linear
motion. will be required. It iz the latter case, where multiple princi-
ples are required, that is of special interest to us. ‘

In order to be applied efficiently either singly or in combina-
tions, principles of physics need to be selected in such a way that they
fit the assumptions and data of a given problem. When several princi-
ples are involved, the coordination of their application becomes impor-
tant. Prototypical problems are those for which single principles
suffice, or ones for which the coordination of principles is taught
explicitly {n introductory textbooks, e.g., the simultaneous use of
momentum and kinetic energy conservation in an elastic two-body colli-
sion. .

In more advanced texts, Pprocedures are identified for handling
additional complexities, and algorithms are derived for dealing with
general cases, e.g., the Lagrangtan and Hamiltonian equations in
advanced mechanics. Problems that rec.ire "a novel coordination of
principles for their solution, even though all the requisite principles
may be known, provide opportunities for the study of heuristic thinking.

In order to study properties of heuristic thought, it is necessary
to have tasks that elicit this activity. If one were tc use problems
that are familiar to individuals, then only the approaches of formula
searching or ptototype matching would appear. Whenever a problem has
attributes requiring an untaught or unlearned combination of principles
for its solution, one has an 2pportunity to see heuristic problem sgolv-
ing in action.

Problem Clusters: A Methodology for the Study
of Heuristic Thinking

Initially, the investigators had thought to do a more or less
exhaustive sampling of the problem-solving 1iterature in classical
mechanics as a means of ensuring the representativeness of our problem-
solving tasks. A cuse file was developed of problems based upon an
analysis of standard textbooks (e.g., Halliday and Resnick, 1970) as
well as graduate examinations in the field (masters examinations for the
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Universities of Minnesota, Chicago, and Saskatcbewan). The resulting
set of about 500 problems was sorted into a caxvnomy based on major
physics principles employed and a systems analysis of the context of the
problens.

among the problems inspected were some protlems that Cohen (1975)
called “dragons.” Initially, it appeared that the Cohen problems merely
:epresented situations in which "tricks® must be discovered in order for
a solution to be obtained. Upon reexamination of these problems, how-
ever, particularly the MILKQ (Cohen, 1975) problem, the conclusion
reached was that they represented areas of mechanics in which the phys-
ics principles necessary for solution had not been explicitly taught.
This speculatiorn about such a "hole® in physics pedagogy was verified by
examination of several texts in physics and engineering mechanics.

In addition to representing a situailon in which the combination of
principles required for solution had not been explicitly taught, Cohen's
MILKO problem also contained a definite “"garden path® to &n incorrect
answer. When MILKO was tried with several professors of physics, each
one quickly came up with the same incorrect answer. Each readl;y con-
cluded that the problem situation was familiar and easily solvable by a
single, well-known principle. The misconception was s, strong that,
especially with more expert individuals, the correct answer was reso-
lutely rejected when it was explained. A gradual series of hints, in
the form of related problems presented to the subject, was necessary to
enable one finally to “"see®" the way in which her or his existing knowl-
edge needed to be modified in order to solve the problen.

The diccovery of the "hole" nature of the Cohen problems led.to an
attempt to generate such problems in other areas of physics and to
generate for each hole a set of associated problems that would (a)
establish the extent of the holes and (b) lead problem solvers to under-
standing the nature of the holes. Tentative hole-centered sets have
been generated in analytical mechanics, electrodynamics, Qquantum
mechanics, and thermodynamics. Bach problem set begins with an appar-
ently simple problem that shaws a high’ failure rate. This is followed
by more transparent problems that draw the subject's attention to
aspects of the initial problem that are overlooked or misunderstood. It
often happens that the successful solution of one of these follow-up
problems sends the subject scurrying back to correct her or his solu-
tions to the earlier problems. The series ends with a test of under-
standing ty asking for a statemenc of a general principle involved in
the class of problems. It is particularly interesting that experts
often spontaneously express such understanding, sometimes rushing ahead
to generate the whole set of problems themselves, unprompted.

Another type of hole problem does not involve a gardeh path, an
easy route to an incorrect solution. but .ather involves a chasm--there
appears to be no way to relate different princlples that are relevant to
the solution. Whereas, ‘for the *garden Path" hole, ore can proceed
directly to a solution with ineppropriate principles, the, "chasn® or
*"missing bridge"” hole leaves one. unable to proceed at all. In the
*missing bridge,"” as well as the "garden pkth® variety, the essence
Seems to be a hole in the subject's exposure to similar problems. The
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. *holeness® of a problem may, of course, be only in the head of the
individual problem solver. Some holes appear to be in the way phyaics
- is taught; in the Ppress to cover all ground, some bare spots must be
. left. A few holes may turn out to be actual holes in physics--as the
anocaalous heat capacities of gases were found to be at the end of the
19th century. .. ) .o

1t is important to recognize that what is being focused on here-is
not a- situation in which the pfinciples necsssary for solving a protglem
are unknown to the problem solver, but rather a situation in which all
the necessary ingredients are present but they have not been combined
before in the required way. The experienced problem solver copes with
thisg situation by falling back upon tricks, caveats, and other "heuris-
tics, while the less expert individual. often does .not .recognize any
ceficiency or does not know how to proceed.. In some cases, such as
MILXO, the problem may be such tl_xat‘ experts as well as nonexperts are
led to believe the problem can be solved with simple principles rather
than with a combination of principles. In this class of probiems, there
is an especially interesting opportunity to study expert error, the
process of recovery from error, and memory modification as a result of
problem-golving feedback. . . ’

In addition to the problems themselves, a rationale has beén devel-
oped for making inferences about the behavior of subjects who work on
them. The raw data of the research consist of tape-regorded, thinking-
aloud transcripts of problem-solving sessions in which the subjects
attempt to solve problems while verbalizing their cognitive activities.
These transcripts are coded for evidence of one or more lines of reason-
ing as described below, as well as the heuristics and strategies that
reflect how a yiven line of thought may be ‘implemented by a particular
subject on a given occasion. . -

.

Lines of reasoning are defined as any meanipgful or comprehensible
(in terms of physics principles) sequence o;r' problem-solving steps that
lead from some starting point to a recognizable goal or end state:.
These lines of reasoning constitute idealizations that are imperfectly
realized in the problem-solving behavior of a givén subject. The inves~
tigatcrs are interested in determining vhich line of reasoning is ’
employed by each subject in doing a given task as well as how a given
line of reasoning is executed ;by each subject, The.analyzed data of the
research consists of reconstructed records of problem-solving behavior
based upon lines of reasoning applicable to particular tasks, ‘

In order to make clear the methodology employed,.probiem clusters
will be considered that were designed Yy the team of investigators,
during this past year. in each case, the rationale will be presented
for solving problems from which possible lines of reasoning for' each
cluster are developed. .

{). f
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Task Materials: Fhe Minnesota Clusters v

. 7he problems used to explore scientific reasoning are grouped in
clusters. The initial problem is the raison d'etre for the cluster.
It reflects what is believed to be a "hole" in physlcs problem-sclving
expericnce that the subsequent problems are designed co help fill. Each
cluster deals with an area of physics and each Problem in a cluster
helpa lead the stbject to explcre the area further. The problems in a
ciuster become pProgressively more involved and lead to a full use of the
principles in the area of physics undet lnvestlgatlon. ‘thig «ectcion
gives examples of each of the clusters developed thus far. The next
section presenta data from subjects attempting to solve the problens in
one of the clusters.

. Rydrostatics

The first cluster 18 based op Cohen's MILX03 problem. The clus-
ter centers around the pressure change occurring as a two-liguid mixture
separates in a milk bottle. The shape of the container is important to
understanding the presiurc change. ®his is because the pressure at the
bottom of the column of fluid depeuds on the height: and densities of
the liquids above. If the cross-sectional area varies with height, the
ratio of heights of ' the separate states may be different from the ratio
of volumes of the two fluids. In the cage of a milk bottle shape, the
ptessire at the b&ttom deczzases as the fluids separate. The major
problems in the ¥ LRO cluster are as follows: .

1. (MILKO) A x2ilk bottle is allowed to stand so that the cream rises to
the top; this occurs without any change in total volume. Does the
praegsure near the base of the Dottls change? Why?

2, (ERLENO) An Erlenmeyer flask is filled with a mixture of corn oil
and wateir. The mixture i3 allowed to stand so that the oil separates
out on rop; this occurs without any change in total volume. Does the
pressure near the base of the flas¥ change? why?

A

Mixture Rising

— e,

3the initial problem in the MILXO cluster can be found 1. The Art of

Snaring pragons by H. A. Cohen, 1975. The remaining problem ems in this
cluster are expansions of the criginai problem,
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3. (CALCULO) Consider two identical L-shaped glass tanks containing
1,000 g of water and 13,546 grams of mercury (see figure). Would
the pressure be different at the bottom of the two tanks--and if so0, by
how much? .

; 10 ¢cm
B0 .
X &
E22%2%37 LR 5 cem
H R e
I 4;7 /q’/éégggﬁgéggéé S cm
.3 20 cm ]

4. (REVERSO) You have solved a problem where two mixed fluids separate
and pressure decreases. Now design a situation where the pressure wiil
increass upon separation.

5. (BOWLO) Milk is poured into a bowl and allowed to stand so that the
cream rises to the top; this occurs without any change in total volume.
The pressura changes at the lowest point in tne bowl. Tell whether the
pressure increases or decreases and explain why.

' (CANDLEO) Consider the physics of a candle flask (a novelty item
sold jn stores; see diagram). Three different oils float on top of each
other. if the oils were thoroughly mixed and no change in volume
occuzred, how would the pressure at the bottom of the flask change?

The subject may pursue one of sever:l lines of .easoning in solving
the cluster of problems, but most revolve around four distinct ideas:

o Remembering the "Pascal Principle” that pressure {for a homo~
geneous liquidl) depends only on depth.

° Calculating pressure as force per unit area {P=F/A). Here the
force is calculated from the weight of the material in the
container.

o Expressing pressure as a function of density and height. Here
the pressures in the mixea and separated states are calculated
and compared.

[} Calculating pressure from the proportions of liquid in the
vertical central column above the hottom of the container,
then comparing the pressures in the mixed and separated
gtates.

() ‘oy
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Whether or not the effect of container shape is considered, the
above principles may or may not lead to a correct answer. To get the
correct solution, one must: (a) consider pressure as a function of
density and height and, by using either inequalities or actual values
for densities and relative volumes, determine the difference in pressure
between the two states; or (b) realize that, for certain shapes, the
surface areas exe a downwarc force on the fiuid and that downward
force will change as the relative distribution of liquids (and, thus,
fluid density) changes, or (c) consider that the sides force a horizon-
tal concentration of one of the fluids guring separation, so that the
relative proportions of liquids over the bottom of the central free-
surface column changes. ,

A correct solution might follow logic similar to this: Consider
the column of liquid in the center of a bottle with inward sloping
sides. In the mixed state, the pressure at the bottom of the column is:
P = pgh, where p is the average density of the liquid, g the accel-
eration of gravity, and h the height of the iiquid. As the mixture
separates, the less dense material rises. Since the top of the con-%
tainer is narrcwer than the bottom, when the fluids are fully separated
the height of light material in the central column is greater relative
to its volume than the height of the heavier material. Thus, the aver-
age density of the liquid in the column decreases. Since g and h
remain constant, P decreases as the liquids separat

In the first problem, one must e the effect of the container
shape, which causes the cross-sectional re:oépf ary with height, to
golve the original problem. A subsequent lem in the cluster asks
for a shape that would cause the opposite pressure change. If the
effect of shape is understood, the shape needed to increase the pressure
is easily given. A final problem in the cluster asks for a generali-
zation of the effect of shape if more than two separating liquids are
used in a complex shape. This problem further explores the subject's
understanding of the line of reasoning he or she has used. There is no
easy generalization, and here again specific shapes, densities, and
volumes must be known to complete the prqblem.

AS near as can be determined, the MILYO problem does not appear in
college-level physics texts. The emphasis in hydrostatics in the typi-
cal text is contrary to this problem cluster in that homogeneous fluids
are the only cases shown. For example, Halliday and Resnick (1970, p.
293), authors of a popular college~level physics text, emphasize
Pascal's Vases, pointing out the irrelevance of shape to the pressure in
a container. Sears and Zemansky (1970, p. 178) imply that they are dis-
cussing a homogeneous fluid, but emphatically state the pressure depends
only on the weight of the liquid above the region of interest, and “any
vessel, regardless of its shape, may be treated the same way.” Ironi-
cally, Sears and Zemansky (1970) call this the "hydrostatic paradox,"
which they fail to clarify by qualifying the discussion as dealing only
with a homogeneous flu:d. Additionally, many introductory college texts
do not deal with hydrostatics at all.

93 ()0
o/




O

ERIC

Aruitoxt provided by Eic:

Analytical Mechanics

A second cluster of problems is titled KICK0.4 This problem
cluster centers on the interaction of rotational and translational
forces and inertia when a body is set in motion. The XICRO problems are
as follows:

1. A %hin, rigid rod of weight W is supported horizontally by two
vertical props at its ends. One of these supports is kicked out. Pind
the force on the other support immediately thereafter.

2. A winch is used to lirt a load of mass m. The winch is a solid
drum of radius R and mass M. If the engine applies a torque, T, to the
winch drum, what is the acceleration of the load? <

3. Two spheres are connected by a thin, rigid rod (of negligible
mass). The spheres have equal mass and each is supported by a Dprop.
One of these supports is kicked out. Find the force on the other sup-
port immediately thereafter.

4. Three particles are connected at the ends of a "T" made of thin,
rigid rods. A large mass is attached to the base of the T with small
equal masses at each end of the cross on the T. The system is supported
by a prop under the large mass and a frictionless pivot (hinge) at the
juncture of the T. The prcp is kicked out. FPind the force ¢ the pivot
immediately thereafter.

5. A log of length t and weight W rests ua a fristionless slab of
jce. A chain is attached to one end of the log and attached to a truck.
A stake is driven in behind the opposite end of the lojg to prevent it
from "kicking back." Through the chain, the truck applies 2 force P to
the log. 1Is the stake necessary and, if so, whiat is the force on the
stake (at the instant the truck starts up) ?

6. A uniform, thin, rigid rod supported at a 300 angle below the
horizontal by a frictionless pivot (hinge) at one end and a vertical
thread at the other end. The thread breaks loose. TFind the vertical
force supplied by the pivot immediately thereafter.

¢

d4rhe initial problem in the KICEQ problem cluster can be found in the
1978 grasuate scnool examination in the Physics Department at Saskatch-
ewan University, Saskatoon, Saskatchewan, Canada. The remaining prob-
lems in this cluster are expansions of the originas problen.
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The introductory problem is a rod set at each endron a point sup-
port: If one support is abruptly removed, what change occurs instanta-
neously to.the force on the support? when fully analyzed, the force is
found *o be reduced as the rod is starting to fall and rotates. It is
not obvious to most subjects that rotation must be included in the
analysis. Subsequent problems in the cluster are designed to clue them
to the rotational issues. The first problem can be solved as follows:
Before removing the support, the total torgue and. force on tle rod must
be zero. This implies that each pivot provides a force of one half the
weight of the uniform rod. When one support is removed, the total force
on the rod is F = Pp - ng. The total torque on the rod is 1 = mgt/2
where % is the length of the rod. The rotation of the rod about the
remaining pivot point is governed by the equation:t = I(dw/dt)and w (the
anguiar speed of rotatinn) is related to v (the velocity of the -center
of mass) by: v = w?/2. Thus, 1 = mgi/2 = 2Idv/%dt , and we can substi-

tute I = ¢/3m” (for a thin rod) to get:

mgf/2 = 1/3m’(2/8)dt/at = 3/4q

and, since F = m(dv/dt) = Fp - mg - 3/4mg = Fp - mg , then Fp = 1/4mg.
The force instantaneously drops from 1/2 mg to 1/4 mg, a factor of
1/2.

The solutions to prohlems in this cluster are similar to those
above. They may also be obtained easily using the more formalized
Lagranglan or Hamiltonian mechanics.

In all the problems in this cluster, one must calculate botl forces
and torques to determine the linear and rotational motion of the body.
Once this is done, the acceleration of the center of mass and the rota~
tion of the body can be used to solve for a numerical value of the
forces or accelerations. This cluster emphasizes the close ties between
linear and rotational motion.

The source of the initial problem in the cluster is the graduate
school examinaticn ¢f the Universgity of Saskatchewan, Department of
Physics, 1978. This question i{s also modified and simplified for our
use, Many college-level texts discuss similar problems, but typical
problems deal with ladders leaning on a wall and masses at the ends of
thin rods. (See, for example, Preier, 1965, pp. 121-133; Halliday and
Reenick, 1970, p. 203.) Sears and Zemansky (1970, p. 130) emphasize that
such problems must account for linear and rotationzl motion, but never
ask the question as it is presented in the KICKO cluster. Most high
school level texts (e.g., Prciect Physics Course, Rutherford, et al.,
1970) deal only remotely with torques and rotational motion, so it is
exd>ected that undergraduates will be novices in the analysis of thgse
problenms.
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Electrodynanics
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A third cluster titled CURRENTSS asks subjects to differentiate
between currents in wires and beams of charged particles. Subjects are
asked to determine the forces on current-garrying wires when the
observer is (a) stationary with respect to the wire and (b) stationary
with respect to the moving electrons {n the wire. Then the forces arz
calculated for a moving beam of electrons in the wire and in a reference
frame moving along with the cluster peam. The problems in this cluster
are as follows:

1. Two wires, spaced d centimeters apart, each carry surrents I in the
same direction. 1Is there a force felt by a segment of one of the wires?
1f so, what is the direction of the force?

2, An observer is moving along the wires mentioned above at the same
velocity as the electrons (their drift velocity). Thus, the obsgerver
sees *he electrons at rest in her or his reference frame. What force is
felt by the wire in this reference frame? Why?

3. Two :arallel electron beams of current I are emitted in a dua. beam
oscil Jscope from separate electron guns, Do the beams deflect toward
or away from one another?” Why? .

4, Now an observer travels at the same velocity as the electrons
leaving the guns of a dual beam oscilloscope. What force does this
observer see affecting the eleccrons' motion?

5. You have now worked on four problems. What are the physics princi-
ples involved? How are the problems related and how are they different?
Hint: Are there differences between the beam of electrons and a current
of electrons? What forces act on each electron in the two cages?

Por the current-carrying wires, the force on the wires is magnetic.
The magnetic field of one wire or the other, each carrying current
separated by r, is B = I/r. The force on a unit length of current-
carrying wire is P = IB. 1f the currents are in the same direction, the
wires attract, and vice versa. 1f the observer is stationary with
respect to the moving electrons, the current is still present. (The
positive ions are moving by the observer in ¢he opposite sense as the
electrons.) Again, the wires attract If the currents are in the same
direction, and vice versa.
- In the case of beams cf electrons, the magnetic field still influ-
ences the motion of the electrons. However, the electrons of each beam
repel electrostatically. (The wire lis electrostatically neutral in

»

S5phe initial problem in the CURRENTS cluster can be found in Berkeley
Physics Course: Electricity and Magnetism (Vol. 1I) by E. M. Purcell,

1965. The remaining problems in this cluster are expansions of the
original problem.
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charge.) Thus, beams traveling in the same direction repel by the force

P = QNz/!z. This force dJdominates the magnetic force between the
beanms.

In the current-carrying wire problems, the interaction between the
wires is chiefly magnetic. (The net charge on the wire remains virtu-
ally zerc.) In the beam problem, the interaction is both electric and
magnetic, with the magnetic interaction being very small except for
beams traveling at speeds near the speed of light. The bean problem can
be seen most easily by going to a reference frame in which the electrons
are stationary. 1In this frame, the interaction is electrostatic repul-
sion only, The forces remain nearly the same in any other inertial
reference frame except near the speed of light, where relativistic
corrections to time and length cause the force to be different from that
in the electron's rest frame.

+
These problems are easily solved from magnetic™ field, electric
field, and Lorentz force calculations. However, as in previous clus-
ters, subjects must realize the difference between various forces and
when each force is effective.

Subjects tend to mistake a beam of charged particles for a neutral
current. This is the misconception tha. the CURRENTS cluster explores.
When subjects realize the difference between currents and beams, they
then can sort out the applicable force laws. However, if the difference
is not understoud, the calculation leads to contradictory forces (i.e.,
the magnetic force attracts, che electirostatic force repels) and sub-
jects often are left in a quandary. They see two identical (as far as
they can tell) physical settings leading to forces of opposite
direction.

The problems can be solved by the following schemes:

® Calculating forces on the wire and beams from B = §Idl and
F=1xBd2and E = Iq /r2(d2) and ¥ = qE. Here the current
is calculated in each separate reference frame.
Calculating as above, but transforming the fields and currents
from a single refeience frame, using a four-vecto:
transformation.
Calculating as above, but neglecting the positive ion currents
when nmoving with the current-carrying electrcis.

The CURRENTS cluster was inspired by the treatment of the Berkeley
Physics Course, Volume II, Electricity and Magnetism (Purcell, 1965).
This is the only attempt found on the intrcductory level that shows how
fields and currents are transformed as one changes inertial frames of
reference. A similar discussion occurs in Feynman's (1960) “Lecture on
Physics,* and a more advanced treatment is given in Classical Electro-
dynamics by Jackson (1975). The fo:ice exerted on a current-carrying
wire is a typical textbook problem (Halliday and Résnick, 1970, p. 522),
and most texts have problems asking for the force on a beam of electrons
in a magnetic .nd electric field (ibid., p. 553; Sears and Zoemansky,
1970, p. 43°,. However, n0 case was found of two beams interacting
(except in the Berkeley text). Thus, it was found that most subjects

7 C1uol
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are not familiar with the transformations of electric and magnetic
fields to different reference frames.

é
o ~

Quantus Mechanics

The fourth cluster of problems deals with a subject normally
treated in chapters on<"modern physics.” Rudolf Mossbauer (in Eyges,
1965) found that gamma rays from nuclear decay would not be absorbed and
re-excite an identical nucleus. This fails to occur because a small
amount of excitation energy “is lost in the rerdil kinetic eneryy of the
decaying nucleus. This slight 2nergy loss of the photon is enough to
make its energy less than needed to excite another identical nucleus.

_ Pour questions comprise the DECAYS cluster:

1. A free 5'pe-efcited nucleus decays with a lifetime of 10-9s by
emitting a 14.4 Kev 8 ray. Can this 8 ray excite another free 57pe
nucleus from its ground state to the excited state? Why?

2. Recall the previous problem; if the source and target nuclei were
in a lattice of a crystal, could such resonant absorption occur?

3. Which of the following reactions are kinetically possible?
(a) » + e~ + e~ - s
(b) 8 » e + et
(c) e+ et > 8
(@) ¥ + e~ e + e +et -

4, A nucleus of mass M at excitation energy E, emits a photon.
Calculate the frequency of the photon.

The DECAY cluster asks under what conditions the resonant absorp-
tion -can occur. The absorption will occur only if both nuclei are in
lattices of many nuclei and the recoil energy loss or enission and
absorction is vanishinjly small. As one subject said, this was a very
exciting phenomenon when discovered, but its physics was fully under-
stood in a matter of months. The Mossbauer Effect has many modern—-day
applications, but little active research is being done.

The initial question of the DECAY cluster was used in the Univer-
sity of Saskatchewan, Physics Department, comprehensive exam of 1978.
Most modern physics tests refer to the Mossbauer Effect, but ro examples
were found of the calculation requized in the DECAY cluster (e.g.,
Frier, 1965, p. S561; Peymman, 1960, pp. 42-51). Neither Sears and
Zemansky (1970) nor Halliday and Resnick (1970) discuss the Mossbauer

6The initial problem in the DECAY cluster can be found in the Eyges,
L. article, Physics of the Mossbaur Effect, American Journal of
Physics, Vol. 33, 1965, pp. 790-802, The remaining problems are an
expansion of the original problem.
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Bffect, though it would seem to be a nice problem in classical mechan-
ics, s shall be shown. Weldner and Sells (1973, p. 342) discuss the
Mossbauer 'Bffect in their Introductory Modern Physics but again fail
to calculate the energy loss of the photon in detail.

the third question {8 asked to prompt the subject's use of conser-
vation principles. The interaction described in Question 3 can occur
only if momentum and energy can be conserved simultaneously. The sub-
ject i8 required to use these conservation laws in Question 3, just in
case he or she has not used them previcusly to analyze the problems of
Questions 1 and 2.

'E‘o obtain a complete answer, one must calculate the ¢nergy loss due
to nuclear recoil and show that, if the efitire crystal recoils, the
enerqgy loss is small. The calculation can be dcne classically, assuming
correctly that the recoil speed of the nucleus is much less than the
speed of 1light; or relativistically, which requires slightly more
complex mathematics. In =2ither case, the answer becomes: E = B,
(1 ~ Eg/2Mc2), where EBo = excitation energy of the nucleus; M =
mass of the recoiling nucleus. If a single nucleus recoils, one uses
M = 2 GEV/nucleon, and Ey = 10 Kev, and the energy lost will
exceed the resonant band width of most long-lived nuclear states. If
the entire lattice recoils, M becomes 1022 times larger and
{Bo/mc)2 = 1028, becoming insignificant.

The problem appears more difficult than it is. It can be solved
classically by energy and momentum conservation, so long as the energy
of the photon is written as B = x, where p = photon's momentum. The
basic solution is outlined as follows: The decay of the nucleus con-
serves momentum and energy. Assuming the nucleus recoils at much less
than the speed of light, then

mome ntun beforeaﬂ momentum after,

2 = P * Prucleus
¢ = B/c + pp
Pp = -B/c

energy before = energy after, E, = E + p2/2m
substituting for the momentum of the photon, Eq = B + B2/2mc2.
4

Here we can solve by the quadratic equation or assume Eg - B - me2,
and write B = By - Bg2/2me2 = Boll - Bo/2mc?).

As geen above, E°/2mc2 is small, meaning the assumption By - E is goed.

A second, more exact, solution includes the relativistic effects by
writing totai energy as Byp2 « p2cd 4 p2c¢2 for the nucleus.

The solution is slightly more complex, and the result is only slightly
more exact.
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This cluster explores the subjects® ability to uge classg&
approximations to relativistic problems. MNost gtudents are not comfort-
able with these approximations and find difficult solutions to
the simple problems. .

A

~hermodynamics

..
The cluster titled THERMO7 deals with a simple problem of heating
air in a building.

1. We wish to calculate the change in internal energy of the gas in a
roce f£filled with air. 1Initially, the room is at atmospheric pressure
and 09C. The air is then heated to 20°C and air is free to flow to
the outside. I8 there a change in internal energy of the gas?

2. In a problem similar to the last one, we begin with a cylindrical,
frictionless, massless Piston above a one liter cylinder of air. The
alr 18 heated from 0° C to 20°C. How much energy does this use?
What 18 the change in internal energy of the gas? Is there a difference
hetween the input energy¥ and the change in internal energy of the gas?

3. Typical heating systems cycle over 30p to 5°F, heating tLhe
room's air after it has cooled off significantly. Can you suggest 2
more efficient way of heating the air? That is, how can we minimize
energy consumption in space heating? :

4. Can you design a more efficient shelter to minimize energy con-
sump tion?

The subject is asked to calculate the .change in energy of the air
in the room as it is heated from 0°C to 20°C. At first glance, the
problem appears trivial: Calcalate AU = mcAT, where m-is the mass of
air in the room, ¢ is the heat capacity of the air, 4T the change in
room temperature, and AU the change in energy. One must assume the gas
remains either at constant volume or pressure. (The heat capacity
differs for the two cases.) Then, substitiiting reasonable values for the
unknowns, the answer is obtained. .

However, the gas must expand as it is heated. Thus, some of the
air leaks out of the room and one must account for this loss of air when
calculating the change in internal energy of the room. The correct
solution to this problem would sse the heat capacity at constant prec-
sure. Also, the volume of the heated 9as must be calculated. A possi-
ble solution would be as follows:

.

N *

L 4
Trhe initial THERMO problem was derived from Sommerfield's discugsion
of the second law of thermodynamics in Thermodynamics and statistical
mechanics, Academic Press, 1956. The remairing problems in the ¢lus-
ter are expansions of the original problem.
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Assuming an ideal gas, pV = (m/M)RT

"

p = pressure .M = molecular weight of air
V = volume . R = gas constant
m = mass 2 T = absolute temperature

The change in volume for 0°C to 209C is poVo/P20V20
= Tg/Tag and, at constant pressure, pg " P20, Vo/V20
= T9/Tg. . The change in energy of the gas in the room must be
reduced by the above fraction, since only Vg/Vaqg Of-the air remains
in the room. ' .

«

Since the gas is assumed ideal, the internal enerqgy is a function
of temperature only. Thus, Uy = mgCTo: U20 = my0CT20, where
C is the specifjc heat of the gas and Mg and mzo are the mass of the
gas in the room at that temperature. Since the mass of the gas in the
warmer room is reduced by Vo/v2o, we get: -

U= Uy~ Uz = mgCTo - m20CT20

= ¢[moTo - m(Ve/V20)T20)= Cmo [(To - T/T20)T20] = 0
Thus, no additional energy {g added to the gas in a room as it wams._
The heating pushes gas out of the room. All of the heating energy is
essentially lost.

The solution above is simple and straightforward. The principles
invoked are:
1]

1. An ideal gas obeys the equation state: pV = nRT.

2. The internal energy of an ideal gas depends on temperature only
(i.e., U = CyT). -

An alternate solution may be: Calculate the heat needed tv heat the
room from 00C to 209C (Q - mcpAT). Then subtract the work done
against the surrounding as (W - pAV) to find the change in internal
energy of the gas. The fraction of the gas that escapes the room is
subtracted, resulting in no change in internal cnergy of the gas that
,remains within the room. This would be.more complex algebraically, but
would still result in no change in the energy of ‘the room.

The second question asks to calculate the energetics of expanding a
gas at constant pressure. This emphasizes the concept that energy
(heat) added to a gas causes it to expand. The solution is straight-
forward and shows a gignificent difference between the heat input and
the internal energy, of the gas--\xe difference being the work done by
the gas on the surrounding atmosphere. The third question is asked in
order 'to explore the subject's understanding of the thermodynamics of arn
ideal gas. ‘

The THERMODYNAMICS cluster was derived from Sommerfeld's (1956)
discussion of the second law of thermodynamics in his book Thermodys
namics and Statistical Mechanics. On pages 40 and 41, Sommerfeld poses

’
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. the quescion, "Why do we have winter heating?® After a short analysls he
states, "The energy .content ©of the room {8 thus independent of
temperature, solely determined by the state of the barometer." We have
not found this question asked or discussed in any other thermodynamics
text. Thermodynamics sections of introductory college texts ask
questions similar to Question 2 (e.g., Halliday and Resnick, 1970, pp.
371-374), but the system is always a closed system. "~ Sears and Zemansky
(1970, p. 247) emphasize thermodynamic systems that are closed, but do
not discuss the copnsequences of being an "“open" system. Thus, it is
expected that most subjects will be uncomfortable with their ansusr to
the first problem until they do the second problen.

One important aspect of, the simple solution given above is that
internal energy of an ideal gas is a furction of temperature only. This

principle is emphasized in Halliday ‘and Resnick (1970, pp. 382-384)‘_,

Sears and Zemansky (1970, p. 268), and most other texts. One expects,
however, cthat it will not be evoked as a simplifying principle by most
subjects. This is because it is not an intuitive response to calcula-
tions of energy changes of gases. ’

Some Results and Tentative Conclusions

Twelve subjects, four faculty {in the Department of Physics at
Minnesota, four graduate students in physics, and four undergraduates
majoring in physics, are serving as sabjects in the project research.
These subjects are given the problems in each cluster in a two-hour,
problem~solving session. As stated earlier, results of these session
are tape-recorded, transcribed, and analyzed in terms of lines of rea-
soning employed. Some of the results for the MILKO cluster are pre-
sented next. . .

,Li,nes of Reasoning .

The lines of reasoning employed by subjects in working problems in
the MILRO cluster can be characterized {a terms of solution framework
and solution' parameter. The solution framework consiats of the general
representation that is given to the phenomenon stated in the problem.
This representation is of two types:

1. Bach problem is attacked as a single system throughtout the problem-
solving process--this is called a Type 1 solution framework. In the
MILKO problems, this means that subjects do not distinguish between the
mixed and separated states of the fluids in the containers in their
\reasonlng steps or in their calculutions.

2, Bach problem is at-acked as a gserius or sequence of states with the

emphasis on the transition or comparison between states--this is called
a Type 2 solution framework.‘ In the case of the MILKO problem, this
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means that subjects consider the mixed and unmixed states of the fluids
separately in their reasoning steps and in their calculations.

The solution pacrameters employed in solving a given problem consist
of the physics principle or principles, often equations, upcn which the
answer depends. In the cass of the MILKO problems, two distinct param-
eters have been identified. One parameter is based on the concept of
pressurc defined as hydrostatic height, P = pgh. The other parameter
is based on the concept of pressure defined as force and formalized as
P = P/A.

The parameter based on pressure defined as hydrostatic height can
be further subdivided into two types:

The pressure at the base is expressed as the sum of the densities
ané heights of the corresponding fluids, P = ZIpjghy. This is
called a Type 1 solution parameter.

The pressure at the base of a container is expressed as an instance
of Pascal's general principle, namely, that the pressure in two points
at the same level of liquid is constant. This is called a Type 2 golu~
tion parameter.

The parameter based on the pregsure defined as force can be further
subdivided into two types:

The pretlure at the base is the weight (force of the liquid above
the base) divided by the area. This is called a Type 3 solution
parareter.

The pressure at the base is the weight of the liquid in the vessel
plus the forces exerted vertically by the side walls--this is called a
Type 4 solution parameter.

The above solution frameworks and solution parameters can be com~
bined, since problem solving consists both of choosing a framework and
selecting a solutics: parameter. This combination yields eight possible
lines of reasoning for solvind problems in the MILKO cluster. These
lines of reasoning are shown in Pigure 1, on page 104, and characterized
briefly bejow. (The first number in parenthesis refers to the type of
solution framework; the 8Second number refers to the type of solution
parameter.) ‘

(1,1 This is unlikely to exist, because as 800N asg pressure is explic-
itly expressed as the sum of hy, Py, and g, the two, states have
to be considered separately.

(1,2) Since this line of rezsoning involves general principles it is
likely to appesr as a startirj point. 1t does not lead tc the right
solution. The subject thinks of the prcblem without referring to the
two rtates and racalls the general definitions and the relation of
pressure to density. Based on the fact that, before and aftér mixing
the "stuff” above, the base is the sams and equally distributcd, he or
ghe gives the wrong answer.

L4
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P = pgh P = F/A ~

E

O

/ENSITY)\ (FORCE)
P = Eplgh Pascal's Pwm P/}\ ‘P = 2"1 + EFj
Principle )
l Side wall forces

(1) @ (%)) (4)

System (1) @ 1,2 1,3 N\
AN

State (2) 2,1 2,2 2,3 2,4

£ Unobserved lines of reasoning
* I Successful lines of reasoning

Pigure 1. Pramework for Characterifing Lines of Reasoning

(1,3) The general definition of pressure is recalled by the subject.
The pressure as total weight of fluid cver area is the same in both
cases. The answer is again wrong, as with any solution involving a
system framework.

~ny

(1,4) Again, this one is unlikely to exist. 1If the subject rccalls the
role of side wall forces, he or ahe typically sees that they are dlffer-v
ent in the two cases, s0 that they must be worked out independently.

(2,1) The relationship, P = Ipjighy, is used to study the two cases
separately. This line of reasoning can lead to a correct soluticn both
in a calculation problem, as well as in a general one (without numbers).
Por example, the subject assumes that the average surface of each liquid
will b treated as a parameter of the problem (i.e., assuming the sub-
ject does not work with a cylindrical vessel).

(2,2) This line of reaBoning is difficult to distinguish from (2,1).
The difference is that here the subject only recalls the general pres-
sure relationship without working it explicitly, in which case he or she
is using (2,1). Thus, (2,2) cannot give the correct answer and {s
likely to represent an intermediate rather than a final stage in the
reasoning process.

i 10{) 104 .
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(2,3) The definition of P = P/A is appiied separately for the different
states. It can lead to a correct solution only when applied carefully
he—calculation problems. It usually comes together with the visual-

ization of the central column.

(2,4) The subject recalls that the force exerted on the bottom is not
due to the weight of the fluid alone, but also to the vertical forces
exerted by the side walls, This line of reasoning can lead tc a correct
solution both for a general problem and for a calculation problem.

. Six of these eight lines of reasoning are plausible means of
attacking the MILKO problems. These six lines of reasoning are illus-
trated as szguences of problem-solving steps in Pigures 2a, 2b, and 2c,

below and on the follo@_page.
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The MIIKO Cluster

.,

The first question asked is how suQ}Ects responded to the cluster
of problems. PFigure 3, which presents the average number of problems
solved by subjects in each group, shows that the more expert subjects
solved more problems in the cluster than the less ekpert subjects. The
diffe e in average number of problems solved was greater between

4
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graduate students and undergraduates than between—graduate—students and

professors., The data in Figure 3 tell only part of the story, however.
tn addition to knowing how wony problems in each cluster were gsolved,
the investigators are &l.0 interested in which problems were golved, the
point in the sequence of problems at which a correct solution first
occurred, and the :ine of reasoning used to achieve a correct solution.

4.01

Mean Problem-Solving Score
%)
o

Under- Graduate Professors
graduates students

SUBJECT GROUPS

Figure 3. Mean problem-Solving Score for Subjects in Each Group

Figure 4 shows the lines of reasoning employed by the undergraduate
subjects. Pligures 5 and 6, on page 109, provide similar information for
graduate students and professors, respectively. According to Figure 4,
four of the six plausible lines of reasoning were used by undergraduate

subjects, Two of these lines of reasoning {2,1 and 2,3) resulted in
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success and two others (1,3 and 2,2) did not. Figure 4 also shows that
some lines of reasoning were begun for one problem in the cluster and
then dropped in favor of a different line of reasoning in a subsequent
problem. .

In the case of some problems (ERLEZNO and CALCULO), a particular
line of reasraing was abandoned within a problem and replaced by one of
the alternatives. One tundergraduate hit upon a successful line of
reasoning in the ERLENO problcm and another undergraduate adopted a

O
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successful line of reasoning In the CALCULO problem. Both—of-the—suc-
cessful lines of reasoning used by the undergraduaten were based upon
representation of the problem in terms of states rather than a system,

UNDIRGRADUATIS

{z2,4)

}

States

PORCL

2.m
——

LA

-

T
c /S -

|
i
h

System
—

—

LANMITY

States
|

(d,d)

fs1) -

RILKO LRLENO CALCTLO REVERSO NCWLO CANDLEO

Figure 4. Lines of Reasoning Used by Undergraduates

and both successful lines of reasoning employed a density, rather than a
force, solution parameter. Three of the undergraduates worked the
original problem in the cluster the same way, namely, by adopting a line
of reasoning (1,3) based zpon P = F/A and a representation of the prob-
lem as a single system rather than as a series of states.

Pigure 5 shows that all the graduate students were successfuls they
were also more similar to each other thun undergraduates in the lines of
reasoning they employed. Like three of the undergraduates, all of the
graduate students began with line of reasoning (1,3). Unlike the under-
graduates, the graduate students did nov pursue this unsuccessful line
of reasoning beyond the CALCULO problem. In the case of the professors,
Figure 6 shows that all subjects were successful, although, 1like the
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undergraduatas ‘aid graduate students, they began with line of reasoning
{1,3). Three out of four professors Pursued the same line of reasoning
(2,1) once they achieved a correct solution.

Taken together, Pigures 4, 5, and 6 also show that some lines of
reaconing were used more than others, and that two lines of reasoning
(2,1 and 2,3) in pdrticular led to a correct solution. Undergraduates
considered successful lines of reasoning less often than graduate
students and professors, and even when they considered them, such lines
of reasoning were more likely to be abandoned by the undergraduate
subjects. ,

The final aspect of the data that should be presented corcerns the
impact a line &f reasoning had upon the behavior of subjucts in ea=h
group. ExXcerpts from protocols given by subjécts were chosen to illus-
trate the effect of various lines of reasoning on subjects' thinking
based upon the acceptability of the result they generated. These
excerpts are presented in Pigures 7, 8, and 9, on pages 111 and 112.
Undergraduates tended to accept, but not understand, the result provided
by their calculations (see Pigure 7). Graduate students were convinced,
on the basis of their calculations, and were successful if they hit upon
a line of reasoning that permitted a correct solution. This solution
behavior is shown in Figure 8. Professors, on the other hand, were both
able to identify the implications of a correct calculation and also
generalize it to other situations. Thus, professors would often create
the REVERSO example for themselves on the basis of their CALCULO
response.

An interesting exception to the behavior of subjects in the expert
group occurred for subject 12, who obtained the correct calculations in
the CALCULO problem, but refused to bellieve them. This individual
essentizlly adopted a parallel solution strategy in which he followed
through (correctly) on the implications of his CALCULO response, i.e.,
be did subsequent problems correctly. As the more extended excerpt from
his protocol in Pigure 9 shows, however, he treated this aspect of the
solution 28 hypothetical, maintaining to the end that the pressure under
any of the conditions in the cluster would not change!

Implications Por Science Teachfng

; ' .

Because a particular effort of instruction cannot cover everything,
there is always a question of selection or covurage. Presumably, selec-
tion from among the things that might be taught is done to foster trans-
fer to new content and application. The good news is that such selec-
tivity reduces what must be taught and makes day-to-day activities of
instruction and learning manageable. The bad news is that concepts or
ideas may be left out that cannct readily be filled in on the basis of
what is learned. Since little guidance is offered other than tradition
in how to select material for textbooks, there i8 a risk of repeating
past migtakes. This seems to be the case in the types of problems here.

110 :
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. CALCULO

. . . The pressure above will. be iess--or the pressure on the
bottom will be less in the second one, because the total pressure
above it . . . Now I have to explain why I got that answer, right?

Okay, the pressure would be different by . . . {under his bréath)
.73, that's equal to 23 . . . 32 times oh 9.81 is equal to, no,
that's grams. We want kllograms, sc that would be .032 times 9.8l
15 equal to . . . -032 times 9.81 is equal to .314 newtons per Cm.
squared. And the reason for that is because in this one . . .
(pause) This one would have 2 . . . The separated state would have
2 lesg . - . less of a density--or less of a pressure on the bottrm
than the unseparated state, the mixed state, because . . . there's
less welght total above th* hottom in the separated state than

there is in the mixed state. There this pressure would be less . . .
.« . ". SO WHAT DO YOU CONCLULE FROM THAT WITH RESPECT TO THE OTHER
PROBLEMS? DOES IT ALTER YOUR ANSWERS?

. « . No, it doesn't, because in a uniformly shaped container the
pressure on the bottom . . . is joing to be equal . . .

]

S

Pigure 7. Sample Protocol from One Undergraduate

REVERSO
. . ..But this prucedure (the cluster) helped me to understand the
original problem . . . I 2zsumed that the shape was independent--
but as I go through the problems, then I see that the shape is
important, and we had to consider what shape had more pressure for
the separated state and what shape had less pressure for the sepa-
rated state. So this is a very good procedure . . .

pPigure 8. Sample Protocol from One Graduate Student

O
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MILXO

. + » The pressure near the base of the bottle does not change
because the pressure is the ratio of the fo;ce with which the
gravity pulls on the contents of the bottle and the surface of
the base of the bottle. Because both of these remain constant,
the pressure should not change . . .

.ERLENO

. + . The problem reduces to the previous one, of which we already
know the answer. And the answer is, that the pressure on the -
bottom does not change . . .

CALCULO

. +» » The thing is--the problem is that because the masses are
the same in both cases the pressures have got to bz the same,
there's no way around that. So, I'm essentially sticking to my
guns as far as the previous two problems are concerned. Point
being that I would rather distrust my calculations than conserva-
tion of mass . . .

REVERSO

. + « The easiest way to do this I should have thought, again on
the assumption that the previous stuff is right, is going back to
this stuff about doing it in columns, and design a vessel in such

a way that the narrowest part would be at the bottom. And then,
again on the assumption that this is right, that kind of separation
would lead to an increase in pressure upon geparation . . .

BOWLO

. » » It would increase upon separation, the reason why, I have
already discusced in the previous problem . . . (REVERSO) . . . one
would be led to believe that the shape of the vessel is the one
thing that is important, in particular, it is important whether the
top of the vessel-frec surface is broader or narrower than the
bottom. Since, in the other case, the top is narrower than the
battom, in a bowl the top is broader than the bottom, and therefore
one would expect the pressure to increase . . .

CANDLEO

. . . Okay, my real answer is that, sticking t. ay original guns,
the pressure wouldn't change.

N4
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Pigure 9.

8anple Protocol from One Professor
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It makes perfectly good sense to clioose as eramples for instruction
just thope Instances of concepts or principles that seem most readily-
apparent. The results of instruction designed ar6und stich “"clear cases®
may be, however, that students are not ‘able to either £ill in or gener—
ate the details necessary to m~ze application in nonprototypical situa-
tions. Although ®clear cases® imply wide generality, they may not
*work® in particular situations. In the case of the MILXKO problem
presented here, a situation i: encountered in which the general proto-
type "Pascal's Principle” holds only for homogeneous fluids. This is
stated .in textbook discussions. The fact that one might encounter
nonhomogeneous fluids in oddly-shag2d containers i= simply not
addressed.

>

The issue for teaching is, simply, that one may need to consider
nmuch more carefully than previously whether examples foster the kind of
transfer they are believed to do. The difficulty is more than simply
choosing different examples, since any prototype could, in theory, lead
to the same sort of difficulty. Rather, what the data suggest is that
one may need to deal more explicitly with exceptions and elaborations of
the prototypes presented here. The goal of instruction is not only to
enlarge the vocabulary of prototypes over which students have mactery,
but also to provide sufficient detail so that each prototype can be used
in the domain of situations to which its principles and concepts apply.
If experts are more successful than novices in applying what they know,
it is in part because their knowledge is more richly detailed and penum-
bral than that of novices (Bromley, 1980). The work presented in this
paper suggests that a dependence upon "clear-case” thinking may occur in
arvas of subject matter covered in introductory college physics as well
as at more advanced levels, where the prototypes themselves may be more
difficult to learn, quantum mechanics, for instance.

Research such as that begun at the University of Minnesota may have
its greatest impact upon the field of science teaching through the
{dentification and Study of “holes®™ in the cognitive fabric wove.. by
experience in a discipline such as physics. By understanding better
what such holes are like, the lines of reasoning that support them and
the lines of reasoning that overcome them, attention can be focused upon
what should be taught, as well as wha. should be learned, in the science
curriculum,
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.- CHAPTER 8

DWDERSTANDING AND PROBLEM SOLVING IN pEYSICS]

- Jill H. i.arkin, Carnegie-Mellon University

Introduction ~

This paper is about what cognitive psychologiscs are brginning to
know about how, people learn to use formal quantitative knowledge, such
as knowledge of physics principles, to relate and describe real-world
phenorena. Such spplication of formal knowledge is central to meaning-
ful use of mathematics or sclence of almost any level. The work
described here has its theoretical roots in modern cogrnitive psychnlogy,
particularly in the branch called information-processing psychology.
rhe basic view is that human cognition consists of the sophistlcated
processing of immense amounts of information, both information coming
into the system through sensory organs and information stored internally
in the brain. A good description of this ! sic view of the human nmind
is given by Simon (1979).

‘Most researchers in this area of psychology are concerned with
tuilding precise .models of relatively limited aspects of cognition.
This aim has two consequences for the way research often proceeds.
»irst, mental processes are traced in detall, often by using think-aloud
protocols (transcriptions of an individual's comments as he or she
thinks aloud while performing a task). These processing traces are very
different from performance data (e.g.. test_ scores). Furthermore, the
traces are often not Aaveraged to give mggregate results, but used
digectly as the input for formulating nmodels of individuals. The gecond
-implication is that the 1« conatructed are mathematically formulated

lpnhe introductory paragraphc and the literature review in this paper
were originally pagja of a D=zer titled "The Cognition of Learning
physics,” American rrial of Physics, in press, 1980. The discus-
sion of nalve and scientific representations, and of export-novice
differences, was criginally part of a paper titled "Understanding,
problem Represertations, ‘and 8kill in Physics,” dellivered at the NIE-
LRDC conference on Thinking and Learning Skiils, to be published as
part of the ptoceedings of that conference.
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and, because they are complex, thay are usually implemented on com~
puters. In the last ten years, the computer has given researchers a
tool for mathematical modeling that is both precise and capable of
handling the complexities required for at least first-order models of
human knowing and learning.

In the recent past, cognitive psychology has developed immensely in
exciting nevw directions. Ten years ago, studies in problem solving were
only beginning and were largely concerned with how people solve puzzles
or plzy games. Since that time, a large amount of interest has devel-
oped in problem solving of the kind done by students in various science
and mathematics courses. The reason i8 clear. As psychologicts began
to understand the mechanisms of problem solving in simple and con-
strained sgituations (puzzles and games), they became ready to extend
thelr theories to richer situations. However, they weare not ready to
take on the full complexity of problem solving done by professionals, or
by individuals, in their personal life.

Textbook problems form a large an? readily available set of prob-
lems that have been designed explicitly to capture some important
features of real-world problems, and to be manageable for use in the
classroom and, therefore, also 1in the psychological laboratory.
Furthermore, the domains of science and mathematics (in particular,
physics) have had more appeal than less structured domains (sociology,
English literature), because the former domains are tautly organized
around a relatively few, readily identifiable principles, a structure
which faci).tates understanding the psychological mechanisms of problem
solving.

The trefid has been from puzzles to structured textbook problems and
is now beginning to address, first, the process of learning to solve
problers and, second, open-ended problems more closely resembling those
that might be encountered in real professional situations. In general,
information-processing models have stressed cognitive factors, in con-
trast to soc¢ial or emotional factors; but as the ability to understand
mental phenomena increases, it is becoming possible to model some of
these factors as well (Fiske and Linville, 1980).

This paper first discusses a sequence of work addressing the role
of understanding in solving physics problems. In particular, the
"scientific” understanding used by scientifically experienced individ-
uals seems very different in content from the “"naive" understanding
characteristic of less experienced people. This difference in under-
standing <zelates to importent differences in the problem-solving
approaches of experts and novices in science, differences that are
beginning to show us what knowledge is essential for expertise.

The later sections of the paper provide a brief review of litere-~

ture relating to the psychology of learning and knowing in scientific
domains.
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Naive Understanding

4 .

To make the discussion more concrete, consider the following prob-

)

A toboggan of mass m starts from rest at a height h above a
valley down a perfectly slippery hill. As shown in rigure 1, the tobog-
gan then moves up over a hill with a circular cross section of radius
R and a top located a distance y above the vallcy floor. What is
the height h if the toboggan just barely leaves the snow surface at
the “cp of the circular hill? s -

Pigure 1. A Toboggap on a Slippery Hill .

What Jappens when an individusl reads and understaads this
przoblem? Any understinding involves processing the string of words in
the problem to c¢onstruct some internal rercesentation consisting of
entities and relaticgs between them. These entities must be meaningful
in that they are cConnected to many okther entities in the memory of the
understander. It is necegsary. to distinguish among several kinds of
understsnding based on the nature of the entitigs used in the internzl
representatior of the prtiblem. Most people prubably construct for the
preceding prodiem what could De called r naive representation, composed
of entities related to familiar situations. Pigure 2, on pace 118,
suggests elements in auch a representation: The concept of moving is
central. Three locations are “mentjoned, and for each there are
attributes of the motion, stch as starting from rest, moving fast, or
the roller-coaster sensation of just skimming the top of a hill. M more
2dequate reflection of how people represent this problem would be much
xore complex and would certainly be different for different
individuals.

The important point is that, although it is criivd naive, this
every-day repre‘ientaticg of the problem is not trivial, ani constructing
it depends cn a lot of pre-existing knowledge about tobog¢ans and other
things (e.g., roller coasters). The importance of rich, intensely
struyotured knowledge in understanding all prose is being explored
intensively in the development of conputeh‘inplenented language

. v
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Pigure 2. A Naive Representation for the Toboggan Problem

understanders (Shank and Abelson, 1977) and in studies of how people
understaid stories (Rumelhart, 1975). ‘This paper is concarned less with

. .this naive understanding than with the special kind of understanding
that comes from the knowledge possessed by individuals trained in
acience. e

Scientific Understanding

The kind of urderstanding described above involves simply building
gome internal representation of the important entities and relations in
a text segment. 'As described above, this kird of understanding is far
from trivial, and doing it effectively involves a great deal of knowl-
edge pbout what kind of eq&itlei and relations are Iimportant. However,
the kind of understanding ~discussed above is still not sufficient to
solve probleme, .

In solving physics problems, the oberat:ors for producing new infor-
mation involve physics principles, relations that allow the géneration
of new infordation from existing information. Solving a Problem con-

¢ sists of applying a sequence of these principles until the desired
information is ‘generated. The difficulty is that the operators, as
usually taught and used by expert solvers,joften o not act directly on
naive problem represantations. Por e le, thé toboggan problem

PP
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discussed earlier can be solved through some combination of the follow—
ing main principles: i R

< .
L] The total force on a system is equal to its mass times its
acceleration. N

[ The total energy is conserved for a system on which no non-

conservative forces act.

But a naive representation for these problems, one constructed by a
novice solver, (Pigure 2) does not contain any forces or energies or
systems. These entities are physics entities. They can be added to a
problem representation only by a solver who-has gpeciai knowledge of how
to construct these entities from those appearing in the naive problem
representation. The term scientific representation will be used for
representations that include entities such as systems and forces that
appear in some scientific discipline (physics) but not in the naive
understanding of untrained individuals.

Pigure 3 shows a hypothesized scientific representation for the
toboggan problem. The representation for the atwood-machine problem is,
in fact, very similar to representations built by PH632, the physics
problem solver built by John McDermott and Jill Larkin and intended to
replicate major steps of the work of an expert solver (McDermott and
Larkin, 1978).

System .
{toboggart}
gorce ©
=0
/ (o‘°°N b
/ ' . 2
state ! state 2 acceleration V/R
/ \ \ Q
potential kinetic potential  Kinetic é,*‘
energy X energy energy energy D
mgh desired 0 mgy known 1/2mu?

Pigure 3. Scientific Representation for tha Toboggan Problem

‘The scientific representation is more abstract than the naive
representation, since many entities in the naive repregentation corre-
spond to one scientific entity. For example, any object or collection
of objects can be a system. Any contact (or other interaction) between
systess can be characterized as a force. This abstraction is central,
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even key to making unfamiliar problems familiar., Two problems with very
different naive representations can have identical scientific represen-
tations. Thus, if one has the knowledge to solve one of them in its
specific representation, the other problem becomes trivial once the
scientific representation is constructed. For example, the scientific
(energy) representation of a freely moving pendulum is identical to the
scientific representation given in Figure 3 for the toboggan moving down
the hili,

Abstraction, of course, comes in varying degrees. For example, the
physics problem-solving program, ISAAC, developed by Novak, uses as its
main problem representation gomething between the naive and scientific
vepresentations described in this paper (Novak, 1376, 1977; Novak and
Araya, 1980). The entities in ISAAC's representatione are idealized
real-world objects, for example, perfectly rigid levers and noncompress-—
ible supports. ISAAC does ndt construct a more abstract physical
representation involving entities like torgues that do not correspond to
real-world objects. Instead, its operators act directly on the collec-
tion of {dsalized objects to generate sets of equations.

Once a scientific problem representation (like the one in Figure 3)
is constructed, it is relatively easy to imagine how operators reflect-
ing knowledge of physics could act to produce equations needed to find
desired values or expressions. Por example, for the toboggan problem a
full statement of the principle of conservation of energy is:

If a system goes from one state to another and no work is done on
it, then the enezrgy of the initial state equals the energy of the
final state.

This statement provides a template for an equation that can be
written using expressions or values for the lnlt%al and final energies
of the toboggan, entities that appear in the relevant gcientific repre-
sentation (Pigure 3). The resulting equation, mgh = 1/2mv2 + mgy,
provides a large part of the solution of the toboggan problem. "

To distinguish the equations used to solve the problems from the
scientific understanding of the problem discussed earlier, these
equations will be called the mathematical representation of the problem.
Mathematical representations are still more abstract than scientific
representations., In other words, one entity in a mathematical represen-
tation, e.g., an equation in a particular form, can characterize
scientific representations for several different problems. A striking
example is an alternating-current circuit with capacitance and induc-
tance. Campared with the pendulum and the toboggan problems congidered
earlier, this situation has a very different naive representation and a
substantially different scientific representation, but it has an identi-
cal mathematical representation.

1.2 5
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Expert-Novice Differences

This sequence of problen representations (naive, scientific, mathe-
matical) has been described with the aim of stating and supporting with
evidence the following hypothesis: v

The central difference between expert snd novice solvers in a
scientific domain is that novice solvers have much less ability to
constriuct or use scientific representaticns.

The mos. easily interpreted evidence is that of Chi, Feltovich, and
Glaser (1580}. They £ind that, when asked to sort physics problems into
categories, inexperienced solvers use categories corresponding to what
is called Lere a naive representatlon of the problem. Specifically,
their categories corresponded to objects mentioned in the problem, such
as wheels or inclined planes. In contrast, experienced solvers sorted
problems according to what is called here a sclentific representation,
with categories COrrespond_ing to force probleme or energy problems3.

A second source Oof evidence is the puzzling, but now repeatedly
documented phenomenon that when generating equations expert solvers tend
to work "forward" starting with equations that involve mostly known
quantities; while novices work "backwards" starting with an equation
involving the desired quantity (Larkin, McDermott, Simon and Simon,
1980; Larkin, 1980a). Por example, the computer-implemented problem
gsolver, ABLE, in its more ABLE and less ABLE forms, produces problem
solutions with principles applied in an order characteristic of more and
less experienced human solvers (Larkin, 1980a, 1981). Table 1 shows the
order in which ABLE would apply principles to solve the toboggan
problens.

Table 1. Order of Principles Applied in Typical Expert and Novice
Solutions to the Toboggan Problem

HOVICE EXPERT NOVICE EXPFT
v, = mgh Fg=m Kf-Hm_»;z v = may
E =y, Fo=F ' s = ¥R E, = Ko + U,
E, = £, F o-ma Foema E = E,

Ep = Ug * K, a = ViR P o= F E, = U,
U, = mgy Kf'5ﬂ2 Foom U, = mgh

In the novice solution, typically the first principle invoked would
be one involving the desired quantity h (italicized in Table 1).
Since this equation introduces an unknown quantity Uj (the initial
potentlal energy of the toboggan), U; becomes a &esired quantity and
cues the access of some principle involving it, here Efy = Ui, the
total energy of a systm equals the sum of its individual energies. The
remainder of the principles in the novice column are prcduced by this
search prpcedure. Underlining indicates a currentiy desired quantity.
This strategy is a general means-ends strategy applied to a mathematical

121




Q

ERIC

Aruitoxt provided by Eic:

representation of the problem. Each equation is compared with the
desired final state of the problem (an equation involving h and only
known quantities). Deviations from this desired final state are reduced
by substituting for them.

The typical expert order for using principles is very different.
Principles are invoked when they cen be used to find a new quantity.
For example, in Table 1 since m and the gravitational constant g are
known, the principle Pq = mg can- be used to find the gravitational
force, i.e., express it in terms of known quantities. Once FPg is
known, P = Po "finds" the value of the total force P. Underlining
indicates newly found quantities. Similarly throughout the solution
process, experienced solvers seem to work forwards in what is called
elsewhere a knowledge development strategy (Larkin, McDermott, Simon and
Simon, 1980; Larkin, 1980a; Simon and Simon, 1978).

Thege results have seemed puzzling because the backward strategy
seems more intelligently directed toward the goal of £inding the desired
quantity. However, this is the case only if one imagines the problem
being solved in its mathematical representation. Tnen, the only cue as
to what would be a useful equation is whether or not that equation would
contribute directly to finding the desired quantity. In that represen-
tation, the means-end strategy observed in novices is probably the best
strategy available.

In contrast, i{f the problem is solved in the scientific representa-
tion (Pigure 3), the first principles accessed are those that use enti-
ties in the naive representation to construct entities in the scientific
representation; for example, Pg = mg and U; = mgh. These are
relations that produce entities central to the scientific representation
(forces and energies) from entities central in the naive representation
(masses and heights). Then, major principles act to relate quantities
that are known or desired in the scientific representation.

Detailed study of novice problem solutions (Larkin, 1980a, 1981)
also reveal that they experience unusual difficulty with the principle:
The total for.: on a system is equal to the sum of the individual forces
on it. Indeed, in 22 solutions produced by 11 novice solvers for twno
moderately difficult problems in mechanics, this was the only principle
consistently misapplied. It is suspected that this difficulty arises
because, in the naive representation used by novice solvers, forces do
not appear explicitly. Thus, they are easily omitted (overlooked) ot
misinterpreted,

Further evidence for the importance of a scientific representation
in the problem-solving processes of experts comes from two detailed
studies of experts solving more difficult problems. In one study, six
subjects, graduate students or professors in phys‘cs, solved a single
difficult problem in méchanics (Larkin, 1977). }-otocols from these
subjects were analyzed consiCering only the initial section, before any
equation was written, presumably before the subject began working with a
mathematical representation of the problem. with the exception of one
subject (who became thoroughly confused and never solved the problem),
each subject considered one or more possible scientific representations.

lo)n' *
s
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Por example, one subject considered thinking about the forces in the
problem or considered thinking about the virtual work in the problem.
If a subject discarded a possible- representation, he or she daid so
without ever writing an equation. If the subject used a selected scien-
tific representation to write a corresponding mathematical equation, she
or he was then aiways successful in using that representatiom, and the
associated equation, to solve the problem correctly. Two subjects
considered just one scientific representation. wWithin seconds after
reading the problem these subjects made a statement like, "I know how to
do this one, it's virtual work." These subjects thus recognized from the
immediate naive problem representation (or perhaps even from the work
strings) what scientific representation would-be appropriate. But note
that they identified a scientific representation (virtual work), and not
a mathematical represgentation (an equaticn).

A second detailed study involved a single expert subject solving
five mcderately difficult mechanics problems (Larkin, 1980b; McDermott
and Larkin, 1978). The aim was to develop a computer—implemented,
problem-solving system that would implement steps analogous to t’.ose
sesn in the protocols of the expert subject. This particular subject
was very articulate and complete in his descriptions. The protocols are
clearly divided into sections that represent reasoning about the naive
representation (blocks and strings): scctions involving forces (scien—
tific representations); and sections involvi * mathematics. Thus, in
building a system to produce solutions analc,ws to this required the
investigators to consider explicitly these different kinds of represen-
tations and to build in capabilities for constructing and using them.

A final set of data that fits with the hypothesis stated above
comes from Clement and his colleagues (Clement, Lochhead, and Soloway,
1979). They find that a large number (47%) of entering engineering
students 4o not solve the following problem correctly:

Write an equation using the variables S ind P to represent the
following statement: “There are 6 times as many students as pro-
fessors at this university. Use § for the number of students and P
for the number of professors."

A hint, "Be careful: Scme students put a number in a wrong place
in the equation," had no significant effect, increasing the percentage
of correct solutions by only 3% to S%.

The student solsers apparently do not have difficulty with mathe-
matical representations; over 90% of them can reliably solve simple
equations. And many clearly indicate that their naive representation of
the problem is correct, making statezents like, "Theze's six times as
many students, which means it's six students to one professor...."

What causes thess errors could be translating directly from a
correct naive representat‘on, six students to one professor, to an
incorrect mathematical representation, 6S = P. What may be lacking is
an intermediate (sclientific) representation of how the number of
students is related to the number of profesgsors in the situation
described. Clement and his colleagues address this issue by asking
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students t{) use an active operation to solve the problem, specifically
to write a BASIC computer program to £ind the number of professors from
the number of students. Writing the program encourages construction of
an intermediate (sciontific) representation reflected by students
statements; fYor example, "If you want to even out the number of students
to the number of professors, you'd have to have six times as many
professors.* .

In summary, problem solving in general, and. particularly in
physics, involves first understanding the problem.- The model of under-
standing presented in this paper is that the solver (human cr machine)
constructs an internal representation of the problem. These representa-
tions depend crucially on the knowladge the solver already has, In
understanding scientific problems, it has beeh argued that two different
representations play crucial roles. Pirst, there is the naive represen-
tation that would be constructed by individuals without special training
in the science. Then, there is the scientific representation that
includes entities known cnly to people with training in the science.

The kind of representation used is crucial to solving Problems,
because it determines the kind of operators that can act. If a solver
works with a naive representation of a physics problem, a representation
that contains no forces, he or she is exceedingly unlikely to consider
initially using force principles and may be prone to errors in finding
forces. On the other hand, if a scientific representation involving
forces has been constructed, then the use of these principles becomes
straightforward.

It has been argued, on the basis of a variety of evidence, that a
central Adifference between expert and novice problem solvers is the
extent tc which they can use these specialized scientific representa-
tions. Relevant data include how experts and novices categorize prob-
lems, the order in which experts and novices access and use principles,
the effect of teaching novices a scientific representation scheme, and
detailed studies of the work of expert solvers on moderately difficult
problenms, ' \

The remainder of this paper turns to the more general issue of the
connection between the applied science of practical education and the
basic science of modern cognitive psychology.

Science Instruction

The field of acience instruction, like cognitive psychology, has
come a long way in the last ten years. .Pirst, there is an’ increasing
use of at least primitive theories of how learning relevant to science
occurs. Examples of such theories include the learning hierarchies of
Gagne (1970), the framework for meaningful learning provided by Ausubel
(1968), and the rich theory of growth and change of Piaget (Inhelder and
Piaget, 1958), A second advance is the development of instructional
formats that can sorve as vehicles for theory-based instruction.
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Examples {include programmed instruction (both printed and computer
inplemented,) the perscnalized system of instruction, or Keller plan
(Green, 1971), as well as a few efforts to design instruction based

.closely on educational theory (Novak, 1979, 1980; Markle, 1969'.

Thus, as cognitive psychology has been developing theories that are
increasingly relevant to science instruction, the field of 3cience
instruction itself has become both more theory-based and better versed
in instruction that is sufficiently systematic that it can be related
tightly to theory. The time is approaching when theoretical advances in
the basic science of cognitive psychoiogy will provide profoundly useful
input into science instruction; and, concurrently, the field of science
instruction will provide an ideal applied test bed for these theories.

However, currently there is still an enormous gap between the
detailed limited. theory-based tests performed in cognitive psychology
and the broad important tasks addresced by science educators. In the
long run it is believed that this gap will be bridged with instruction
thaet is tightly connected to theories, well tested in the laboratory,
much as the design of a bridge is tightly connected to the well~tested
theories of mechanics.

But tight connection between good theory and useful applications is
probably at least five years in the future. Por the present, the mout
useful work involves jumping this gap in the following ways. On the ane
hand, there are cognitive psychologists who study, with increasing care,
important educational problems. They dissect out what seem to be the
essential elements of eductcional problems and use these problems as the
subject of their basic research. These individuals are very directly
involved in building a cognitive theory relevant to instruction. On the
other hand, there are sclence educators who work in a complementary way,
becoming very well informed about cognitive psycholngy and using current
theoretical advances as suggestions for how to design good instruction,
although these suggestiors are very far from any complete prescription.
The following section surmarizes some of this work.

Related Work

There is no wzy to be comprehensive in this review, and its inclu-
sions and exclusions. reflect the interests and biases of the investiga-
tors. It is hoped :hat the following comments will provide some readers
with a summary tha'. does justice to the fascinating and vital nature of
this research and will give other readers the means to begin to explore
it more seriously The area of problem solving and of learning to solve
problems is one of particular interest in current cognitive psychology.
Greeno (1976a, )976b) works in gecmetry and children's word problems.
Anderson (Anderson, et al., 1980) is producing a detailed model of
learning from practice in geometry. Brown and Van Lehn (1980) have a
fascinating model of what can go wrong in children's understanding of
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addition and subtraction algorithms, and recently Resnick (1979) has
been using these insights in developing instructional patterns to remedy
these difficulties.

Artificial intelligence (AI) is a branch of computer science con-
cerned with developing computer software that is “intelligent" in
various senses. Many of the issues addressed thern overlap with the
interests of cognitive psychologists and probably also with those of
science educators, although the technical nature of this literature
makes it difficult to read. Scre of the most promising work has been
done in problem solving in physics by four separate individuals.

Novak (1977) is modeling the development of problem representation
discussed earlier in this paper. His program, ISAAC, can read physics
problems in natural English and construct abstracted problem representa-
tions consisting of standard wheels, levers, etc., which can then be
used to generate equations to solve the problem. De Kleer (1977) in two
different areas provides an exceedingly &isciplined and thoughtful
analysis of the kind of thinking that is required when an expert makes
qualitative inferences about difficult situations. In other papers, he
addresses an area of mechanics and the more complex world of electromics
(de Kleer, 1975, 1977, 1979). Bundy (Burdy, et al., 1979) makes use of
some of the ideas of de Kleer and also standard objects similar to those
of Novak—-ideas which he imbeds in a logical processor based on predi-
cate calculus, Luger (1979) has matched some of the output of Bundy's
system against the work of human solvers. Bundy (1975) has also worked
in the dmain of algebra, and Lewis (1979) has used this framework in
trying to understand the kinds of errors made by human subjects of
algebra.

There is also a considerable body o science educators who interact
strongly with cognitive psychologists and utilize their theories exten-
sively. Lochhead und his colleagues (Lochhead, 1978} are working to
elucidate the natural knowledge of physics that students bring to a
physics oourse. They, and also Champagne and Klopfer (Champagne,
Klopfer, and Cahn, 1980), find that these natural theories persist
throughout physics instruction and often strongly influence what indi-
viduals learn. McDermott, with her colleagues (Trowbridge and
McDermott, 1980a, 1980b), does sinilar work on more datailed questions
of exactly what aspects of physical concepts, like velocity ard acceler-
ation, are understood by beginning university studeris.

Reif at the University of California, Berkelvy, in collaboration
with several students, has done several pieces of intriguing work. With
Eylon (Eylon and Reif, 1979), he addresges the igsue of how organization
in text affscts what students retain from text and what uses -they can
make of that text. With St. John (Reif and st. John, 197V) he formu-
lated explicit goals for the prisics leboratory and designed a full set
of instructional matgrials, :ncorporiting such issues as estimation,
planning of the labofatory, and relating of meanurement to basic theo-
vretical iseuss. With Larkin and Brackett (Rei#, Larkin, and Brackett,
1976) he addresued how students can be taught a general skill for read-
ing scientific text, so that without special help from the unagsembled
text they can reliably retain such importart information as the meaning
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of symbols introduced, typical magnitudes for these symbols, and scaling
properties involved.

In later work, Larkin and Reif (1979) describe an experimental
effort to teach novice problem solvers in physics scme of the strategies
inforrelly observed in experts. Reif (1980) continued this work using
botn atrategies observed in experts and strategies systematically
designed to be as optimal as possible. In related work, Schoenfeld
(1979) designed and taught a set of heuriatics for problem solving in
university-level mathematics. X

Related to the area of Al iz what is sometimes called "intelligent®

;cmputet—asslsted instruction (ICAI). Workers in this area are using
state-of-the-art, artificial intelligence techniques to construct
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sophisticated computer-based teaching systems. An example is the work
of Goldstein (1976), in which a learner plays a game requiring logical
inferencing and is, aided by a coach that not only understands the game
but also has a model of the cognitive and affective state of the
learner. Understandably, much of thia work is supported by computer
companies who hope to be able to market irexpensive but sophisticated
teaching devices in the near future. Examples are the work of Lewis
(1980) at IBM on teaching checking techniques in algebra and that of
Miller (1980) at Texes Instruments.

Developmental psychology i3 the study of how children grow and
change. This area is of potential interest not only to those concerned
with instruction of childrea, but for all who are trying to understand
intellectual growth and change. Over several years, Siegler (Richards
and Siegler, 1979) has studied children's developing understanding of
real-world relations involving proportions. Tl.ahr and others (Klahr and
Siegler, 1977; Klahr and Robl{nson, 1980} have documented children's
ability to solve simple problems. .

Summary

The goal in this paper hus been to give a flavor of the growing
work in information-processing psychology that addresses the fundamental
educaticnal questions of how people meaningfully learn and know. This
hus been done first by describing current work in physics. This work
begins to elucidate the central role of sophisticated understznding in
skilled problex solving.

The issues dircussed here illustrate a”growlng body of work in
cognitive psychology &iihiat has the potential for impact on science
instruction. Although we ave still far from psychological theories that
would tightly guide the design of instruction, the time is fully ripe
for working toward such theories and for beginning to apply such
theories 23 there are. As has been suggested in the review of relevant
studies, this work can proceed f’r‘an both sides of the gap-—with
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cognitive psychologists studying in detail key aspects of instructional
pfoblems and with instructional designers becoming creative interpreters
and elaborators of the thoories that now exist. ’ .

'
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Chapter 9

A

T > IRVESTIGATING SCIENCE CLASSROOMS

.
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Xhe thipd symposium of the conference was based on the recognition
that education, it least in schools, is a social enterprise. It occutad
wvithin a particular set of social contexts: classrocms, schools, school
districts, states, as well as a context that includes federal policies,
teacher education institutions, and culture in general. All of these
contexte impact on tuchcr-utudent interactions in the classroom.

Concern with vmt is “"really qoinq on® has again led to ohserva-
tional studies in intact classrocms. The new approaches to field
studies can avoid the limitations of the action research of the 1930s

.and 1940s by maintapining consistency witn a theoretic basa, Several

0.
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promising thecretic bases are being advocated as appropriate for such
studies: ethnographic, sociological, psychological, and ecological.
Zach has advantages and disadvantages in application to studies of the
complexity of classrooms. JBut recurrent questione, such as, "what is
going on in this science (mathematics) classroom?” need to be addressed.
Theory-baged field studies, to be explored in the three Chepters that
follow, hold grester promise in resolving such questions than did the
espirical studies of the past. .

+ Bloom (1980) has suggested that educational resedarchers should
investigate the "alteuble variables,® variables -that can be changed
throuch intervention to cause an increase in achievement. Time on task
and cognitivs entry are two such alterable variables. Both have been
identified through careful studies in classrooms. Bloom argues that
research to identify such alteuble variables can bring about profound
changes in schools.

.
.

Ethnographic studles in classrooms based on a “constructivist,®
rathar than a “behaviorist,® theoretical trnmrk were advocated by
Magoon (1977). The "constructed worlds® of’ both teachers and students,
thae formulation of descriptions ‘afid/or explanations of objects and
events, were Gefended as essential objects of study for understanding
educational processes. Such studies have been accomplished successfully
using ethnographic methodologies (Cicourel, et al., 1973; Lortie, 1975;
Rist, 1975); yet, ethnographic studies of science classrooms are rare.

Bronfenbrenner (1376) has called intc: question the prevalent
approaches to educational research and has proposed 2 new per tive in
method, theory, and_substance. He refers to this perspective as the
experizental ecology of education. i.Bronfenbrenner contrasts his

’
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' ecological model, which conceptualizes environments and relationships in
terms of Systems, with educational research that deals with person-
environment and environment-envizonment relations by treatingc variables

. separately. . ‘
; .

The three papers presented in the following chapters include both
quantitative and qualitative approaches to investigating science and
sachematics classrooms. Two of the three papers report 3tudies under-
taken from an ethnographic frame of .reference. €

Jane Stallings' major interests have been in studying teaching and
learning in elementary school classroons., Her s8tudies have been
concerned with the improvement of instructiom. She finds that little

R research on teaching has been conducted ‘ in s8cience classrooms. In
. Chapter 10, Stallings points out the need for studies that include
attention to curricular content and the quality of teachers' planning

and execution of-their intentions.

In her studies’ of secondary mathematics instruction, Stallings
found warked differences between instructional patterns in general

. mathematics classes and those in geometry classes. Using the “Classroom
Snapshot,” an objeotive observation system, and observations of teacher-
student interactions, Stzllings found that teachers and students-used—
their time quite differently in these two kinds of clasges. Stallings )
demonstrates that Classroom resetzch such as she had done can be used to
help teachers see what they are doing in class and that such information

* can’ affect instruction in positive ways. '
Jane Stallings recently formed a new organization, the Teaching and
s Learning Institute in “Mountain view, California. Her undergraduate
studles were in elementary education and the natural sciences. She
received her doctorate in child development and elementary education
from Stanford University. Among her publications are Learning to Look:
A Handbook on Classroom Observation and Teaching Methods and "Allocated
Academic Time Revisited or Beyopd Time on~Task."” .

One school of thought *about how best to study the classroom
supports ‘ unobtrusive observation as a major method of study. Perry
Lanier's study of general mathematics and algebra classes relies on this
procedure. His investigations are supplemented by psychometric data
about all students and clinical interviews of a selected group of
students. -

Lanier raises an-issue” of practical, in contrast to theoretic,

research. He argues that research in mathematics and science education

v has lost touch, with the classroom and ignores the knowledge of practi-
tioners. Although he does not define what he means by theoretic
research, it becomes evident that nearly all research studies lacking
classroom observations of one type or another fall into this.catedory.

His major plea is for balance in research approaches, feeling strongly

that current research practices, especially in marhematics ‘education, is
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out of balance, that the theoretic is heavily overrepresented in
research studies.

Perry Lanier is Professor of Teacher/Mathematics Education in the
College of EBEducation and the Institute for Research on Teaching at
Michigan State University. His undergraduate work was in business
administration and mathematics. He earned an M.A.T. in Mathematics
Bducation, an M. Bd. in School Administration, and a doctorate in

- elementary education, the latter from the University of Oklahoma.

Professor Lanier began his career in education in the elementary school,
ceaching in the middle grades, and later teaching science and mathe-
matics in the upper grades. His major research interest is the teaching
of mathematics at the junior high school level. Among his publications
are Animated Mathematics and a chapter on mathematics in Modern

Elementary curricula. A report of the research methodologies he used in
“ a comparison study ¢of general mathematics and algebra classes 1is

presented in Chapter 1l.

In contrast to Lanier, Jack Ear~ley presents a case for the
participant-observer as a valuable approach to research in science and
mathematics classrooms. The plethora of approaches to field or case
studies in classrooms has led Basley to initiate the development of a
cognitive theory of scheol science and mathematics. In Chapter 12, he
sketches the major elements of such a theory, contrasting what he
characterizes as the normal scientist's approach as "outsider” with what
he terms a cognitive ethnography, the "insider” approach. Easley
suggests that human cognition be considered within an ethnographic
context in which the thinking, both immediate and reflective, of teacher
and students is taken into account as part of the cognitive background
that a participant-cbserver uses in observing and interpreting classroom
events and their consequences.

Jack A. Basley is Professor of Teacher Bducation at the University
of I1llinois, Urbana-Champaign. Before completing his doctoral studies
in Science Educatlon at Harvard University, he taugnt physical sciences
and mathematics courses in high schools, junior colleges, and at the
university level. His B. S. degree was in Physics and his M. Ed. in
Science Bducation. His continuing interest in cognition and instruction
led him to spend a year as Visiting Scholar &t the International Center
for Genetic Epistemology at the University of Geneva. Among his
numerous publications are (with Robert Stake) Case Studies in Science
Fducation, and (with J. M. Gallagher) Knowledge pevelopment, Volume 2,
Piaget and Education.

Studies in science and mathematics classrooms represent a very
small portion of the studies conducted in the last 20 years of research
in science and mathematics education. The difficulties of conducting
such studies are apparent in the three chapters concerned with this
problem. Methodological problems continue to confront both research and
research consumer in disentangling the classroom ecosystem from the
observer and all that he or she brings to such an investigation.
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Careful classroom studies can make unique contributions to the
teaching and learning of science and mathematics. These contributions
are of a different genre and add new components to understanding the
subject. In another decade, ethnographlc or ecological approaches to
science and mathematics instruction should be contributing a much larger
pcrtion of research studies than they have in the past.
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Chapter 10

CLASSROOM RECEARCH: IMPLICATIONS FOR MATHEMATICS
AND SCIENCE INSTRUCTION

Jane Stallings, Teaching and Learning Institute

During the 1970s, most of the research on teaching focused on
1. effective instruction in compensatory reading and mathcmatics classes.
The theory was that if the basic skills of low-income students were
improved, their chances to gain meaningful . empioyment would alsc
improve. Because such a large Proportion of funds available to educa-
tion were allocated to categorical aid programs, moS8t of the research
and evaluation funds were directed toward identifying effective
instructional strategies for low-achieving students. Thus, it is impor-
tant to keep in mind that reviewing the f£indings from the research on
teaching in the 1970s may not generalize to high-achieving students.

~

Research on Teaching Basic Mathematics and Reading

One of the most potentially useful variables to emerge from the"
research on teaching during thig era was student time on task. Many
educators are now convinced that if student time on task is increased,
an increase in student achievement will follow. This belief is based on
a considerable amouat of research that focused on the length of school
days, actual scheduled class time, time allocated to academic subjects,
and student engaged time.

:

Length of School Day

The length of a school day in elementary schools or the length of a
class period in secondary schools defines the maximum amount of time
. available for instruction. Within that maximum amount of time is the
actual amount of time that is allocated to reading and mathematics
instruction. Several studics by Stallings, et ‘al., at SRI International
indicate that the length of the school day or the length of class pPeriod
is not related to student achievement in reading and mathematics.
Pirst-grade classrooms in the National Follow Through Observation Study
(Stallings, 1975) varied as much as one hour and 30 minutes in lenqgth of
school day; secondary class periods for remedial reading varied from 40
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. to 55 minutes (Stallings, Needels, and Stayrcok, 1979). Such differ-
ances are not associated with reading or mathematics gain. These
findings indicate that student learning depends on how the time that is

“available is used.

Academnic Time

Although length of school day was not & predictor of student gain
in these studies, the amount of time spent in academic subjects has been
found to be positively associated with gain in mathematics and reading.
In the Pollow Through Observation Study (1975), time spent in mathe-
matics, reading, and academic verbal interactions was rolated to

- achi evement. Time spent working with textbooks and workbooks (as
oppcsed to time spent with puzzles, games, and 'toys) was related to
achievement in reading and mathematics. Time spent in small groups (as
opposed to one-to-one instruction) was also associated with student
academic gain. Conversely, time spent in more exploratory activities
was positively related to scores on a nonverbal problem-solving test and
to a lower student absence rate. Similar relationships were a’ 30 found
in a study of California third grade Barly Childhood Bducation :lasses
{Stallings, et al., 1977). These findings indicate that what teachers
teach and how time is spent make a difference in what students learn.

Research conducted at Par West Laboratory as part of the Beginniag
Teacher Evaluation Study (BTES) (Pisher, et al., 1977) found associa-
tjons between academic learning time and student achievement. Powell
and Dishaw (1980), reporting data from the BTES, showed that the time
allocated to reading and mathematics for second graders ranged from 62
to 123 minutes per day. This time for fifth graders ranged from 49 to
105 minutes per day. The correlation of allocated learning time with
achievement varied from one sub-test to another.

Time oa Task

The amoupt of time stndents actually spend on task is, of course,
related to student gain. Teachers can allocate time in their schedule
for mathematics or reading, but if students socialize and misbehave,
gain will not be achieved. Powell and Dishaw, in the BTES study,
reported that the engaged time of second-grade students varied from 38
to 98 minutes, and that of fifth-grade students varied from 49 to 105
minutes. Student-engaged time was positively associated with studunt
achievement in all tests and at both grade levels.

Stallings, et al., (1979) in a study of secondary classrooms found
a negative relationship between student gain and interruptions such as
the loud speaker or tardy students. Bach time one of those disruptive
events occurred, students' eyes left their work and it took time to get
back on task. In recent reviews and studies, there has been a consis-
tené& in the relationship between time on task and student accuracy
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tates (Berlinger, et al., 1976; Brophy, 1979; Good, 1980; Rosenshine,
1977) .

Allocation of Time to Specific Activities

The body of knowledge emanating from the research on teaching in
the 1970s sudgests that teachers should allocate more time to academic
subjects, keeping in mind ability levels, and students should be kept
engaged in the tasks. Such a recommendation will confirm what most
teachers and administrators already know, However, the recommendation
is not very helpful unless more specific statements are made about how
to engage students and how to use academic time. It is of interest to
know what activitiea occur within a class period, and how the time for
those activities is distributed., 1If a class period has 45 minutes, how
long does it take the teacher to get the show on the road? What is the
balance of silent reading, written assignments, recitation/discussion,
and instruction? Does the distribution of class time across activities
make a difference in student achievement? If so, does thig difference
vary among students with different achieverent levels? ,

A two-phase study conducted in 87 secondary remedial classrooms
found that the allocation of time to specific reading activities signif-
icantly affects student reading gain; further, this distribution of time
affects studentc in specific reading levels in different ways. This
study, Teaching of Basic Readim Skills in Secondary Schools (TBRSSS),
vag funded by the National Institute of Education (NIB) and carried out
at SRI International by Stallings, Needels, and Stayrook (1979).

Focus of Instruction

To whom should teachers focus their instruction: individuals,
emzll groups, the total group? During the last decade, ~onsiderable
energy has been directed toward the development of individualized
prograns. Pederal, state, and local funds have been spent to develop
programmed reading, mathematics, and science books., All of these pro-
grammed materials were aimed at providing children with activities in
which they could progress at their own rates. It was assumed that if
students were working at their own pace through a gseries of sequential
exercises, learning would occur. It did for some students, but not for
others. In general, there has been a great disillusionment in individ-
ualized instcuction. Soue students learn best when new information is
presented to a small group of students who are operating at a similar
pace (Stallings, 1975; Stallings, Needels, and Stayrook, 1979).
Learning occurs when students read aloud, hear others read aloud, and
hear others ask questions and respond. Hearing and speaking as well as
reading and writing help studentse integrate and retain information.
Individualized programs based almost totally on workbooks do not allow
for this type of group learning.
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At a conference sponsored by the Nationil Institute of Education in
1978, where the failure of individualized instruction was discussed with
teachers, teachars reported that they felt relegated to being recwurd
keepers, . Workbooks were relied on to provide instruction for students.
It appears that students need the interaction of teachers, A tsacher
can‘dcvclop_ concepts with a group and can change :xamples or illustra-
tions to coincide with the group's backgrcund experience. If students
d not understand, the teacher can find yet another example. Books or
machines 8o not do that. Books or machines provide opportunities to
practice and reinforce what teachers are teaching, but research suggests
(Stallings, 1975) they are not sufficient to.provide the instruction
that students need.

Interactive Instruction

In the study of time &llocated to specific activities (TBRSSS), it
became clear that teachers who were interactive in their instructional
style had students who achieved more in reading. An interactive style
included providing oral instruction for new work, discussing and
reviewing student work, providing drill and practice, providing acknowl-
edgement for correct responses, and supportive corrective feedback for
incorrect responses. The correlation between interactive instructional
style and student learning was replicated in Phase II of the stugdy.

In summarizing the research on active instruction, Brophy (1979)
states: *Learning gains are most impressive in classrooms in which
students receive a great deal of interaction with the teacher, espe-
cially in public lessons and recitations that are briskly paced but
conducted at a difficulty level that allows consistent success.”

A Comparison of Instructional Styles in Second;ry, General, F
and Advanced Mathematics Classes

.

Mathematics instructlion was studied in 11 San Prancisco Bay urban
and suburban high schools (Stallings and Robertson, 1979). The sample
included 91 classrooms sorted into threce types:

Type I included general mathematics and pre-algebra, required for
high school graduation.

Type II included algebra I and geometry, required tor entry into
the California university system.

Type III included trigonometry, algebra II, and calculus, required
for entry into some university science and mathematics programs.

Bach of the 91 classrooms was observed for three class .periods using a
low-inference objective observation system. The allocation of time to

activities, the focus of instruction, and the teachers' instructional
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styles were recorded. instructional style findings were bazed on
approximately 900 recorded interactions.

The manner in which mathematics instruction differs in general
mathematics and geometry classes can be studied with these data, The
SRI observers informally reported that . general mathematics classes
appeared to be much less task-oriented, and the teachers seemed less
involved in teaching the students. To see whether or not this was true,
we compared the kinds of activities occurring in the Types I, I, and
IIT classrooms.

Data from the obsarvation of activities (see Table 1) indicate that
Types II and III teachers offer more instruction (SS) and discussion
(S6) than do the Type I teachers. They also spend less time doing
classroom management tasks during the class period, such as grading
papers or keeping records.

Table 1. percentage of Occurrence of Activity Variables for Three
Types of Mathematics Classes

All all All

Classes Classes Classes

. Type I Type 11 Type III

VARIABLES x x X

sl :gaztzge:t:ss management, 23,222 20.260 15.175
S4 Making assignments 0.929 1.039 = 2,077
S5 Instruction 14.895 25.353 30.512
| s6 Discussion/review 8.091 20.800 23.216
lSB Written assignments 33,755 14.807 11.122
‘ €3 Test taking 3.865 s.147 2,054
§11 Social interaction 10.610 12.672 13.797
§12 Studsnt uninvolved 11.022 6.252 3.471
s13 Discipline 0.762 0.200 0.040

*Type I = General Mathematics, Pre-algebra
Type 1I = Algebra I, Geometry
Type III = ,.'gebra II, Trigonometry, Calculus

Type I teachers have students doing written assignments (S8) three
times as often as do Type III teachers. Students in Type I classes were
observed to be not involved in any activity (S12) more than three times
as often as Type III students. These data indicate that Type I students
do not receive as much interactive instruction (35, S6). They are given
written assignments (S8) more often, while the teacher does class
management tasks such as grading papers, making lesson plans, or keeping
records (S1). In an SRI study of secondary reading classes, we found a
negative relationship between this type of nonintegactive instruction
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and student achievement. On the other hand, in that same study we found
a strong positive correlation, .63, between interactive instruction
(discussion, S6; and student achievement. This type of instruction is
seen in Type I1 and Type III ‘classes. .

A corroboration of this difference in teaching in Type I cl-.ssés
and in Types I1 and III classes was found when we compared the teaching
behavior of 11 teachers in our sample who taught both a Type I class and
a Type II or III class. Six of these teachers were observed in Type I
and Type II classes, and five were observed in Type II and Type III
classes. These individual teachers' classsroom processes were investi-
gated to determine if differences existed between the teaching processes
for the same teacher in the different types of mathematics classes.

Type I Versus Type II Classes

An analysis of teachers' profiles indicated that all six of the
teachers who taught both Type I and Type II classes tended to assign
more written work to the students in their Type I classes. Plve of
these teachers spent more class time doing management tasks and not
interacting with their Type I students. While all of the teachers spent
more time with their Type II students in questioning and feedback activ-
ities, more interactions regardirg mathematics were observed in the Type
I1 classes for all six teachers.

These data indicated that the same teacher structured her or nis
clags differently for different levels of mathematics classes. In *he
Type I classes, students worked alone doing written assignments more and
the teacher devoted mote class time to classroom management activities,
such as correcting papers and organizing materials. Because of this
type of classroom structure, the same teachers showed less intezactive
instruction wit% general mathematics students than with algebra I or
geometry students. Time spent in instructing was almost twice as much
for the algebra I and geometry classes as for the Type I classes. Type
1 students evidenced more misbehavior and less time on task. The main
difference seemed to be that teachers tended” to be noninteractive with
Type I students, and with Type II students they were interactive.

Type II Versus Type III Classes

Pcr the five teachers who taught both Type II and Type III classes,
no clea. differences were found in the methods used in these classes.
Teachers varied on vhether an observed teaching process occurred more in
the Type II or Type III classes. The teachers in this group interacted
more with the entire clavs when instructing their Type III classes. . In
the Type II classes, the teachers tended to interact more with groups or
individuals. These teachers were also observed conducting more class
discussion in their Type III classes. This might indicate a trend for
teachers to conduct more interactive discussion with students in their
higher level classes and to involve the entire class in the discuassion.
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Discussion

These data reveal findings similar to the analysis involving all
classes in the study. Clear distinctions can be found in the teaching
processes for the same teacher in the Type I and Type II classes.
However, less difference was shown in the masmer in which the same
teacher conducted Type YIr and Type III classes. Tune same teacher tended
to interact less with students in the Type I classes than with those in
Type II classes. Type I students were assigned more independent desk
work while the teacher used class time to correct students' wnrk or
organize materials. Nine of the elev&n teachers led more class discus-
sion in their higher level class.

The implication of this finding is that students in general mathe-
matics classes may not receive the teacher attention and instruction
required to achieve well and continue {1 mathematics studies.

Differential Treatment of Men and Women in Mathematics Classes

A hypothesis proposed was that differential treatmert of men and
women ‘8tudents would be observed in mathematics classrooms and this will
be related to enrollment in advanced mathematics classes. Obs: vation
data were used to study this hypothesis.

Observaticn

Twenty-two geometry classes were the focus of this analysis.
Approximat. ly 508 of the students in these classes were womer. There-
fore, the number of teacher interactions with men and women should be
about equal, ‘f equal treatment was being given. Table 2, on page 142,
displays the 2 -erage frequency of observed interactions of teachers with
male and female students during a geomeery class. These computations
were based on the total of 22 geometry classes in the study.

Though few of th. differences are statistically significant, the
trend is rather clear. Men x»ere spoken to nore often than were women
(P10, Fl1). Men asked more questions (F15, F16) and teachers asked men
more questions (F18, F19). Wcmen volunteered answers as often #c did
men (F34, F35) but the men were called on to resp.nd more frequently
than were women (F40, P4l). Men received a little more individual
instruction (P43, F44) and social inte.action (F54, PF55). Ackawl-
edgement (P62, F63), praise (F65, F6€), encouragement (F80, ¥8}), and
corrective feedback (?100, F10l) were given slightly more frequently to
men than to women'.

The orly variable that occurred more frequently with women was
positive interactions (F104), i.e., teachers smiled or laugheé¢ more
with women than they did with men.
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Table 2. Heaé Prequencies of Interaction Variables for Geomet~y Classes

ALL CLASSES
VARIABLES FEMALE MALE

aAll verbal, student-teacher

interact.ion/math , Fl0 28.69 Fll 46.88
Student «uestion/math F15 5.60 | Flé 6.59
Teacher question/math Fl8 3.72 | F19 4.60
Volunteexr responses to

tezcher/math F34 1.23 | F35 1.67
Teacher response/student

/question/math F40 5.49 | F41 6.32
Teacher instruction/math F43 5.48 F44 6.56
Taacher-student social

interaction FS54 0.97 | FSS 1.41
Teacher acknowledge student/math F62 2.87 | F63 3.59
Teacher praise student/math F65 0.26 F66 0.34
Teacher encourage student/math F80 0.23 | F81 0.26
Teacher-student interaction/

relevaace of math F88 0.00 | F89 0.07
All ccrrective feedback/math F100 8.03 | riol 10.13
Positive teacher-student

interaction . F104 0.41 | F105 0.40
Negative teacher-student

interaction . F111 0.06 | Fl12 0.14

Discussion

Overall, the data in Table 2 support the interpretation that men
students were treated scmewhat differently than were women students in
geometry classes. This is in agreement with Bean's finding (1976) that
showed teachers initiating more contacts with men students than with
women students and with Dweck and Reppucci (1973) who suggest that
mathematics teachers provide more feedback to men. Although we found
such differences, they did not relate to the enrollment of women in
advanced mathemaiics classes. On a questionnaire, women stated they
were more likely to enroll in classes where the instruction provided was
actively interactive regardless of whether the interaction was with men
or women.
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Resesarch on Teaching in Science Classrooms

Are the instic-tional strategies that were found to be effective in
reading and mathematics classes similar for science classes? Very
little research on teaching has been conducted in science classrooms.
We can hypothesize that interactive instruction would be effective, and
that students staying engaged with their tasks would enhance their
learning.

<

+ Whereas drill and practice of basic skills in reading and mathe-
matics were helpful to the low achiever, an inquiry approsch might be
more appropriate for teaching science to low achievers. How should time
be distributed across activities? How much time is spent for demonstra-
tions or experiments and how much time for discussion, review, or
written assignments? How are these variables related to student
achievement in science? To answer such questions, we have developed a
comprehensive observation system to be used in science classrooms.

The observation system is composed of two sections. The first, the
Classroom Snapshot, is 50 named because it records the environment and
the participants in the classroom as if they were being photographed at
one instant. It records every person In the classroom in the activity
tn which they are engaged and shows vith whom they are engaged. The
distribution of adults and students among the activities that are occur-
ring simultaneously are recorded as the observer places them on the
grid, going clockwise - around the room. Essentially, the Snapshot
provides data to asdess the.actlvltles occurring, the materials being
used, grouping patterns, teacher and adult participation, and students
in activities indeperdent of adults.

As shown in Pigure 1, the Snapshot, on page 144, the classroom
activities are listed down the left side .of the page, and the materials
are listed across the top. The observer records the information in each
appropriate circle, recording each unique grouping occurring in the
classroom. A completed Snapshot documents tie number and kind of group-
ings, the activity and materials of each group, and whether an adult is
present.

The letters-at the beginning of each row indicate the placement of
each category of participants in the classrfoom: T = Teacher, A = Aide,
0 = Other adult, I = Independent student. If it is a team teaching
arrangement, both teachers are shown in the activity with the student or
students they are working with when the Snavshot is recorded. The l, S,
L, and ¢ in the bubbles in the row relate to the number of students with
whom the teacher is working: 1 = one student, S = 2-8 students, L = 9
to ond less than the total group, E = Everyone.

The bubbles marked in Pigure 1 indicate that the teacher is giving
instruction to one' student in a workbook. The other students are
working alone in workbooks. An aide is doing some classroom management
task. Five grids are completed each 45-minute period and each class
period is observed three days in a row.
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N Bach Snapshot is followed by a five-minute interaction observation
“that is focused on the teacher. Approximately 30C {interactions are
recorded per class period. >The nature of the instruction gan be
assessed. It is theoretical? Are there demonstrations? ~Are the
ques\bi\ms thought provoking? 1s the corrective feedback guiding and
suppo:t\lve?

The\\qdvantage of objective observation systems such as this are
several. Pirst, observers are trained tc a criterion during a seven-day
session and are checked regularly for acceptable reliability (>.80).
Thue the analyst can have confidence in the data. Second, these data
are easy to use in testing relationships between classroom instructional
strategies and student outcomes. Third, teachers are quite amenable to
being observe’ with such a system since it is a straight count made by 2
person carefully trained to be objective. It is not scmeone's sibjec—
tive opinion of what is occurrinc. The data can be used for staff
developrient as well as for program evaluation. .

The limitations of the objective observation are that the actual
content of the curriculum cannot be described nor can the quality of the
teacher's planning and execution be asgessed. Some combination of
quantitative and qualitative data would be useful to describe effective
science teaching. .

The system described above has been usesd in classes wherc physics,
health, biolcgy, and general sciente were being taught. The interaction
patterns were similar to those reported for the mathematics classes. In
the more advanced classes there were demonstrat}ons and discucsions.
The instruction was interactive. 1In the general science and health
classes, the students were working in workbooks and the teachers were
monitoring, not instructing. Research in classrooms& stiongly suggests
t?at students are more likely to learn in claserooms Where the instruc-
tion is interactive. This sample is too small to make any statements
about science instruction. A study is needed where a representative
sample can be observed,- criterion or normative test data can be
gathered, and student attitudes toward science can be assessed. Effec—
tive instructional strategies need to be identified for each grade level
and science subject.

¥

rranslating Research on Teaching to Teacher Training Programs

[4 Prom qgaervational research, teachers can be given specific feed-
back that shows clearly how they distribute time across activities and
how they interact with students. Pigure 2, on page 146, shows the type
of profile that was presented to teachers of reading in secondary class-
rooms. Similar profiles could be generated for science teachers. The
variables used in a quasiexperiment of Teaching Basic Reading Skills in
secondary Schools (Stalllng/a, Needels, and Stayrnok, 1979) have congid-
erable face validity that makes the findings understandable to
teachers. The fact that the findings were generated fraa clysses
cimilar to the ones in which the teachers were working lent credibility
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STAKDARD DEVIATIONS FROK THE MEAN “

e MEAN POR ALL CLASSES
~ Lass Frequente—— — —*Nore Frequent ALL CLASSES sAM'S CLass ¢

SHAPSECT VARTARLES XICOMMEMDATICN <2 §.D. 1 S.D. ;o “18.0  28.0.> PRE  POST
Teacher class manage/no studants Less O o=y X 28. 46. 07.
Total silant reading Lass O ~{X 08. 09. 0S.
Total reading alouwd Hore x4——————o0 09. 06. 2.
Total vaking sssignments [« 3 0 - X s 06, [T 00.
Total imstruction More O~X{* 10. 19 13
. Tetal atacussion wore X ——e 0 o2, oa. 18
. T6tal practice drill " more x0 ol. 00 00,
» Total vritten sssignamnty oK X0 I 7. 17, 2.
® rotal tevr tiking” Hore x0 2. < oo, 0.
Total social interactiont Less 0 -——x [ NERLE 07.
, Total etudent uninvolved ! Less R e — 0s. ‘18, o1.

Total disciPline oK xo ’ N 00.3 00. 00. "

INTERACTION VARIABLES , * b
Teacher to individual stuctent Yore X —————te—t~ O 89. 48, 113.
Teacher to §70UP« rore . R ' 1. or. 3.
Teacher €O class oK 0 +————————— X ) “. 137, 37.
. Teachor direct questions .rudlnq More X ———t— 0 41, 23. 50.
Student Tesponss, Iealing ™ore X —-—:— g ) 42. 19, 43.
Teacher Praise., support, rsading More X ————tw 0 13 08. 34,
Teacher corrective feedback More X —— O 13 19, 53.
All interactlons/reading More X —— O 208, 230. 304,
All interactions/behevior oK X ——t——— O ?06 ol. . 11.
All intaractions/positive More X e—lO 04 00, 04,
All interactions/negative ok X0 00. 00. 00.
Student cotamnts, assignrent or X0 09. o1. 03.
Al: interacticns/class assignmert Lass 0 +—t—X 69. 144, 17.
TeachsT manage ciass, no student Laas 0 +—t——— X 33, n. 0s.
X = Pre-trsiring observatioh . ,

O = Post-training cbaervation
* = Diraction of change

Pigure 2, Profile of Sam Jonés' Pre~ and Post-Training Observation
\

to the research. The variables used in the study were very specific and
translating them into recommendations for teachers was not a difficult
tzsk. 2ach teacher received her or his own set of recommendations for
behavior change based on three days of observation in a class of har or
his choice.

Por example, we observed Sam Jones' Period 3 class prior to a
series of in-service workshops. He received the behavior profile shown
in Pigure ?. Sam Jones was spending 46% of the class time in management
tasks (see pre-test score for the first variable.) This indicates that
Sam was spending approximately one half of the class time not being
involved with students, e.g., grading pa;’ers or keeping records. The
mean, for all teachers on this variable was 28%. After interpreting the
study findings to Sam, we made the recommerBations shown in the left
column. Our recommendations were to provide more instruction, more
discussion, more feedback, and to do less paper grading and record
keeping ducing the class time.
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A series of six workshops, which were very supportive and interac-
tive, focused on how to manage classroom timey) how to offer activities
for diffarent ability levels,, and how to interact and be supportive to
students. Poilowing these workshops, Sam Jones was observed to be doing
only 7% management ‘activities (see post-test score). His style of
instruction became much more interactive. The profile shows how time
spent in activities changed from one point to another. Interestingly,
Sam had been teaching for 35 Years. He found the changes made his
teaching more fun, and the students became more involved. Overall, the
teachers in this quasiexperiment did change behaviors as recommended,
‘and their students gained more in reading than did a <omparison group of
students in classrooms of teachers who did not attend the workshop.

where to from Here?

For a few years following the announcement of Russia's Sputnik,
policymakers and educators focused their attention on improving science
and mathematics education. A number of exp-rimental science programs
were well funded until the end of the sixties. puring the 1960s, the
civil rights movement was making the general populace painfully aware
that low-income children were not thriving in our schools. In response
to- the neea for improvement in the life chances of this segment of
society, vast sums Of money were channeled into educational programs
serving the economically and educationally handicapped. The primary
focus of these programs was to improve basic reading, writing, and
computation skills. In the early seventies, as funding became limited
hd the effectiveness of the programs was not clear, funds for explor-
atory mathematics and science programs were drastically reduced or
eliminated. .

Baviny witnessed in the 1970s the plunge of the college~bound
students' test scores, many educators and policymakeis ai€ ncw feeling
compelled to reinstate excellency in our high schools. In California,
there is a new focus on the average and above-average student. The
great effort to assirct the low-achievement and handicapped students has
acmetimes led to neglect of the middle and upper segments of our student
bodies. Higher standards for graduation are being ccnsidered for these
students.

The state of North Carolina is trying to find a remedy for working
with these gifted and talented students. They have recently opened a
School of Science and Mathematics. It is 2 free residential public high
school that offers a pre-colleglate curriculun to 150 bright,
technology-oriented eleventh-grade students. The students, 30 of whom
are black, include sons and daughters of farmers, construction workers,
professors, and business people. They were selected out of 900 appli-
cants and were identified as those who have the potential for making
contributions to the fields of science and mathematics. Though the
school has been attacked as being elitist, Governor James B. Bunt, Jr.
(1980) has backed it because, "'m concerned about the loss in produc-

tivity in American industry and the loss of our competitive edge in the
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whole technological field. At the high school level, we simply are not
doing the best job we can do."

Clearly, it is time to focus again on excellence in instruction for
average and ahove—average students. It is important to keep in mind
that all students in our public schools need to be taught so that they
can enjoy and contribute to the fullest extent that they are able. This
means that no"single segment of society should receive the lion's share

*  Of the resources.

At this time in the history of education, we must consider for now
and for the future what kinds of citzens the school system ghould be
developing. wWhat kinds of people are required to solve the problems of
food, clothing, and shelter in a world of expanding population and
dwindling resources. What kinds of technological skills are reguired to
function productively in this society? wWhat kinds of basic and human
skills are required to make democracy work?

-The pendulum of educational emphasis swings back and forth. It is.

important to find a middle position that will allow all ‘students to
thrive and fulfill their potential. Classroom teachers and teachers of
teachers have a special trust. Research conducted in the 1970s indi-
cates very clearly that what is happening in classrooms now makes a
difference in how our children will grow and develop in the 1980s.
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Chapter 11
MATHEMATICS CLASSROOM INQUIRY: THE NEED, A METHOD, AND THE PROMISE

Perry E. Lanier, Michigan State University

Overview

In 1978 my colleagues and I began participant observation studies
in 12 junior high school mathematics classrooms. The classrooms of
primary interest were ninth-grade general mathematics classes, but for
comparative/contrastive purposes we also lcoked in algebra classes,
remedial classes, a combined seventh-, eighth-, ninth-grade class, four
eighth-grade classes taught by the same teacher, and a ninth-grade
social studies class that included a number of students from an observed
general mathematics class.

Our studies were driven by the consensus among secondary mathe-
matics teachers and chairpersons or supervisors that ninth-grade general
mathematics classes are unrewarding experiences for both teachers and
students., Purthermore, the consequences tignificantly affected stu-
dents® curricular decisions throughout high school and constrained their
opportunities upon 'graduatlon. That is, if they elected to enter col-
lege, their range of choice among "majors” was severely limited given
their weak mathematics preparation. Similarly, if they elected to enter
the job market, their weak mathematical abilities eliminated them from
competition for the more desirable positions, Our research objectives
were to accurately and narratively portray 1ife in general mathematics
classrooms with an eye tcward improvement, but, to date, the focus has
been on capturing "what is" in contrast to "what can be.” v

In ascertaining what life for teachers and students is like in
these classrocms, we used field research methodology. Basically, this
is an adaptation and extension of ethnography, the method of the anthro-
pologist, for purposes of studying educational settings. Field notes
from classroom observations were the primary data source, but these were
augmented by teacher interview data, student artifacts such as tests,
and limited use of videotaping. The participant observers (data
gatherers) were teachers or mathematics educators trained to conduct
field research and educational anthropologists. As participant
observers, we attempted not to intervene in the flow of instructional
activity. We departed from this stance only when it was expedient to
interact with a student or students who asked for assistance or ocher-
wise initiated a dialogue with us. Our task was to be as unobtrusive as
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possible; we made every effort to study the classroom in its naturalness
and wholeness.

These investigations were conducted under the auspices of the
Inscitute for Research on Teaching (IRT) at Michigan State University.
Punding and support for the studies came from the National Institute of
Education (NIE), M.S.U.'s College of Education, and the National Science
Foundation. The NSP study was designed not only to observe in class-
rooms, but also to gather psychometric data on all students and clinical
interview data on selected students in those classrooms.

This paper is based on this series of investigations in junior high
mathematics classrooms. Major points of the paper are: a discussion of
the need for mathematics classroom studies, including an argument for
who should/could be conducting such studies; a consideration of the
criteria prospective classroom researchers should employ in selecting
"study sites"; an explication of the nature of field research in educa-
tional settings; and a presentation of some preliminary findings along
with the implications for improving practice and for further research.

The Need for Practical Tnvestigation in Hathematics Classrooms

In 1970 Schwab stated, "My own incomplete investigations convince
me that we have not the faintest reliable knowledge of...what actually
goes on in science classrooms.”

Five years ago (1975) the Natioral Advisory Committee on Mathe-
matics Education (NACOME) Conference Board of the Mathematical Sciences
reported, "The question, what goes on in the ordinary classroom in the
United States? is surely an important one, but attempting to survey the
status of mathematical education at 'benchmark 1975,' one is immediately
confronted by the fact that a major gap in existing data occurs here.
appallingly little is known about teaching in any large fraction of U.
S. classrooms.”

A review of the 580 entries appearing in the tenth annual listing
of research on mathematics education by Suydam and Weaver (1980) showed
that 25 studies, slightly more than 4%, were conducted to address ques-
tions of classroom practice.

In one sense, this last piece of information is encouraging: That
there are nearly 600 people studying scme aspect of mathematics educa-
tion in a given year is commendable. Yet one wonders about the apparent
imbalance when the need for practical/action research has been noted by
scholars, teachers, and study groups for at least five or ten years.
Only 25 of the 580 studies were directed toward investigating the qual-
ity and nature of life in mathematics classrooms. The remainder can be
categorized as being primarily concerned with the theoretic.
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Since the focus of -this paper is the investigation of science
classrooms, a discussion concerning the plausible explanations of why so
fev studies can be classified as. practical, and likewise so many as
theoretic, will be foregone eXcept for the following observation: The
first volume of the new NCTM Professional Reference Series, Research in
Mathematice Education (Johnson, 1980), containg two sections, "The
Research Process®- and "The Research Problems.” In the “"Process® section
there is one chapter titled, "Types of Research." Within that chapter
under the heading of "Case Study" is the following singie statement
(note parentheses), which possibly reflects the perceived importance, or
lack thereof, of holistic classroom investigation:

The case study has recently come tg include some aspects of
instruction (to a small group or even an entire class) with follow-
up interrogation or observation of selected individuals (p. 23).

Clearly, the mathematics education research . community by its
actions and writings is not unanimously convinced the classroom is a
promising arena for investigation. The field of science education, as
represented by mathematics education, is in need of classroom research.
This need is supported by research experience in the study of general
mathematics classrooms. Such research can provide unique insights that
will lead to the improvement of science teaching and science teacher
education, as well as advance the science education ‘research field.

Why Classroom Rasearch?

The intent here is to portray a need for balance between research
of the theoretic and research of the practical in 'the field of sciénce
education. Begle and Gibb (1980) cast the idea this way in a discussion
of "New Directions® for research in mathematics education: “Research
has developed competing explanations for partial views of learning...but
generalizations from these partial theories are limited...tley are
insufficient for the planning and realizatior. of classroom Practices.
It is necessary to consider not only the student or the curriculum but

also the general context of learning and the teacher's role in effecting

learning” (p. 15). «

Davis (1977) attributed the following to David Hawkins: "One' of
the most important--and most neglected--aspects of science .(i8) the
,analysis and explication of practitioner knowledge." Davis continued:
spractitioners do know scmething, and a major stage in scienfe occurs
when theorists study practitioner knowledge and try to relate it to
theoretical modes of thought. This stage has been by-passed by educa=+
tion. Teaching is studied with the implicit assumption that teachers do
not know what they are doing and theorists must come in and tell them."

To point up further the need for practical yesearch and convey more
clearly what is and hac been missing in the array of research activity
in education, Davis asserted that:
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Rducational research in the United States has become adminis-
tration-centered. It deals with the kinds of decisions that
administrators make, the kinds of data that administrators, have,
the selection among options that administrators have available, and
the kinds of outcomes about which administrators can be aware.
This is very different from the data, decisions, and options that
confront a teacher..... In educational research we have lost the
ability to think in terms of individual cases. There has been a
harmful symbiosis of administrative knowledge types, statistical
methcdology, and seemingly scientific generalizations. what“ is
best for most people may not be best for you. A good teacher
tries to make these individual adjustments, but research method-
ology tries to cast them aside (p. 31).

The argument Davis makes for the/sneed in completing the cycle of
educational research activity rests primarily on the notion that without
knowing what the practitioner knows we have oniy a partial picture.
However, there is an implicit point that seems to me to be of equal or
greater significance. It is the notion of the practitioner as a user
of research. That is, being in possession of knowledge about practice
may indeed make our science more gomplete, but for what purpose?

Is not one of the goals of research to inform and improve practice?
Do we not know or suspect that teachers are influenced by other teachers
more than any other variable? Does it not seem reasonable that rasearch
on classroom practices might appear more relevant fo teachers, and be
more likely to be perused and used by them, than the results of theo-
retic research?

Tom (1980), in an argument for a conception that portrays teaching
as a "moral craft" rather than an "applied science™ suggested both a
need for and a use of research knowledge from the classroom. He
observed:

Despite the obvious differences in.pedagogical knowledge and skill
between the experienced teacher and the typical novice, the crafts-
person teacher rarely attemots to pass systematically this
accumulated wisdom to the next generation...teacher training
programs contain little such codified knowledge and skills, and
many professors...deny that such craft culture is valuable. Even
experienced teachers often deny that their skills and knowledge...
cduld be of value to other teachers.... In other words, all
teachers must discover, “what works for them individually"--of
matching strategies and ideas to one's unijue classroom of young~
sters. The result of not receiving craft culture in preservice
training--except perhaps i student teaching--and of believing that
all teachers must develop a personal teaching style is the concep-
tion of teaching as an individualistic enterprise that must be
learned by trial and error (p. 320).

Certainly, each of us who has either taught or closely observed
others teaching or learning to teach is familiar with the Preponderance
of learning by trial and error. If one outcome of classroom regearch
was the reduction of an overdependence on trial and error, it seems
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certain that practice would be Improved. Purther, it is conceivable!
that perusal and use of practical research would begin the extinction of
antiresearch attitudes common among teachers and would subsequently
generate an appreciation of theoretic research as well, Such a state is
as as desirable for teachers as for researchers, for ‘it is the theoretic
that provides the new idea to be adapted by the practitioner.

What do we want to find out from classroom research? What do we
want to beccme mmarter abcut? Why conduc. classroom research? Schwab
(1970) contends:

What Is wanted is a totally new and extensive pattern of empiri-

cal study of ¢lass.oom action and reaction: a study, not as a

basis for theoretical concerns about the nature of teaching or

lesrning process, but as a basis for beginning to know what we ure
doing, what we are not doing, and to what effect; what changes are
needed, which needed changes can be instituted with what costs or
economics, and how they can be effected with mipimum tearing of the
remaining fabric of educational effort (p. 313).

Clearly, Schwab is asking that we establish "what is" as objec-
tively as possible, then follow that assessment with evaluative
judgments of "what should and could be." His point on "minimum tearing
of the remaining fabric of educational effort® brings to mind the change
strategy of Postman and Weingartner in their book, The Soft Revolution
(1971). Could Schwab have been saying to us that, had we considered
thege things, the curriculum reform movements of the post-Sputnik era
would have been implemented differentiy with different consequences?
Por example, had we thouzht in terms of a "soft revolution™ versus a
erevolution in school mathematics," what would we have needed to know?
What would we have done differently? This informatjon of conditions and
tneir implications for change can only be validly obtained from seriuus
and systematic investigation of classrooms. Furthermore, the implemen-
tation of any innovation is perilously endangered without such
information. -

Bridgham (1977) alludes to the concern for knowing existing condi-
tions in making an appeal for the research on teaching mathematics to
consider the thought of teachers. He says:

We have not ‘yet found secure ways of arranginj communication
between the designers of curriculum materials and classroom
teachers which acknowledges the strength of each, provides for
effective collaboration in materials design, and which doesn't
require that all the adapting “and conciliating be done by one of
the partners. One of the reasons this problem remains is that we
lack good descriptions of teachers' curr Jlar thoughts. What is
it that teachers think about? How do they decide what to do, how
to do it, what to hope for? What do they take into account?
{(p. 78)




In summary, the need for classroom research appears to be twofold.
Pirst, a knowledge picture of teaching is incomplete without tha class-
roor congideration. Second, the knowledge derived and communicated from
classroom research is likely to have explicit and useful things to say
to the practitioner (a phencmenon that may subsequently endear the
teacher to research). Inherent in the twofold need for practical knowl-
edge and its use are the questions that should be addressed in the
context of the classroom: What's happening in the prelude to, during
the flow of, and following instruction® What are the teacher's thoughts
and actions relative to the classr «om experience? wWhat are the
learner's thoughts and actions relative to the experience? How is the
content of instruction enacted?

Who Should Engage in Science Classroom Research?

A second important factor of the general problem of looking in
science classrooms is the consideration, "Who should do the looking?®
Should a portion of the 160 authors who reported the outcomes of theo-
retic inquiries be redirected toward practi.al studies? Perhaps! Should
a significant number (there were 408 reported in 1979) of doctorai
disgertation studies be focused on the practical? I think so! Clearly,
these two modifications in the pattern of current activity would create
an improved balance between the theoretic and ine practical. There is
yet another source of talent that can and should be tapped io engage in
classroom research. This source is the set of professors and super-
vigsors who work with teachers--preservice and inservice--in science
education activities.

At Hichighn~_§j2te University, there are at least a half-dozen
professors in mathematics education, another six in social science, and
even more in the naturai sciences whose primary professional activity is
working with teachers. These people are capable, hard-working profes-
sionals who engage 1in teaching, an occasional development project
(teacher education curriculum or school curriculum) and writing (exposi-
tory articles, texts for teachers or school learners), but they seldom
engage in research studies. Their primary concern is with practice.
Supervisors of school science, mathematics, or social studies are
another professional group concerned with practice.

This pool of professionals concernad with the practical might
provide a resource fo: conducting classroom investigations. They are on
the scene, interested in the problem, and are knowledgeable about :lass-
rooms. Perhaps the primaiy obstacles to implementind field studies by
these professionals are the acquisition of field research knowledge and
skills, and negotiating with superiors for time to conduct such investi-
gations. Each of these obstacles is significant but worthy of consider-
aticn, given Davis' argument for the need to corplete the educational
research cycle. 1If 10% of these science teacher educators conducted and
reported one classroom study per year to the annual JRME report and
its counterpart in natural and social science education, there would be
a more optimal balance between practical and theoretic inquiry.

Q
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There are at least two good reasons why this suggestion is plausi-
ble. Pirst, these are people whose professional experience typically
includes several years in the classroom prior to their teacher education
work in higher education; therefore, 'they are in a unique position
relative to issues of theory and practice. Additionally, there is no
other set of professionals who, on the one hand, has such a unique
opportunity for linking research and practice, while, on the other hand,
has the unique responsibility to do so.

<

The matter of responsibility is the second reason for the sugges-
tion to recruit science teacher educators for classroom research.
Though science. educators are not antiresearch, they frequently communi-
cate two things that may contribute to the development of antiresearch
attitudes in teachers. Pirst, by not being engaged in research, the
science educator is indirectly diminishing its significance as a useful
activity in the domain of science teaching. Second, and potentially
more damaging, is the ipclination to-have answers to, but not questions
about, problems of practice. This stance may tend to convey teaching as
heing an activity that is based on dogma rather than science, which
seems t> be one consequence of the by-passed stage pointed out by
Davis.

Looking to science teacher educators to augment the present level
of research activity in science classrooms is based on the opportunity
to link research and practice and to extinguish a practice that appears
to be detrimental to a healthy research attitude in the profession.

I

Are All Mathematjcs Classrooms Equally Worthy of Investigation?

Given the need for research in mathematics classrooms, one is
confronted with the question of classroom selection, i.e., a research
site, Intuitively, it seems obvious that every potential research site
18 not as good as every other potential sjte. But that intuition gener-
ates the question of criteria of selection. To address this question,
the evolution of the General Mathematics Project in the Institute for
Research in Teaching will be related. How ninth-grade general mathe-
matics came to be the focus of the inquiry will be explained. This will
be followed by a discussion of guidelines for choosing classroom
research sites. The purpose of relating the evolution of the General
Mathematics Project is twofold. First, the selection of a research site
is a complex matter that requires serious thought prior to a decision.
Second, the problems that had to be resolved provide an example of how
science teacher educators can begin to investigate systematically their
own work with teachers in classrooms.
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Genera) Mathematics, a Strategic Research Site

Ninth-grade general mathematics as 2 research site emerged from
three distinct events. The first of these events was the release,
distribution, and subsequent deiiberations of the 1975 finCOME report.
Though the report contained six chapters, two of them, "Patterns of
Instruction® and "Teacher Bducation® were especially upsetting for many
professionals in mathematics education. It was in the "Patterns of
Instruction® chapter that the jarring obgervation was made that appal-
lingly 1{%tle is known about what goes on in mathematics classrooms
across the nation. The impact of the observation is intensified when
one reflects or (he level of effort exerted during the sixties on cur-
riculum development and teacher development, though limited primarily to
‘secondary education, and the level of effort, almost nil, exerted on
ascertaining what happens to students in classroomg with these curricu-
lar materials and teachers. Having some achievement data on students in
these classrooms provided little solace to such an obvious gap in our
knowledge base.

The significance of the gap was given additional impact by the
reports of teachers in the "Teacher Bducation® chapter that their most
significant problems were those of dealing with motivation, laboratory
learning, slow learners, learning styles Of students, etc. "Lowest on
the list are content topics" (p. 92). For many in mathematics educa-
tion, these problems were ones that could be finessed by suggesting or
implying that they could be deait with by focusing on interesting and
neat mathematical content. However. any distillation or interpretation
of what was known and unknown suggested the need for class:oom inquiry--
but, which classrcoms, and by what means? 1In retrospect, the NACOME
report was a most influential precursory event in the evolution of the
General Mathematics Project.

The second event leading to general mathematics as a research site
was the creation, in 1976, by the National Institute of BEducation (NIE)
of the Institute for Research on Teaching (IRT) with Michigan State
University's College of Education. Retrospectively, this event had as
much influence on how to look as it did on where to look. The IRT focus
was to be on the study of teacher thought, but teacher thought in terms
of learner, curriculum, and setting. Reading was the curricular area
specified, with the option of considering other subject matter areas.
In 1977 the IRT sponsored an invitational conference to consider
research on teaching mathematics, which resulted in a proceedings publi-
cation by that title (Davis, 1977).

In addition to the mathematics conference, the Institute also held
a conference on field research methodology in 1977. Subsequently, the
Instityte recruited a field researcher, and the College of Education
began offering a field research seminar sequence designed to train
personnel to conduct research in educational settings. As a result of
the two conferences, I was Prompted to take the sequence of seminars on
field research. A practicum component in this training led me to
obgerve in a general mathematics classroom taught by my colleague in
mathematics education, Bruce Mitchell.
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Mitchell's presence in the general mathematics classroom is the
third key event in the evolution of the General Mathematics Project. 1In
a revision of the undergraduate secondary mathematics methods class,
Mitchell had negotiated with a local school district to teach a geometry
class on a daily, year-long basis. He wanted the students to have a
weekly field experience in his classroom as part of the methods course.
Over this year (1976-77) he discovered that the regular teachers, in
their informal exchangds in the hall, lounge, etc., frequently expressed
concerns abdut thcir respective general mathematics classes. For two
reasons, his own enlightment ,and his methods students' enlightment, he
arranged to teach a ninth-grade general mathematics class in the same
high school during 1977-78., This was the site selected for satisfying
the practicum requirement of my field research training.

During the course of the year, two inquiries were prompted by my
observations in Mitchell's class and furthered the emergence of the
General Mathematics Project. The first of these was a question of
clarification tc mathematics supervisor, Charles Zoet. In a presenta-
tion at the annual University of Michigan mathematics education
conference, Zoet asserted that he and his Livonia, Michigan, seconda:y
teachers were not reaching half their students. His resporse revealed
that these s*:_ ents were similar in many ways to those in Mitchell's
general mathematics class. Following this, informal telephone polls of
several mathematics supervisors across Michigan were made with the
finding that at least half the students did take general mathematics.
Furthermore, it was not only a class that generated disquietness and
concern among the teachers, but it was equally disquieting and disliked
by students.

Hence, general mathematics was clearly problematic for students,
teachers, and supervisors. It was a problem that could only be signifi-
cantly oddressed by study of hthe problem whe. > it existed--in the
thought, actions, and consequences of and for the t.achers and students
in the general mathematics classroom. It was indeed a setting worthy of
study, a strategic research site.

[

Guidelines for Selecting Cl2ssroom Research Sites

Shulman (1978) in an iavited address to the AER}\ special interest
group for Research in Mathematics Education argued that the strategic
researck site, as a concept, was a useful guide to educational
researchers. His argument attempted to discern those features or juali-
ties that appear to distinguish strategic research sites from other
potential loci for empirical investigat:on. Shulman proposed that
striking discontinuity, aberratign, ancmaly, or error can serve as a
strategic research site for studies of huran functio.airg in general and
mathematics education in particular. -

The discontinuity of relative satisfaction by mathematics teachers
and supervisors tended to appear as consideration was given to their
assessments of the lowest algebra class versus the jencral mathematics
class. They were not always satisfied and happy with the algebiz
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classes, but there was a noticeable shift from positive to negative when
considering general mathematics. Bruce Mitchell stated, "I just can't
be me¢ in the general mathematics class,” a digcontinuity in terms of his
normal and expected style of teaching. Similarly, there was a disconti-
nuity in student demeanor and attitudes as expressed by Mitchell, "Last
year iou'd walk down the hall and hear kids say in a positive manner,
1I1'm in Mitchell's geometry.' You sure don't hear anyone saying any*hing
about being in Mitchell's general math class.” °
PN

An additional guideline in selgcting a classroom research site is
that of complexity, i.e., it should be rich enough to warrant being
looked at from several perspectives, rather than being a relatively
barren, single-issue phenomenon, The general mathematics class, for
instance, represents multiple problems: learner problems-~computatiot,
reasoning, cr reading deficiencies; curricular problems--gcope of con-
tent; context problems--no one likes to be there and the consequences
thereof; and teacher problems--haw to motivate, what to evpect.

In summary, the selection of a classroom research site should
reflect the inquirer's personal interest, @ setting with multiple prob-
lems that need and can be addressed, and some apparent aberration or
anomaly. Finally, the research site should be focused clearly on a
practical problem.

.

*

Participant Observation--A Method for Classroom Inquiry
-

The primary method used in the General Mathematics Project was that
of participant observation. Since it was virtually impossible for an
adult to come across as an adolescent student in any naturalistic sense,
the respective participant observers needed to establish themselves as a
natural part of the scene. As members of the écene, their role was to
particpate as observers.

why become,part of the iandscape? Pirst, "belonging in some sense”
is :ndigenous to the method of participast observation. That is, the
method requires interaction with members in a form that differs from the
1nteraction likely to occur between members and 2 visiting fireperson,
for example. McCall and Simrone (1969) irpl:citly affirr:d the neces-
sity for belonging in their statement of what participant observation
18: ’

‘participant observaticn) {5 most sensibly regarded...as the
.. u of methods and techniques chat is characteristically employed
1n studies of socia) situations or complex social organizations of
all sorts. These are studies that involve repeated, genuine social
1nteraction on the scene with the subjects themselves as a part of

the data-gathering process (p. 3).




%

Q

LY

[Elz\l(:( 161 _l

4

Second, or in a corollary sense, belonginy is imperative if the
researcher is to understand, or produce knowledge about, a phencmenon.
In other words,.any meaning, the purpose of a descriptive study, derived
from a phenomenon has validity if, and only if, the participant observer
is a bona fide member of the scene under investigation.

Diesing (1971), in a discussion of the participant observer method
as used by philosophers, explained why and how the participant observer
must belong: .

The participant observer approaches scientific method from the
inside; he attempts to take the point of view of the scientists who
are using a particular method. He does this by becoming, as far as
’poéhible, a member of a scientific community, charing its activi-
ties and discussions, familiarizing himself with the literature,
problems, and personalities that are discussed, helping with the
daily work ia whatever way he can. Taking an inside point of view
consists of taking one's concepts, distinctions, problems, logic,
values, from the scientific community rather than imposing exter-
nally derived concepts and distinctions on it., One learns concepts
and distinctions not just by asking people or reading an article
but by participating in innumerable activities. In this way ore is
able gradually to note the distinctions that are made habitually,
almost unconsciously, the procedures that are carried out
routinely, the goals, assumptions, an. m~des in inference that are
taken for granted in activity as well as in speech. In the termi-
nology of communication theorists, cne learns by communicating
rather than by metacommunicating.

The participant observer tests the adequacy of his account by
seeing whether its various parts are acceptable and intelligible to
the people he is working with, though rot necessarily identical to
their own verbal formulations. He does this not by asking their
approval of an a.ticle--which tests mainly friendship and polite-
ness--but informal discussion continued over a period of time. Or,
expressed somewhat differently, he tests the adequacy of his
understanding by acting on it and seeing where his actions are
unintelligible or puzzling to others....

The participant obcerver takes the inside approach not only to
understand scientific work but also to evaluate it (p. 291).

Another consideration ¢f a participant observer study, along with
the necessit, to belong, is an appropriate research paradigm. Mishler
(1979), in a paper on “Meaning in Context," asserts that where the
"study of situated meaning is central,” as it implicitly is in an
observer study, an approach other than thz search for general or univer-
sal laws that describe relationships, of the form Y = f(x), between two
variailes is necessary. To illustrate his point, Mishler identified and
described three appcoaches--phenomenology, sociolinguistics, and ethno-
methodology. The commdn ground of these three centers is on the
dissolvement of subject and context. That is, meaning is always within
a context, and contexts incorporate meaninge.
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Since the general mathematics classroom is, by reputation and
consensus, exceedingly complex, the phencmenological approach seemed
most attuned /to our proposed observation study. As Carini (1875)
stated, "The function of observing in phenomenological inquiry is to
constitute the multiple meanings of the phenomenon...." The task is
therefore not to determine the single meaning of an event, but to reveal
the multiplicity of meanings. Thus, phenomenology was the accepted
approach for the earlier observation study of general mathematics, since
it was likely that many explanations of the phenomenon would be plausi-
ble. The focus of sociolinguistics on the meaning of language in
centext or ethnomethodology's central topic, the apparent invariance of
rules, were of less interest.

Given these theoretic un’erpinnings of participant observation
study, what are the domains where this method 1is most applicable?
Diesing (1971) provided a response to this question in his summary
descriptive paragraph of the method: !

The participant-observer method was first developed by anthro-
pologists, though it is also frequently used by sociologists,
social psychologists, political scientists, and organization theo-
rists. Its primary subject matter is a single, self-maintaining
social system. The system may be a small community with its own
culture, or a larger society with its culture, or a small and
relatively isolated neighborhood, or a gang, clique, voluntary
organization, or family, or a formal organization or institution,
or a person (clinical method), or a historical period. In each
case the emphasis is on the individuality or uniqueness of the
system, its wholeness or boundness, and the ways it maintains its
individuality. The primary objective is to describe the individual
in its individuality, as system or rules, goals, values, tech-
niques, defense of boundary-maintaining procedures, and decisions
procedures. In one important variant, the primary interest is in
recurring processes within or around such individual systems
(p. 5).

|

Diesing's description ma.es the method extremely well fitted for
attaining the objectives of the Generdl Mathematics Project--identifi-
cation and characterization of the manner in which the group identity,
classroom ordanization and process, Deér culture, and teacher processes
interact to influence mathematics learning both cognitively and affec-
tively; and a focus on the contrasting perspectives of teachers and

stidents on the meanings, events, and purposes of these classes.

As a method, participant observation seems particularly well suiced
to the investigation of mathematics and science classrooms, if the
researcher's overarching questions emanate from a practical problem. As
an example, the two sets of questions of concern in the NSF study, "The
Bcology of Pailure in Ninth-Grade General Mathemat! .. An Ethnographic,
Experimental, and Psychometric Inquiry,"” were:

v
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1. Who\are the students ‘+ho become the mathematically disadvantaged
ninthdgrade populatioa? What are their mathematical abilities,
attitudes toward mathematics, learning histories, and learning
expectations? How do they wind up in general mathematics?

2, what effects do the two primary instructional environments--general
mathematics or first-year algebra classes--have on the cognitive
and affective mathematical development of early adolescents? How
are those settings experienced by both teachers and learners, whose
interactions define those learning environments and their
consequences?

If these are representative of the questicns that typically charac-
terize & practical problem of the classroom, then the form of the
answers to such Questions beccmes a concern. Clearly, the answers will
not be in the form of statistical generalizations. They are rather more
likely to be in the form of retrospective generalizatiors. According to
Stenhouse (1978) retrospective generalizations are "organization(s) of
experience in retrospect...attempts to map the range of experience
rather than to perceive within that range the operations of laws in the
scientific sense."

-
P

Though our analysis of the data gathered to answer the above ques-
tions is incomplete, the preliminary form of the answers appears to be
that of retrospective generalization. The final section of chis paper
includes examples of these preliminary conclusions.

In summary, participant observation, in the anthropological sense,
is an appropriate method to use when investigating classrooms. The
questions asked and the answers suggested by analysis of the data will
be in the form of retrospective generalization rather than Predictive
generalization, the expected form of answers to questions in a quantita-
tive study.

Of What Use A:e Pindings from Classroom Research?

The following preliminary findings of the ninth-grade general
mathematics investigation are presented as an example of outcomes of
classroom research where the primary method was participant observation.
perusal of these preliminary findings will be illuminating in terms of
their usefulness to teachers, policymakers, ana researchers.

e Tracking, the policy commonly used for placing students within
ninth-grade math--whether into algebra {college track) or general mathe-
matics (vocational track), is usually highly correlated with the
students' records in mathematics classes during junior high school. A
survey (Belli, 1980) of mathematics chairpersons in Michigan secondary
schools revealed that, while the most commonly used criterion for track-
ing students was teacher recommendation, the wishes of counselors,
parents, and even students themselves played an important part in deter-
mining their final placement into a math track. Yet, regardl?s ‘of how
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students entered their respective tracks, there is a strong tendency for
them to remain there as long as they stay in school. Tracking decisions
that not only affect early adolescents' present learning environment but
also their senior high school or college options seem premature at best
and inequitable at worst.

e Teachers instruct general math classes differently than they
instruct algebra classes. Purther, these differences appear to be
critical factors, since they include aspects of teaching that are recog-
nized as clearly related to student learning, e.g., the general math
students receive less direct instruction, less goal clarity, less assis-
tance with seatwork, less encouragement, less opportunity for discussion
(Welsbeck field notes, 1979). Teachers expect less of their general
math students than of their algebra students on such factors as comple-
tion and submission of homework as well as achievement outcomes
(Buschman field notes, 1980).

e Most secondary mathematics teachers find it easier to think
about, to plan for, and to teach advanced classes than to do so for
general math classes. Part of this imbalance stems from thelr diffi-
culty in comprehending that students in general math can have serious
problems in learning basic content. Their intuition tells them that the
problem is something controllable by the affected person rather than a
problem calling for their professional assistance. Teachers may come to
hold these convictions because (1) they have enjoyed a history of suc-
cesses and relative ease in learning the subject, ari (2) their teacher
education programs only prepared them to teach the advanced subjects,
leaving them unequipped to teach students experiencing grave difficulty
in learning basic mathematical skills. Hence, we need to know mcre
about whether or not, and in what ways, teachers come to shift their
primary emphasis from one of teaching subject matter to students to one
of teaching students particular subject matter.

e Most teachers assigned to teach classes with a high percentage of
youngsters identified s having low promise for successful achievement
in mathematics (e.g., general math classes) have unusual difficulty in
teaching these classes and often feel only marginally or not at all
successful. These same teachers often enjoy success--by their own
assessment as well as by reputation--as teachers of algebra I or I and
geometry. The following reference to general math students was taken
from observer field notes (Criss, 1979): "These are really nice kids,
it's just too bad I have tc teach them mathematics.”

e The low incidence of success and high incidence of frustration
and failure 2ncountered by both teachers and learners in general mathe-
matics classes have created unique instructional settings that are
notorious for their unpleasantness, i.e., teachers and students in
general math classes have a strong aversion to being there. The class
i3 not a place where teachers or students anticipate teaching and learn-
ing mathematics, rather it lis something to endure; a place where
students anticipate doing a lot of problems and at year's end concluding
their formal study of mathematics. During a taped interview (Lanier,
1980} one general mathematics student responded when asked if she was
planning to take a math class in high school by tearfully stating she
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would never take another math class because she hated mathematics so
much. She did not see why -everyone thought mathematics was so important
to being successful.

e Though we know that most general mathematics students have a
diversity of learning problems at a crtitical level, we do not know the
precise nature of these problems. Consequently, corrective instruc-
tional activities for a particular student have little chance of
success, and the probability of a class strategy working is even lower.

e Well established is the tcoublesome and problematic nature of
teaching and learning general mathematics at the ninth-grade level. Not
well established are practices that alleviate the problem. Hence, new
inquiries should focus on the study of teacher thought and action as it
relates to changing existing patterns of instruction and identifying
more successful approaches to helping youngsters who find learning
mathematics difficult.

@ Overall, students placed in general mathematics classes appeared
to be different, in certain important ways, from students placed in
algebra classes. Interestingly, at the time of placement, group differ-
ences in areas of computation, achievement, test scores, or measures of
math anxiety were not pervasive; more striking were differences in:

a. The amount of variation in types of lezrning difficulties
experienced. Students' difficulties appear highly diverse and more
individualistic in a general math class.

b. The students' approaches to memory and reasoning tasks required
by the math content. General math students tend to have more
concept fragmentation or misconceptions of the content, which may
be related to a strong propensity to rely on rote memorization of
rules and facts that later are insufficient to carry them through
increasingly complex mathematics experiences.

c. The students' social interactions with the teacher and other
students. Teachers speak of this difference in terms of lack of
maturity, the lack of social graces, etc., all of which frequently
place almost total responsibility for classroom behavior on the
teacher.

4. The students' study habits. General math students usually
spend less time on task during class time and are erratic in terms
of completing out-of-class assignments. . One algebra/general math
teacher states, "I tell the eighth-grade teachers not to recommend
anyone for algebra who has poor study habits® (Lanier field notes,
1979).

The study of general mathematics classrooms has resulted in prelim-
inary findings that are of a different kind than those that result from
theoretic studies. They have been presented to support the argument
that classroom observational studies are needed to provide a complete
understanding of mathematics teaching. This kind of study is essential
for developing ways to improve the teaching of science and mathematics.
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The previously cited statement of Schwab (1970) expresses the point most
appropriately:

what is wanted is a totally new and extensive pattern of empiri-
cal study of classroom action and reaction; a study not as basis
for theoretical concern about the nature of teaching or learning
process, but as a basis for beginning to know what we are doing,
what we are not doing, and to what effect; what changes are needed,
which needed changes can be instituted with what costs or econom-
icg, and how they can be effected with minimum tearing of the
remaining fabric of educational effort (p. 313).

The findings reported here provide information about what is and is
not going on in general mathematics classrooms, and %to what effect.
Teachers reading these findings would become sware of some changes they
could and should make. In short, these findings hold prcmise For
improving the practice of teaching mathematics in particular, and of the
practice of teacking in general.
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Chapter 12
THE NXED FOR A COGNITIVE ETHWOGRAPHY OF SCHOOL SCIENCE AND MATHEMATICS

Jack Basley, University of Illinois

Bronfenbrenner {1976), and doubtless others, called for an ecolog-
ical approach to the atudy of educational problems. This need is clear
in understanding problems of equity, violence, talent development, and
other instances where we recognize that societal problems are limiting
the effectiveness of the schools. Part of my own graduate training was
in ecology, and I have long been impressed by the accomplishmengs
ecologists have made in understanding large, complex ecosystems where
the physiology of the individual component organisms is also very
complex.

However, I have to recognize that, in education, we are dealing
with thinking individuals, from the occupants of the classroom to
superintendents and officers of state and federal agencies. Whether we
agree with these' individuals or not, their thoughts have more influence
on the system than disembodied goalé or objectives of the organization.
Prom a Piagetian framework, all these people can be said to assimilate
aspects of their enviroument to the cognitive systems they each have,
and their responses are seen as generat.d by the interacticn of these
selected aspects of their environment and their cognitive systems.

Just as the ecolegist has to know something about the metabolic and
assimilatory systems of typical organisms in each ecological niche, so
we nead to know much more than we now do about the cognitive systems of
pupils, teachers, and other significant groups involved in schools.
However, we also need to relate this knowledge to large scale inter-
action patterns of the system.

Teacher Cognition in Primary School Mathematics: An Ethnograbphy

My recent experience with Bob Stake and many others in & study
called Cage Studies in Science Education (1978) has convinced me that
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*the teacher is the key® to any significant changes in the school system
that scciety might require.l gince 1978, I have been concentrating on
finding out as much as I could about teacher cognition--that is, what
teachers understand their prob, to be while they are functioning as
teachers, how they respond to ir own perceptions of various classroom
situations, and what they accept as solutions, Yor the most part, I
have chosen to work with teachers in primary school mathematics classes,
since I perceive that a major problem develops in most Pprimary math
clagses that creates inequities later on. Pupils develop a dependency
by baving scmeone zhow them how to do a particular problem before they
try it. 1 believe this dependency limits real success, in both science
and mathematics education in secondary and tertiary institutions, to
those who manage to preserve their independence of standard
instruction.

Trying to prescribe behavior to reduce such dependency, however, is
not my goal. Assuming that thinking individuals tend to convert pre-
scriptions for their behavior by selective assimllation of these
prescriptions to their own cognitive systems, which we now under stand
poorly, requires socaething more promising than conventional approaches.
One such approach is to reflect the system back to its participants in
such .a way that they can assimilate the consequences of their own
behavior to cognitive systems relating to their own goals, ideals,
social norms, etc. One such reflection is what is called an ethno-
graphy. An ethonography portrays a style of life from the point of view
of the participants in that style.

If teachers are to change their own perceptions by reading an
ethnography, they do nct need an external, material ethnography but an
internal, cognitive one. What I have in mind is something like Gay and
Cole's The New Mathematics and an 0ld Culture (1967), which is a
cognitive ethnography of school mathematics that is said to have pro-
duced a big change in the curriculum of school mathematics in Liberia
(Erickson, personal communication). I think teachers need a much more
detailed study than *hat of Gay and Cole, one covering more facets of
the curriculum. Perhaps the chief obstacle to such research is that ic
is more difficult for us to study our own educational system than it is
for us to study the conceptions of mathematics in another culture.

Before describing various features of the approach I am taking, I
would like to point out how my research methodology, or theory of
method, compares with that in natural sciences and with the dominant
view in educational research, as I see them. In Pigure 1, the box drawn
with large dashes in the upper left-hand corner represents a contem-
porary, post-Kuhnian, view among philosophers of ecience of the
structure of most natural sciences. A Qqualitative theory or model
(small dashes) of those things that are being studied directs the design
of experiments used to extend and refine quantitative definitions and
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lrraditionally, the child was seen as the key; now many argue that
administrators are the key to change.
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laws as well as the qualitative theory. The elements contained in the
large swlid-line box constitute a Kuhnian paradigm or research program
(Lakstos, 1978), which is operated and evaluated by the thinking of
scientists who are "outside," where they can, if they feel the need,
consider competing theories. This system is influenced by other method-
ological principles and criteria and by cultural and evolutionary
constraints,

The dashed-line box in the lower right-hand corner depicts the
process I think most quantitative regearchers involved in the study of
science and mathematics education believe they are following. It seems
they believe that experiments and correlations, obtained with little or
no specific guidance from theory, can give rise to a quantitative theory
of pupil learning. Researchers then interpret that theory for teachers
vho make decisions about, for example, how to promote thinking or learn-
ing. Whatever might be said about this as a caricature, the only
thinking assumed is on the outside as far as the conduct of the research
is concerned. The thinking that might be promoted in Ythe pupils is
strictly a product of teachers who are following policies implied in the
findings or the theories developed by researchers and are, therefore,
not thinking about the issues themselves. It is this view of research
that leads researchers to focus on the pupil or, alternatively, the
instructional policies of the institution of the school or district as
the key to improvement.

The kind of research I am trying to develop is represented in the
large dashed-line box in the upper right-hand corner of Pigure 1. Here,
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we can ses gome sSimilarities with, and some differences froum, the other
two forms of research. 1 propose to call this type of research "cogni-
tive ethnography." The qualitative theory of pupils and teachers in an
environment, represented by the letters P, T, and E in the box drawn
with small dashes, must contain within it a qualitative theory of how
the pupils and the teachers sce their environment. How pupils and
teachers think about their world determines, in very large measure, how
they will interpret suggestions for changes in their world. In short,
we anust assume that thinking goes on inside the system being studied and
interacts with it, as well as on the outside where the researcher's
thoughts also interact with the developing qualitative theory. Just as
the researchers develop experiments and observations from the theory and
need to compare the theory with competing theories, represented by the
small empty boxes outside the large solid-line box, so teachers and
pupils inside the system have theories about the system that guide their
experience of it and determine what they do as well as what they might
say to tne researcher about the system.

Another p®int the diagram represents is that the cultural and
evolutionary constraints undsr which researchers operate also affect
pupils and teachers. However, the principles and criteria of conducting
research may be assumed to affect the researchers alone and not the
pupils and teachers. FPor example, as a result of research studies and
policy decisions in society at large, changes have occurred in many
gchools in the way both teachers and pupils regard low achievement ir
science. and mathematics among minorities and girls. Basically, the
researcher needs to assume that his or her thoughts while present in a
classroom affect what he or she does and may indirectly change the way
the teacher and the pupils think. Their thoughts and benavior, in turn,
will affect the researcher's thoughts. Ip short, the researcher is part
of the classroom ecological system. The researcher is inside, in con-
trast to the natural scientist who assumes he or she is outside of the
system under study.

Participant 9bse. vation

The ethnographer's method for learning how the members of a social
system think while functic-ing in it id called participant observation.
By participating as a memoer of the sc_)gl_al system, living in it as a
fellow human being, the researcher can observe the ways of thinking of
its usual inhabitants. But they may be experienced by the observer as
much or more than they are observed as social processes. So the solid-
lined box (upper right) is not excluding the observer who inhatits all
of the boxes within--moving in and out as he or she changes roles. The
apparent subjectivity of the participant observer is only overcome by
methodological processes, chiefly his or her determination to look both
within and without, for counter-examples to the qualitative theory
already formulated. The observer should be surprised from time to time,
&S he or she detects a flaw in the efforts of the observed to conform to
her or his e«pectation, or in her or his own experiences that violate
theoretical expectations. An example should make this complex relation-

ship clear.
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in Pigure 2, the box on the left represents the school. Children
are coming lnto the school already under the Influence of culture at
%ome. They come oriented in somewhat giffecent directions. Some of
them can be recognized Iiaediately by teachers as children who must "»
*saved,* i.e., who must be brought back into the mainstream of 1he
school--a set of cultursl norms that iucludes the ideology of work. The
teacher also perceives pressures of socliety, legal and governrcntal
policies, equity pol:cies for targeted ygroups——females, wminoritj:., the
handicapped, and the poor--that cause the teacher to perceive in a
special way child.en in those categories who are moving away from the
work ideology in mathematics. Ore of the by-products of that i.erception
seems to be greater freedeam for untargeted white, male, ri1ddle-class
children. At least, those few who show a superior self-confidence in
mathematics can get by without being socialized into %e ideology of
work.

Cognitive systesas a:e implied for both teachers and pupils. For
example, there are nov/ strong legal forces teachzrs cannot afford to
ignorr 1if the targe;2d groups escape this socialization and should
happen to perform p#orly on tests. However, white mzle math mavericks,
encouraged by tytir early freedom, can acipdre self-confidence in
actacking new ,gt'.oblems. Such self-confide e serves them better in
advanced scigfitific and mathematical study taan the dependency learned
bﬁtargetgﬁ’groups who wait to be shown sw to do each problem type.
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Piqure 2. The "Life Cycle" of the Ideology of Work in School
Mathematics
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Figure 3. Skfiool Populations Targeted for Minimum Competency

The relationships of these targeted populations are shown in Figure 3.
So the efforts Of the teachers to bring minorities and girls up to some
minimum standard through the idealogy of work may have little or no
effect in changing the urderrcpresentation of targeted groups in math-
based high status achievement occupations, such as the sciences, engi-
neering, medicine, etc., which accord the highest status to creative
problem solving. ‘

Teacher education, represented in Pigure 2 at the top center,
selects future elementary tcachers who t2nd to be math-anxious people
and recycles their ideology of work. Some future high school math
teachers, at least in this country, have a similar orientation towards
work, while others mzy come from the white male math maverick source.

- 9o

Thig is the kind of qualitative theory that needs to be developed
and kept in mind, if one is going to do research that produces some kind
of an effect on eduity in matlematics teaching. "Keeping such a theory
in mind, of course, is not enough. It must be subjected to- critical
scrutiny, e.g., by a careful search for counter-examples. Once we
locate a minority and/or female pupil who exhibits a freedom to explore
nonstandard algorithms without being pressured into using only the
standard ones, environmental conditions need to be closely examined to
£ind out why the conjectured ‘sociocognitive mechanisms are not working.
Such study of a clear counter-example can lead ug to a much more accu-
rate definition of the mechanisms involved. For example, they may
involve an absence’ of math anxiety on the part of that pupil's teacher,
or the presence of a support ¢roum or resource person for the teacher.
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Primary: Mathematics: Teacher Thinking and Child Thinking .

. Keeping such a broad ecological view in mind, we need to see in
more detail what the thinking of the teacher and the child are at the
classroom level (Pigure-4). Children typically are involved in such
things as counting. Here, teachccs are drawing on the children's count-
ing schemes, which have been learned at home from parents.

The teacher is thinking about the development of pupils' skill
following an ideology of meaningful learning as the application of prior
understanding. As the teacher introduces counting by 2s, 10s, 58, etc.,

: algorithes for adding (coynting the total and counting ‘on) and counting
back in subtraction, we begin to see the typical American primary school
mathematics curriculum emerging. The chief ideology operating here may
be expressed by teachers as “teaching processes.” They hear the term as
jargon, but the lxxing they attach is procedure— a procedure that is
rehearsed over and over aéaln. Such procedures are cousidered to be
meaningful, becaue they are based on prior skills and a presumed under-
standing of count:in‘g.

By the second grade, however, a ‘¢onceptual failure T:learly emerges
as pupils need to use the decimal system in "boryowing® and *carrying”——
now called renaming and regrouping. Conceptual problems are evidenced
in many ways, such 'as in children’s failure to shift.the tag sequence in
counting money when the 1l-to-l correspondence rule should change to 1 to

P .
Naive Conceptusl failure for decikal system and
conventicralise — | count ing tag gensration
i Tailure to shift tag sequence’
failure of / when correspordence rule should shange,
1ntegration when coluen (plece) value changes Count
{ total
Tens and ones Count
' procedure SCHOOL Count by | |on
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Parental Sejuence Of tags Count to 20 ste. .
resching 1,é,3.0.0,0,800, Count to 100
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Pigure 4. Conceptual Aspects of Primary School Mathematics
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10, 1 to 5, or whatever. Teachers have different ways of explaining
this; for example, as a memory p?oblem. The interference of counting in
conceptualizing multiplication can be recognized as what has been vari-
ougly called preconceptions (Ausubel, 1963), alternative frameworks
(Driver, 1973), or the "critical barrier phenomena" (Hawkins, 1979). By
the fourth grade, we begin to see, emerging from the children's failure
to understand the decimal system, & kind of naive conventionalism well
described in Stanley Erlwanger's dissertation (1974). Because of a
failure of conceprual integration, the only kind of integration that
many children achieve is a kind of conventicnalism. That is, they view
mathematics as a massive collection of arbitrary, conventional rules and
arbitrary, conventional 'problems," to certain of which certain rules
apply. '

After locating female and minority math mavericks who are given as
much freedom in s8-hool as scme majority boys and making the adjustment
of the descripticns that such counter-examples require, it is time to
inform teachers of the theory, to see what happens when the mirror is
held up to them.

First, the theory is explored with another group of teachers (for
safety) who are not critical to further data. Of course, they deny
irmediately that they treat any majority male children differently from
the others. The suggestion is made that children treat majority males
differently according to their culture. Teachers may not realize that
two children who behave quite dxffe,rently aze both trying to avoid doing
their math for the same reason--boredom. The question is, how do the
teachers feel about themselves? 2re they intimidated by having children
move ahead of the class? After diff.-ential response patterns are
revealed to teachers, they may change their behavior with respect to
such children.

How can the thedry be subjected to a better test before it is
revealed? Perhaps the rescarcher can examine her cor his own reaction to
a majority male math maverick to determine how tzachers must feel about
him. Perhaps there is another person--a research assistant--available
who could be interviewed. The important idea that guides the investiga-
tor is to attain a sufficiently sympathetic reconstruction of the expe-
rience of the teacher, so that many teachers in many places will read it
and respond with, "Yes, that's what it's like. Scme little middle-class
boys are just so clever and so confident, I can't come down on them hard
because I don't really know what's best for them. I have a responsibil-
ity to tbe while class and can't let everybody get away with the freedom
they seem to thrive on." If the rroblem is brought to the level of
conscious deliberation, it can be solved by most teachers with some
sympathetic help from outside. But some solutions are likely to be
better than others by external standards, such as the long-run improve-
ment of minority representation in high levels of achievement in
mathematics.
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Teacher Accountability or Supportive Intervention? \

| \

Strengthening teacher accountability for pupil test scores is not a
promising means for achieving fundamental change in social relations in
the classroom nor for achieving a higher level of sophisticétion on '‘the
part of teachers in* recognizing mathematical insights by children. \A
supportive intervention, on the other hand, can work, not 8o much by
prcducing direct improvements In practice, as by deepening teacheré'
insights into what their practices are doing to children's attitude!
aboyt mathematics, and what some options are for changing their

practices, in a tentative, plecemeal fashion. While a policy of\
accountability has the advantage of ease of dissemination, supportive

intervention taps the sympathy and concern Of workers ‘in schools.
Reachirg the audience requires, as cognitive ethncgraphies, . case studies
that are so interestingly written that they have the potential for
becoming best sellers, like Bel Raufmann's Up the Down Staircase. A
facile pen is still mightier than a thousand ochavioral objectives.

A £dk dozen books that have recorded the experiences of teachers in
popular 1 form have already paved the way for wuch deeper insights
that coul¥ come from analytical cognitive ethnography in the classroom.
Perhaps some of the people Oscar Lewis (1966) wrote about have read his
books and gained impetus for change from within the culture of poverty.
Books written with both artistic talent and penetrating ethnological and
cognitive Qgsights about particular aspects of the life of classrooms
could have “a positive influence on the poverty of most mathematics
teaching. Such books should report the dreams trustrated, hopes some-
times realized, and new ways of life ciscovered, not only for the cynics
and critics of ‘the schools, but for t.achers and a concerned public. At
present, there’ is 1ittle appreciation of the conplex social and intel-
lectual problems a first-grade teacher must solve in helping children to
learn at a rate that satisfies them and in a direction that avoids con-
ceptual traps.

Only a glimpse can now be provided into the solutions that are
amerging from this work with place-value problems teachers experience in
teaching primary grade mathematics, a curriculum permeated with two
threads that cannot be woven together for most children--counting and
place value. Counting emerges in all societies from parental tcaching
of sequences of tags. In Westecrn societies, number names and the alpha-
bet are taught at home along with nursery rhymes and songs. Place value
is a thing of school. TIn oriental societies, however, grouping by fives
and tens, aundreds, thousands, etc., seems to be more deeply embedded in
the culture itself. The school turns counting into algorithms: count
the parts, count the total, count on from the first number, while keep-
ing track of how many are counted on (Pigure 4). Count the whole, then
count backwards while keeping track of how many are counted back. Coun .
by 28, 3s, 4s, 58, 10s, 100s, etc. At first, it was difficult to con—
sider scriously any essential conflict between countirg and Pplace
value.

One of the advantages of the cognitive ethnographic approach over
the usual psychometric ar~? statistical approaches is that the kind of
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qualitative theory that gquides this research, the conjectured way of
thinking, feeliny, and seeing one's workiny environment, can be checked
directly with the teacners and pupils who are the subjects of the
research. However, the checking that is possible here is not only for
additional validation, but for utility as well. TIf teachers or students
find it personally useful to think about the social mechanisms in which
they participate, or the cognitive mechanisms of their own minds, then
tnere is a broader practical advantage to the research than theoretical
inquiries destined for implementation through teacher education
progrars.

“he Culture of Schools and the Culture of Mathematics Educators

If a closer look at what the teacners are thinking is taken, one
discovers that, indeed, they are not interpreting meaningful learning in
the way that Suydam and Weaver ({1972) had interpreted it, but rather as
a reaction against rote learning of number facts. Many teachers find
support for math procedures thai will guarantee success if rehearsed, in
talk of “"process" and "meaningfulness” by specialists who do not gee
process as procedure. Now, with this brief picture of the kind of
thinking that is operating in most primary classrooms, let's move back
and look at the broader ecological picture in which this system is
embedded, where it acquires its terminology and prestige. Pigure 5
repressnts key elements of twc cultures. Above the dashed-line is the
“culture of the schools,” and below it the university-based "culture of
mathematics educators.”

As teachers make traditional kinds of presentations, dozens of such
systems have to be provided to the children, who have to be informed and
confirmed as to whether they succeeded or they failed. Their repeated
successes lead eventually to global sguccesses, and repeated failures
lead to global failures. The culture of the school is protected by
slogans (SL) and rationalizes the status quo. These small boxes re_re-
sent piecemeal packages, materials, textbooks, and worksheets that can
be introduced. ’

The university mathematics education ideology that operates
generally in universities, regional laboratories, and professional
organizations, also has its slogans and its packages. The university
rationalizes guccess and failure competitively, i.e., more in terms of
frequency distributions than absolute work accomplished. It has
inspired numerons complete curriculum packages for the schools and
thecry-hased programs and policies.

A certain tengion exists between these two cultures. The univer-
sity culture wcuts implementation of its programs. This is represented

"by the leftmost upward arrow. The teachers' union counterattacks saying

that teachers have t» take charge of their own in-gervice training and
participate mecre in tue training of teachers. More and more, we are
finding this kind of countatpressure.
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Pigure 5. Interactions of Two Mathematics Education Cultures

Since this writer belongs to the university culture, and the
research group is embedded in this culture, the first problem is how to
build a bridge across to the school culture. What kings of inter-
culturai communication can be introduced effectively? Resource people
are participant observers who serve as two-way bridges. It is' not
enough ofor them simply to be available in the schools with all the
resources of the university culture at their disposal. Often, these are
not the right resources. Helping teachers solve their problems demands
the system represented in the lower of the two large boxes in Pigure 5.
Teachers must be~cme capable of formulating math problems on the spot,
thousands of them, in contrast to the dozens of processes teachers
usually have teach, i.e., there are two orders of magnitudé more
things for a teacher to do.

1f teachers are to learn to give problem-solving (P-S) support to
all chiTdren, no matter how independent they may be, they need to
recognize thought, to recognize frustration thresholds in children
working on Fprobiems, to encourage them where there is need, and 80

forth. Thisc kind of problem-solving support demands a problem-solving
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. classroom etiquette. Tﬁis, in turn, usually requires a cultural change
within the classroom so that problem solving is respected (Taylor,
1980). Por example, it must be clear to everyone that no one interferes
with or gives the answer to a child who is trving to work out a problem.
The notion of process as procedure must also change.

Teachers who ask for help in teaching the so-called "renaming”
algorithms can be introduced to ways of avoiding counting dependence,
2.9., decomposition and recomposition based on what may be called subi-
tized number facts from domino patterns, guisenaire rods, Diene's
multibased blocks, and other concrete materials (Figure 6). Use of
these materials makes it possible to see two 3s in the 6 pattern and two
2s in the 4 pattern. It seems clear from research on children's chunt-
ing schemes (Gelman and Galistell, 1978; Stake, 1980) that these schemes
are deep-seated and relatively inflexible, with strong social support at
home and in schools.

However, multiplication requires a triple application of cardinal
numbers to a collection of objects (three 2s equal 6), violating the
several correspondence schemas used in counting. Visual patteras and
decompositions seem to involve other schemas with no contradiction, so
there is better overall payoff in using them for addition and suktrac-
tion. Place value, although usually taught before multiplication,
involves the ls and 10s times tables at the outset, and, therefore, the
conception of a triple application of numbers. After this was recog-
nized, ways were found that avoided rounting altogether when one was
teaching children who were having problems in learning place value.
There is now a need to relate this cognitive “mechanism to che child-
based ideology of teachers that supports counting algorithms. wWhen this
relationship is pointed out to teachers, it seems to make sense to
them.

Returning to the dissemination goals of the university-based
"culture® in Figure 5, there seems to be little hope of getting a sig-
nificant number of direct conversions, but one can begin to do some
"fine tuning.® This is usually acceptable to most teachers. One can
start where the teacher is, introduce some fine tuning to make things
work smoother for her or him; then gradually engage the teacher in a
dialogue. When people engage in dialogue across two different cultures,
particularly a sophisticated advanced culture with a more grass-roots
culture that is tied to homes and traditions, learning is involved on
both sides. By such dialogue, one can raise the consciousness of
teachers. If (_.achers try they can raise the consciousness of univer-
sity people. Th.s writer has been engaged in such dialogues for about a
year and a half, and some remarkable changes have occurred. These
dialogues almost look 1like conversions but would not be such techni-
Cally. These two terms, dialogue and consciousness raising, are taken
from Paulo Preire's (1970) books about the irpolementation problems of
agricultural technology.

As soon a8 children know the facts exhibited in the addition table
of Figure 6, teachers can introduce inference schemes for plus or minus
1, and plus rr minus 2, with which children can generate and fill in all
the cther cells. These plus or minus 1, plus or minus 2 inference
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Flgure 6. Schema for Integrating Place Value with One-Digit Addition
Facts .

schemes are really inferences, not procedures. One also has some choice
as to which one to use, which encourages more creative problen solving.

Teachers seem especially gratified to discover that starting with
diagonals and edges, the remainder of the square table can be filled by
these four inference schemes that may seem, at first 9lance, to be
somewhat hit or miss. So a new kind of system emerges out of nelping
teachers with their problems--not something brought in ac a repiacenent
cuiriculun. Other kinds of materials could be employed in developing
the 108 and ls scheme, for the object is to stimulate creative thought
in both cultures, not to settle down on one system. Aftcer all, educa-
tore in the United States are committed to local control.

In this kind of intervention strategy, the idea is to respect the
teacher's own starting point, conceptually and ideologically, and to try
to find ways of werking within that. The problem of a researcher is to
find ways to describe this process.

* When a social cognitive mechanism has been defined that is respon-
aible for certain adverse (or beneficial) kinds of mathematics learning
situations, the subjects themselves can also begin to learn to control
these mechanisms. One result may be a declining frequency of the occur-
rence of the mechanism. This kind of theory building is quite different
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from trait theory. A teacher wnuo is math anxious in a given context may
not be at all math anxious in another. A child who is counting depend-
ent in one situation may not be in another. Moreover, the controlling
situational variables are qualities perceived by the person, not abso-
lute, objective qualities. This is both a challenge to empathetic
theary development (a theory of understanding others) =rd a way to get
rid of a lot of "noise® or “"error® in the relational models., Policies
based on variables accounting for 508 of the variance ignore a lot of
deviance.

Researchers who are looking for policies that will select people
for certain situations (e.g., teachers and pupils for class assignments,
for promotions, etc.) according to personal traits may be disappointed
in a theory that selects teachers for ways of thinking or for ideas that
may be helpful or harmful in the educational development of children.
Personnel decisions are now so much in the public domain, and so compet-
itive in terms of public criteria of qualification, that no place is
left for a decisicn in terms of whether or nnt the candidate for place-
ment i8 interested in certain ideas about classroom work. Objective
qualifications take over public administration, replacing much of the
function of context designs.

Consequently, it is important that research into the social and
cognitive mechanisms of mathematics education be addressed to teachers
and educational administrators. The latter need research reports that
are so readable and enlightening regarding the possibilities for improv-
ing contexts of teaching mathematics that they will see clearly the need
for staff who promote better context through sympathetic listening,
reflecting back the ideas they hear, injecting a bit of encouragement
here and there and a new idea when it fits the problem raised. Some of
the relations of other research traditions with this view of research
proposed for mathematics education are further developed ir Zasley
(1977, 1980).

Bthnographic studies in mathematics classrooms yield diffecent and
important knowledge about instructional processes, Examples of the kind
of knowledge obtained and suggestions as to how such knowledge may be
used have been briefly explored. The examples cited have been taken
from research in mathematics classrooms. Similar studies in which the
interactions of students, teachers, and particular subject matters, such
as that of the natural sciences, are needed. Such studies provide
insights into instiuction that differs in kind from the knowledge gained
from quantitative studies. The methodology proposed here requires the
deveiopment of a theory of method incorporating thinking from outside,
as a spectator, and thinking from inside--coming to an understanding of
others, learning and adapting with others. .
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IMPROVING EDUCATION IN THE SCIENCES THROUGH RESEARCH -

James T. Robinson, Center for Educational Research and Evaluation

The purposes of the conference reported here and, therefore, of
this publication were twofold. First, three fields of nontraditional
research ,in science and mathematics education were reported. Each of

, these fields—the analysis of texts and curriculum materials, investiga-

ﬁs tions of #cience understandings of individuald, and analysis of class-

rooms—i3 directly related to classroom instruction. Furthermore, each

is just beginning to be applied to problems in science and mathematics

education. Second, a variety of apProaches is being applied to problens

withln the three fields of research. The preceding chapters reflect
this variety but do not, of course, exhaust it.

. Research in science and mathematics education has entered an
ex¢iting stage of development, New questions related to the subject
matter of science and mathematics; questions that differentiate experts
from novices, 1ll-yeaz-olds from l13-year-olds; questions concerned with
the context of their asking and the context in whicl: answers are sought;
and questions attending to the mechanisms of knowledge acquisition are
beirg asked, and old ways of seeking their resolution are being
questioned. This ferment has led to new kncwledge of the complexities
cf text structure and comprehension, of the comprexities of developing
expertnesg in problem solvina, and of the intricacies of the cultures of
science and mathematics clasgrooms--and hcw little we know about these
cultures.

The opportunities to expand significantly the understanding of
knowledge acquisition in the sciences and mathematics over the next 15
to 20 years are most Fromising, more so than at any other time in this
century. The research r:ported here is a beginning. When such research
takes its place with traditigpal approaches, as well as currently
unimagined approaches that will be dJeveloped in the future, the
prospects are bright that research will contribute to and, 1indeed,
influence and lead to Improvements in the teaching and learning of
mathematics and science.
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The Significance of New Research Directions

Breaking new ground in research methodologies provides opportu-
nities to examine extant practices. The previous chapters are intended
to stimulate this kind of reexamination. They are also intended to
provide accounts of alternative methodologies that can themselvas be
criticized. What are their limitations, what insights do they provide
that are new contributions to kpowledge, to practice? Por this writer,
several issues were raised that warrant discussion Sy members of the
science and mathematics education communities. Others undoubtedly will
be raised if the deliberations this publication is designed to stimulate
d occur. The issues proposed below rest on the asumption that the
goals of research in science and mathematics education are to produce
knowladge that will, in the short or long term, contribute to the
improvement of learning mathematics and science.

1. At what level of generality(ies) can research best contribute, given
the current state of knowledge? Level of generality, in this context,
refers to the extent of human activities subsumed within a problem. For
exampie, problem solving, learning, creativity, and similar constructs
have been, in many circumstances, investigated as unitary entities
independent of subject matter and learner. A great deal of attention
has been given to developing theories of learning—-theories to apply to
all learning of all subject matters and all age groups.

Asking much more specific questions such as, “"How does an experct
solve this physics pcoblem?™ may provide more knowledge relevant to
sclence and mathematics education than has the more general research
question. Perhapg there is a need to ask specific questions abnut
learning specific subject matters of specific individuals before
attacking the more general problem. If so, what subject matters and age
groups will yield the most useful information? what different methodc—
logical approaches could be used in such research?

2. Whac kinds of expertise need to be used in research in mathematics
and sclence education? Several papers presented in this work illustrate
the value of céoperative research involving scientists, psychologists,
and science educators in investigating certain educationa) problems.
The tulture or ecology of a science or mathematics classroom cannot be
understood without ¢giving attention to the content of teacher and
student discourse and to the interactions of teachers and students with
text and othe: learning materials. There is a need to know how students
internalize such interactions. Do these processes differ in students of
.ifferent ages or with different subject matter?

The conduc: and analysis of interview data may tequire sophisti-
cated knowledge of the subiect matter and of interviewing techni’,ues and
their implicit risks, as well as the appropriate analytic techniques for
handling =ruch data. Would research be more fruitful if doctoral
students in science and mathematics education worked with students in
psychclogy and ia a natural science discipline? Can faculty research be
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structured in such ways that oéoperatlve, interdepartmental research
among graduate students can be facilitated?

3. Shnuld "the obvious" be subjéét to research? This issue was most
effectively raised for this writer by participant comments that the
differences found in general math and algebra classes are "old hat” and
well known to anyone who has taught in a secondary school. Research can
be useful for this kind of situation if it contributes to a clearer
definition of a problem that has become an accepted gitu~tion,

Instruction of the "other cultures,” in Snow's idiom, is common-
place in mathematics and science education. It is commonplace in that
it is well known to those who teach nonmajor, service, and other courses
for "general® or citizen educatior in both high schocl and college. The
existence of the situation and its ubiquitous presence in departmental
and other curricular agendas has not made this a research issue. A
great deal of cvrriculum development activity has been focused on the
*nonacademically oriented® student (with its unwarrarted assumption),
but little research has centered on the culture of courses for nonmajors
as compared to that of courses for majors. Ethnographic or other types
of classroom studies conducted with differing theoretical frameworks may
yield the data nesded to produce more insightful research problems than
are currently available. Theze is a special need to conduct research
studies that will transform the reality of "what is® into a.problem in
need of study. °

Both Armbruster and Deege rcised questions about the style used in
writing text for science énstructlon. Both suggested that many more
student comprchension problems result froe an inductive style of science
text as compared to a deductive style. This appears to be an area in
which there is a need for additional research.

Related to the question of style is the matter of maintaining
student interest. In an effort to be "interesting,® some textbook
writers may abandon a logically coherent writing style. Armbruster and
Deese suggested that such efforts compound the co.sprehension problems cf
inexperienced students. vhat are the trade-offs amony interest,
boredom, and a logically coheremt, deductive styl%/of textbook writing?
Much detailed research must be undertaken to provide a complete under-
standing of these issues. .

N

4. Considering the many complexities of analysis of the printed page,
what features are most important for research in sciénce and mathematics
education? wWhat types of analysis are most important for the improve~
ment of sclence instruction? walker, Armbruster, and Deese made
particular declisions about what text features to use. What other
aspects of text also mz;” be important?

Walker pointed out the importance of field studies, suggesting that
normal sclience classrooms are where research on use of texts by teachers
~nd students must occur if results are to be valid. Collaboration of’
science teachers and researchers in classroom contexts where print
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materials are put to different uses would be one approach with poten-
tial. Science and mathematics education programs could well include a
stronger emphasis on the teacher as a collaborator in classroom
resgearch.

S. Both Armbruster and Deese suggested that there is a need for
specific classroom instruction in how to read expository materials of
the type usually included in science textbooks. Science teachers often
camplain that their students cannot read science texts adequately. The
complaint generally implies that someone should have taught them how to
read such materials. Yet, research studies are pointing up the unique
problems of comprehending expository materials encourtered by many
students. This seems especially true for poor readers. They have less
knowledge and must depend to a greater degree on information explicitly
stated in the surface structure of the text. This issue involves those
members of the student population who zre poor readers and nonmajors in
science or mathematics. What about other groups--poor readers who are
majors, or able readers who are nonmajors? \

Publishers, in response to pressures from teachers to simplify tert
and to reduce the "reading level," are turning many sclience texts into
"media events.” If the argument that learning fron expository téxt ought
to be a goal of science and mathematics education were accepted, what
chandes would need to be made in text construction, teacher education,
and classroom practices?

6. Popularizers of science such as Conant (1951) and Bronowski (1953)
portrayed science as "commonsense.” They argued that science, but not
each particular science, could be understcol at a general level by
anyone who could read and think. 1In apﬁroachlng science from a philo-
sophic and historic perspective, they atrempted to provide the non-
scientist a bridge to understanding science. ‘'

The task of the school, as currently practiced, is more complicated
than praviding general understanding. Science cdurses must enable
gtudents to learn technicai details of particular disciplines and,
occasionally, of interrelationships of the technical aspects of science
to technolsy and society. The work of Johnson, Larkin, and Lochhead
demonstrates clecarly that science is not commonsense. When the under-
standings of individuals are investigated--individuals who have taken
science courses--one is struck by the degree to which basic science
concepts such as motion contradict, in such fundamental ways, the scien-
tific explanations of experts in physics.

The results of research reported here and elsewhere can have
immediate impact on science and mathematics educators and their
students. FPor example, McCloskey, Caramazza, and Green (1980) suggested
that those teaching science at any level should take into account the
commonsense explanations of their students--preconceptions and miscon-
ceptions, from the scientist's perspective. They interpret their
research and that of others as demonstrating that students' belief

systems must be addressed, or #Science inetruccion may only serve to

188 e

1y




provide students with new terminology for expressing erroneous beliefs.
To make the point, they used an interview transcript of-a student's
prediction of the path of a ball after it is shot out of a curved (semi-

circular) tube. The , student used the terms momentum and angular
: momentum, in his explanaticn of the curved path he predicted the ball

would follow. .

Achievement tests and examinations used to determine students'
understanding of the particulars of a science in both teaching and
research situations have been shown by the research reported here to be
clearly inappropriate procedures for answering fundamental questions
about the knowledge people have of the natural world. Their e in
determining grades and even more important, competence,,warrants more
d! scussion than can be accommodated in this publication.

Summary

t

[ The six issues raised here are intended to provide some "grist" for

the intellectual "mills" of graduate research seminars in science and

. mathematics education. The papers presented in the earlier chapters

gave examples of alternative methodologies that are offering new direc-

tions for research in science and mathematics educatiopn. This chapter

ends with a list of referencus that extends the discussions of research

o o ethodologies and approaches. These papers reflect the deliberations

about methodological issues that are taking place within the broader

educational research community. The rererences were selected for their

relevance to the issues raised by the conference papers and the
references they cite. .

T e s m—

Two significant and substantive papers with particular relevance to
the underlying issues of competing research methodoloqies were presented
' at the annual meeting of the National® Associption for Research in
Science Tcaching, April 1981. These two papers will be especially
valuable as résources in deliberations about the conduct of research in

science and mathematcics education: .

¢

Roberts (1981) ‘presented an anslysis >f the metaphysical roots of

the differences between quantitative and Qqualitative research. He ~

, examined the requirementé for any research report and concluded with an

. arqument for broadening the concept of legitimate research ir science

education. This thoughtful, scholarly paper is an important
contribution to the development of research in science education.

An evaluatiqn of naturalistic and conventional inquiry was
preseated by Welch (1981). He compared the advantages and limits of
the two research approaches. The problems of Jjudging the validity of
data and the overall quality .of naturalistic research were raised and

discugsed. .
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The conference was a stimulating and provocative experience for

,those in attendance. This coiference report was prepared to provide a

. basis fo: evoking similar experiences for faculties and graduate
students concerned with conducting research that will lead <o improve-

sent in the teaching and learning of science and mathematics. . .
LS
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