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PATN is a design for a machine problem solver which uses an
* augmented transition network (ATN) to represent planning knowledge. In -
order to explore PATN's potential as a theory of human problem solving, a
l:lnguis&ic approach to protocol analysis is presented. An in rpretation.
of -a protocol is taken to be a.parse tree supplemented by Semantic and
pragmatic’ annotation attached to various nodes. This paradigm has
implications Tor copstructing a cognitive model of the. dividual -and

! designing computerized tutors. . ' .
Manual. protocol analysis is tedious and informal;, hence the

design for PAZATN, an automatic protocol analyzer, is presented. PAZATN.

th bottom-up eviderice biasing PATN toward plans which are likely to .
tch the data. ‘oL , . '
<$AZATN is a domain independent framework for constructing
specialized protocol amalyzers. To apply PAZATN to a particular task
domain, eveat specialists (ESP's) are needed which embody syntactically
organized domain knowledge. ESP's for the Logo grapirics programming ‘
domain atre defined and PAZATN's operation is hand-simulated on an -

elementary protocol .for this domain. ~

™ uses PATN 4&s a generator for possible interpretations of “the protocol, .
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4 . ‘Book I: A’ Linguistic Approach to Protocol Analysis _ :
/ ] . . . ' . \'. i ) .
e 1. Introduction L ' ’ , ‘

4
-

1.1. SPADE:. A.Linguistic Theory of Design S S

1.2. PATN: Anllysis by Synthesis : A
1.3. Theoretical Interpretations - : \

B

Llel. SPADE: A Linguistic Theory of Design - _ : N

lh recent r:oseard;:h we have. dev},loped a theory of design called[SPADE

which provides a model of the planding and debugging processes.‘*' We goqteng that,

1n/cddft‘:lon' to being a powerful theory of machine proplel‘ solvifg, SPADE is also

a useful framewsrk for describing human problem solving. To support this
R ¢ N ' < \\
sontontion. we apply the SPADE theory to the task of analyzifig problem solving

~
P N v
5

ﬁrotocols .

- By adopting this methodology we follow the precédent established in
' 5

“seminal protocal ah"aiysis studies conducted- at Carnogio Mellon University

[Now_oll 1966;: Newell & Simon 197;; iiaternn & Newell 1972,v1973; Bhaskar &
. N . N . g \ )

Simon 1976]. Our w'ork oxtends their app‘roach along three dimensions. . ' v

1. With the exception of the ?ent Bhaskar & Simon effort, -the {CMU
studies: have been restricted to very limited domains suth as
cryptarithmetic. Rather than ljmiting the task domain,- we 1imit . ’

"«the range of responses. Typically prot‘ocols are transcriptions ¢ ‘
. of think-aloud verbalizations; we' focus on the. more restricted .
interactions arising from -a problem solving session at a
computer console.? ‘The analysis task in this setting is to N ,
interpret user actions -- editing, executing, tracing, etc. ~-- *~ .
in terms of the SPADE theory of z‘lmn:lng amd debugging. ) ©

~ 2. The CMU theory centers on the pr duction systems model. Al€hough ! o
productions are Turing universal, they tend to result in a less N

- structured program organization -than the linguistic. formalisms- -
of the SPADE ‘theory. The PATN .program, the procedural ‘
embodiment qf the SPADE theory, uses an dugmented transitton RS
network [Woods 1970] to Tepresent planning knowledge: ’

- . R r . [ . “ e .’

© . M . - . * |
. . . . o 0 .
- ! « N L . .
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. . 3. CMU analyses are based on the problem behgvior graph. Pur‘suiné
an' analogy to computational linguistics, we define an
¥~ g interpretation of a protocol to be a parse tree supplemented by

- . semanti¢ and pragmatic annotet:lon The parse tree chargcter:lzes

-

‘the constituent structuor® of the ‘protocol.. Semantic and
pug‘ltic annotation -~ variables and assertions attached" to ’

nodes of- the parse tree¢ -- formalize the problem descriptioen and

) the rationale for particylar planning choices. Annotated parse.

. " trees closely reflect the local structure of PATN's linguistic

' problem - solv:lng machinery, leadiny more directly to inferences

egarding igdividual dl.fferences than is evidént from problel

ﬁ)ehavior gra hs,, . ..

)

Ruven Brooks [1975] applied the CMU approach to the progrun:lnq donf
developlng a nodeﬁf codiug -w the trenslat:lon of h:lgh level plans into the
statements of a particular progrann:lng language -- and testing the model by

analyzing- protocols. His model ls a set of production rulas whose conditions

,
“match the patternsg®y{ plan elements and whose actions genérate code statements.

9

Protocols are analyzed nnuallir, with the experimenter attenpt:lng to infer the
plan which is® then expanded by the product:lén systen into code perallel:lng that
of the pcotocol. The processes of understand:lng the problem, generat:lnq the
plan, and debugging are 'not formal:lzed‘. SPADE goes beyond this :ln that’ it can be

used to parse protocols and ‘that the perse constitutes a formal hypothesis

. regarding not only the cod:lng knowledge but also the plann:lng and debugging

.+ PAZATN, an automatic protocol analyzer. PAZATN uses PATQ’., <= the procedural

strategies eaployed by the" proble! solver. /

)

The' paper is divided into two books. Book I deveiops SPADE's linguistic-

plred:lﬂ for protocol analysis. A prototyp:lcdl e,,lmntary progrm:lng n_rotocol
is parsed, and the implications of this lnfornat:lon process:lng an&lys:ls {or
¢onstruct:lng cogntt.lve ‘models and designing Conputerized tutors are discnssed

Book I does not address the question ow a protocol parse is \dor:lved.
In earlier work, _problem solving protocols were/analyzed nanually,a However,
manupal analysis is tedious and informal; hence Book II presents the desiqn for

.
£
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o-bodilent of the SPADE theory -- as a generator for possible interpretations of

the protocol, \fith botton-up ov:ldonce b:las:lw PATN toward plans which are likoly

>

’

to match the data (figure I:1).
PAZATN is a domain independent framework for comimct:lng spgciaiiéed

pr‘otocol am.lyieri. To apply PAZATN to a particular _task»{'dﬂa:ln. ‘event

speciaitftg (ESP's) are suppl:lod'wh:lch 6lbody don:ln-spéc:lf:lc knowledge. For

»

"conCretoness. we employ examples from the Logo elmntary graphics progra-l:lnc

‘i

'

‘douin; - ESP's for. this domain lre discussed. PAZATN'Ss operat:lon is hand-
]
‘simulated on an elementary protocol from this domain.

' ' !
[y
.

[]
-

1.2. PATN: Analysis by Synthesis )
A major ins':lgh't‘ of the generative grammarians (e.g., Chonsky.[1965])‘,was

that it is often huﬁful to characterize phenomena -smpthettcally: one devises

e

rules to generate the phenomena. Analysis can then be viewed as a recogn:lt:lon

process for selecting derivations from the space of syntth:lc poss:lbil:lt:los. Ve

adopt this viewpoint- in annlyz:lng protocols, with PATN as our generative
i“
formalisa. . .

The SPADE theory, which“lih‘m f)od:les begins with a taxonoay of commonly

4

burved plnnning techniques (figure I: 2) When a problem is confronted --
lccordinq to the thedry -- ane of three types of plans may be wrsued (1) The

¢ \
problorny bg solved by {deatiftcation:’ r‘cogniz:lng it as already hav:lng a

solut:lc;n. . This pﬁnn:ll'\g catngory; seeningly triv:lal. is of course essential to

. lvoid :l«nfinito Ngros; (2) Thc problol may be savodﬁ deconposttton

d:lyi.d:lna it into smaller, usier snbproblm These are each solved soparatoly.
and then mcodnnod. thoroby d‘lspo‘nng of the or:lg:lnnl problem. (8) Should th&

first t.wo stratogies fu;l, tho probln ny be “solved by reformulation:

rodoscribmg it 1n tomvthtt su- more amenable to solution. The reformulated -

-

1] . -




’

PROBLEM
DESCRIPTION

BOTTOM-UP . : POSSIBLE PLANS
CLUES . .- |GIVEN PROBLEM & CLUES

| J /. ANALYZED




T s
\ v 2 ‘}4' .
t ’ - . et e
- Protocol Analysis | é/ 1.7 / | Miller & Goldstein
o S
. E | — PRIMITIVE , : »
" b 1pENTIFY—* -
[ N . 1 .
.~ PREVIOUSLY DEFINED PROCEDURE "' "7
. 3 o
t B . * ~ .
y _ " INEAR .
) . [ \ "
| CONJUNCTION / i
' v LNONLINEAR
PLAN }— DECOMPOSE~——{
. o/ . ’ \ RoUND
s 3 . IS .
;’ / P —REPETITION —1 ,
" - [ RECURSTON ,
. zg . /
| J-REGROUP
‘ N . |—EQUIVALENCE— '
S . ‘. _ ,
~GENERIC ¢-) EXPLICIT ¢
[ REFORMULATE— /,
’ SPECIALIZI -
' « . pSIMPLIFY— —— b cpnpRALT 21 .
\ ANALOGY ) A
v - :
o ". 'FIGURF I:2 .
TAXONOMY OF PLANNLNG .CONCEPTS.
‘ — - , - ‘
* R . ’ L

»




a

‘ Protocol Analysis = .8 Miller & Goldstein

.
'Y

problon sust, in turn, be solved by identificatign deconposition. or furthcr

rcforuulqtibn. As the figure indicates, each of these categories ofplns is

further subdivided. ~ .™ ‘ :

-

-+ : . . ' : . i
PATN (figure I:3) is a problem solvinq program’ based on- this taxonomy.

PATN was derived by first representing the taxonomy as a recursive transition \
network.® This produces a npn-doterlinis‘ti'c problem solver. Supplying brccc&onco
or;lcring for arcs fro- each node, predicatos which test preconditions for .'
tnnsitions. and actions to be per;omed when arc transitions occur, produces an

. .cumunted transition network [Hoods 1970] that is far more deterministic in '
solving pbbblens (although backup is permitted). The predicates access registers
which store semantic inforntion about -the problon, the actions modify these

A

registers. & ST
i \ | :

PATN's’ solutigs can exhibit rational bugs -- errors arisinq from
heuristically Justifiablc but- incorrect planning decisions -- %ch as the trial .
o:\(ccution of an {mcomplete plaa, which olits necessary interface steps. Hence a
c'onp'lencntcry theory of debu.gging-‘is devﬁcpod using the smc approach as.in the
planning theory. Figurs I:4 shows a taxgnony‘ of .debugginu techniqucs. This
taxonony ﬁfurcates intt; techniques for dtagrosing the underlying ‘causc of a bug
and techniques for repairtng, the bug once isolated. Model diagnosis 1is typical
of the diagnostic techniquos Vlt consists of oxocuting the program in ordex to
construct a list of violctcd.‘odol predicatcs. which is then examinéd to check- if
‘any codo was writton to acconnlish the violated predicates. As in the plcnnipg
theory, the debugging taxono-y is transforned fnto an ATN (figure I:5) by
providing rcgisters, arc predicates and so on. The dobugging ATN is called DAPR o
(debugger of annotated progrms). and is an integral part of the PATN systol.

Consider the oporation of the planning ATN on an_example frém the Logo
graphics ;nvironnnt. where students define, tcst. and dcbug'proccduros to “draw .

3

r
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. (EXISTS (MODEL—STATEMENT STEP LOC) :
' (AND (MEMBER (NEGATE MODEL- STATEMENT) ( : \(IOLATIONS LOC))
+(EQUAL MOPEL-STATEMENT (:MODEL STEP))
'NG@STEP  (+PLAN LOC)))

.(x:xm'rs (s'rma LOC) : : ‘
. (AND (OPTIONALSTEP) . ' »
(MISSI\IG'«STEP (: PLAN LOC)))) *

FIGURE 1:5 DAPR: PATN'S DEBUGGING ATb
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- simple pictures. The VWISHINGWELL (figure I:6). is a typical ‘B‘oginm)r's project.

. Tho students! task doscr:lptiop is a sketch of. .the desirod pi@ure. PATN,

howover. requires- a formal task’ doscr:lpt:lpn. igure I:7 1{illustrates . this
. descr the model, for WISHINGWELL. .Models are oxprossed in an uurtiogl

formanlism developed- by Goldste:ln [1974 1975]./wh1ch is siltlar to the first -

-

* order prodicato calculus The -odol characterizes the range of p:lctures which

, . ) '/7 . .
- , ’

{
1

match the sketch. ' .

-

' PATN s solut(n to the WINGHELL task has three aspects (1) ln . 7

h

hiorarchicul pll’n derivation. summdrizing~the arc transitions which were
followed; (2) a, snapshot of'tho values of the ATN's registers attached to each
node of the d;rivdtion. representing the semantic cohtext at the time -the nog{‘/

.~ was, cr'oacod; and (3'3 a set of instantiated arc predicates at oach’nodo

»

doscrib:lnq why tho chosen arc trmsltion was profer‘red to its conpetitors. these
I -
are calldd the pragntic assortlons of. :ho node. The semantic variables and

prlmt:lc assertions relate the subgoal.stpucture of the‘ problem solving protocol:
to the model doscribing the task to bo ac/ omplished.

. Figure 1:8 shows PATN's hlorarchlcllly annotated solution Noturally. g
this is not tho only solution to the WISHINGWELL problem: to -apply PATN to
protocol analysis, ‘_'° ll/low PAZATN to.reject solutions which do 90t match the

protocol dltl; forcing PATN to backup so that alternative solutys are

generated.

4

1.3. Thoorot:lcal Interpretations

-~

‘We dofino an tntorpretatton of a protocol to be a PATN phn derivation:
a 3:9; tree whose fringo is the lis( of ovonts (o g., Tigure 1:8), augmented by
annotation auocntod wit node “of thcx parse. Since different plans

sometimes lead to the same coding events, some protocols' have more than a single .

/ 15
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Drew ¢ UISII'GHELL -ttl' € square nll gnd .a trtugular roof
councted. by «a pole,-htch {s g line: " The rooj should be abové

. ‘the pole, ;nd the pole,a'bou fhe nll T’e well should be Ny

L 4

coln;'ctéd to the pole at the n'tdpoipt ;! ghe u?per side of the
well and the iou'-ér end‘;btﬂ'o! the pote" Th'e ;ole';hould‘be
cdnected ‘to the roo] ¢t the uidpout o! the botton sLde- of .the' -
'rnof and the upber eadpoint oJ the pole Hrhe botton side of t&a

v ‘rodf and the dpfer side of the well should be hor4zont¢l R
N o . .
(DEF INE-MODEL_WISHINGWELL ()™ - ,
(EXISTS (ROOF PSLE WELL) ' . ' Y,
(AND (TRIANGLE ROOF) .
. (LINE POLE) . - Y
‘ (SQUARE WELL) S
- (ABOVE ROOF POLE) "
. (ABQYE POLE VELL)
- ;g (txms (r -
/ ‘ (AND (CONNECTED WELL POLE (AT P . o
N - ] 5 (EQ P (MIDDLE (UPPER (SIBE WELL))))
: . ' (EQ P (BOTTON (ENDPOINT POLE)))))
+ 4 (EXISTS (Q)
‘ __l{ " (AND (CONNECTED POLE ROOF (AT.Q))
. (EQ Q (NIDDLE (BOTTOM (SIDE ROOF))))
. S~ (EQ Q (UPPER (ENDPOINT POLE)))))
. . (HORIZONTAL (BOTTOM (SIDE ROOF)))
(HORIZONTAL (UPPER (SIDE WELL))))))

Figure l:;l. Predicate Model for a Vishinpvéll

-
-

oyt §
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DEF

AN
E12 ? TO WELL

E15 >30 RIGHT 90
ElG >LCND

VECTOR(SI
100 A CONNEC

DE-) A x.r:mn‘n(smr:c)sﬁ‘\~
TED(SIDE(,,SIDEi+1 MOD 4) '

EYT 7 TUTOE
E1lS
19 >20 FORVIILED 100

£20 »20 PICHT 120"

. .

7 .
EZ1 >uND TR

-

>

-
— SETUP— .
f —MAINSTEP
. — INTERFACE
SOLVE {W#) PLAN DEC SEQ| . - .
_ /;__J/f\;/\- lMAINSTEP
: . ™~
o~ - — INTERFACE ~
'@opm& {3 ROOF, POLE, WELL®®
i ~ TRIANGLE (JOOF)
A\ " NLINE (POLE):
3 et T s
" A SQUARE (WELL) 4 MAINSTEP
\ A'ABOVE (ROOF. POLE) )
\\
* /N ABOVE (POLE WELL) .
:MODELE ANS-LIB
/
.
L .," 4
.o
—"
Y » )
L 4 . . hd
Q 18 \
ERIC - '

)

(&)

1

>{0 REPZAT 2 [20/301

sIsdTeUy 710201014

s

ST 1

13.>10 PEPEAT 4 (20 3(1 L
4 >20 FORWARD 100

U123SpT09 9 ISTTTKW
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“m't'o'r,protation. “The ba:':lé claim of this paper is that PATN can efficismtly

. ¥

‘ oomr-l'xo the psycholo’qical}y pl'a}‘s:lblo interpretations. oo

v Evidence for this clain ’rostscn four sources of ov:ld?ce. ¢
. Y . ' : . _:‘ *
. 1. Thé heuristic "adequacy ‘of PATN as a problem solving programs-
< provides suggestive, though by no means decisive, evidence. At
! 'least for the restricted world of elementary Logo gra#phics, .
hand-simulations indicate that PATN is heuristically adequate. -

. ) .
- 2.%Introspection by human problem solver is a weak ‘ut useful
souyce of evidence. “To some extent PATN was designed on the

- ba of introspection and hence has some support along this

v dimension. . Y .« ' .
© ) . ) ‘ \ M

3.'A strong source of evidence is the appropriateness of the replies
of question-answering module that performs retrievals nd

~ simpl nferences over-a datgBas omposed of thefe

interpretations. The question-answering module is jintroduced in '
chapter two. The replies to the example questions given in that
chapter seem appropriate to the authors. oL

4. The‘stron‘ost source of evidepce 1s ability ¢o predic®
performance' in future situations on the basis of past behavior.
Chapter three describes modifications to the ATN that provide
predictive models of typical problem solving behaviors.

»

[
v
] - 3

. / . . v T
We find this informal evidence su{ﬂciontly encouraging ‘(as detailed in

. . - / .

framework ' for .generating SPADE-style protocel interpretations. Futire research
. 2 _

wiIl .rigorously evaluate the psychologictal validity of these interpretations as

*
‘foIlows. * ' : ' ’ * .
[ 1 . .
1. PATN will be implemented and tested on a broad range of oxuslu.

This will confirm its- heuristic adequacy. ) ;

2. An editor based on SPADE will be constructed as a structured.
- . programming enviromment, and transcripts of the problem solving
behavior- of programmers using this editor analyzed., Coupled
. with systematic interviews, :this will provide evidence regarding
- the sufficiéncy of SPADE's Tepertoire of plamning and debugging

1 ) concCepts. ' '

,, y W
.

. . : 8
the remainder of Book I) to warrant the design (in Book II) of a precise
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3. PAZATN with a question-answering interface will ‘be implemented.
The appropriateness of the replies generatad by, the question-
answering module will be judged by skilled but unbiased
informants, and by systematic subject interviews.

4. A.modeling component will be implemented that modifies the PATN
ATN to be. more in accord with a particular student's behavior.
Tests will be condicted to determine whether the modified ATN is
moreé¢ successful ‘in predicting performance on subsequent
protocols. .

Before proceeding, a po'ss:l'ble misconception involving .tho;,dist:ln.ct:lon
between representational i'r:apoqorks and psychoioqical theories should be B
dispelled. Two' hypotheses are dofepded by the research pRogram outlined in thi.s
‘paper: (1)’ that A‘[:N's are a u‘sé!ulA \

’

dovo’loping; and-(2) that particuler ATN's, the output of our modeling procedur:e. '

represeatatioa for the models we are

* canstitute theortes ‘of tndivtduals =- stated in the language of ATﬂ"s -~ which

. N -

make statements about the presence or absence of certain problem solving skills.

Both hypotheses are of .course subject to oxperuo'ntal verification. "We do not

. » o
.argue’ that other Turing-universal formalisas (such as productions or Heidorn's
. ' ‘ '

. Stronger ciuu rognrdinb ‘t'ho valtdity of ATN's per se as_psychological .
. ’ L] .

{1973] aigmented phrase structure grammsars) cannot also vepresent these theories.
. ! 3]

/ .
mechanisms require additional assumptions regarding processing costs and °

1imitations which we are not currently prepared to defend. .

L3
- .

L i an
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, 2. _An Exfp: of Protocol Analysis as Parging ' ) ‘ .
! 2.1. An Example Problem Solving Protocol -
. 2.2. Structural Description
2.3. Semantics .
} 2.4. Pragmatics . ’

o v a - v

An analogy to¢ computational linguistics has been fruitful both in -
. dofiﬁing the objectives of analysis and 1in dos:lgning the PAZATN system for

automating t\ho. analysis process. The analogy sugge:ts partitioning analyus into ’(

’

syntcctic.' . sohntﬂtc. and prcmttc components. Thoso consqnonts correspond to
the potential control ‘paths, data flow, §nd branching conditions of a procedural

probiu solver. From a problc'l solw}:lnh standpeint, these are modeled by -the
. ~

network of states and arc$, the registers, and the transition conditions of the

augmented transition notwori. From a protocol analys:ls standpoint, syntcx Js
’

represented as a chso tree; sonnti;:s and praqntics are roprountod as

4

annot&tion (vcriablos and assort‘ions) auocutod with each node of the parso

~
L} .
S . ’

tree.

-

— This chapter presents a SPADE interpretation” for a k/yplcal WISHINGWELL

protocol. Book Il provides a hand-s:llulat:l'pn of PAZATN generating this
vy S .
interpretation, , ) ‘o
/"‘ Y , ‘
2.1. An Example Problem Solving Protocol '

> -

S8ince analysis consists of iho selection of a PATN'plan derivation,
¢ | S

uulyzlng s protocol identical to PATN's dot;ult solutien (f:lguro 1:8) 1is

trivial. Honco. a diffcront protocol, involvlng a variety o? plans including
* . . ¢
reformulation and repetition, serves as our omplo. . . -
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' ) ~ ' ;o < ,
™ ' * The Student kitn by writing an iterative procedure to draw (he
square WELL. of \
‘s 5\ 01 .
E02; 0 30] )
EO03 ) ' ,
EO4 >30 RIGHT 90 /
. - E0% YEND ‘ : ,
L A :gnip?oce,du?; Jor the WISNINGWELL s defined by a sequeantial
‘ plan drawing first TREE, « previodsly defined procedure, and
then WELL. } .
. E06 M0 W .
R EO7 >10 TREE
.. EO8 >20 WELL )
E09 ~ YEND A . )

]
Al

‘ﬂe WW program is executed.l producing figure I.9.
’ -
E10 . ™

The program is edited to imclude an interface establishing the
proper relation between TREE and WELL. =

. . Ell ‘TEDIT WW . ‘ . ]

£12 >13 RIGHT 90 . ¢
: E13  >15 FORWARD 350 ' )
- El4 517 RIGHT 180 ‘ -
- E1S SEND - .

- 2.2. Structural Description
. .~ " " The result of analyzing thiss~$rotocol is a data structure, the

‘\1ntorprotatlon. copsisting of syntactic, semantic, and pragmatic components. The
syntactic component, 8iagrammed in‘,wro 1:10, is the protocol's structural ’

- doicr;pttou-. a parse tree representing the sequence of PATN arc transitions

F

required to génerate it.*

Such structural ducrl%lon's capture one aspect of problem solving
: &F SN )
behavior. They provide a formal basis-for answering questions ragarding which

. AN B .
plan types were used, a topic which could otherwise be discussed only

. . intuitively.'” Their most direct application 1s to answering "how questions.®

4 «
-
. . -
. .
’ .
B
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’ i . .
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‘. .
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TURTLE BEGINS HERE ‘
- ~v’}
- ' ) Y
o . ’ S
v . ' .
' ' ®
% R ‘ - ¢ .
- - v ¥
- ' | .
¥ + o .‘ i

” ) . | 7 Y TURTLE,ENDS HERE )
L4
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L [] .
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. - r ' .
FIGURE I:9 WW AT E10 -- INTERFACE NEEDED —
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. - . ‘ ) = T . e
C _ _Solve (TREE)-already degined) {E0L 270 WELL! 7a
. " _solve (*TREE*y_E*&UQd. : repetitigy/l E02 >10 REPEAT 4 [20 30},
| , -solve (WELLL— ... | EO3 >20 FORWARD 100 .
‘ . ‘ \’ | E04 >30 RIGHT 90

...Ref...Plan..CONFSEQ] o o ' ~ \l1E05 >END!

kS

-~

sysAreuy T020301d

P10 § ISTTIN

- ‘ ‘ .. LE06 ?TO WWl
_@user -subr-call . E07 >10 TREE
—Solve (*WELL) ———@"& er-subr-call. £08 >20 WELL
. 1E09 >END!
o .'
. Diagnosis Model-diagnosis - . ‘
‘ — — —— E10 ?WW S
Debug L . : . 1E11 "?EDIT WW!
L . , | o N ' E12 >13 RIGHT 90
, .. ' E .nRepalr%Cox‘n‘pléte.fSolve(INT-T.MZ): E13 >15 FORWARD'SO
\ : : . ] E14 >17 RIGHT 180
. ' \J1E15 >END!
‘ . / 3 . N i . .
-r -~
7 erouRe 1:10 ABBREVIATED STRUCTURAL DESCRIPTION FOR STUDENT VM '
? ) /_/——- 4 .
] ‘ ® )
L% ~ .

.
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N « #2.Ql. How doos.pr‘ochur;e WELL ;ccoqp'ﬁsh & Square? . ' -
) e Al ;awﬁf\u"sos 2 repetition alap’. . The generic subgoal is a side. —~
¢ - o ‘i I ) ) . ‘
- . o . .__..,.. / .

-Q2. M does procodure TREE acconplish a roof and pole?

Az The ropf and polo nodol parts were regrouped into a tree by a \L\
/roforluluion plan. Prgtedure. TREE was already in'the answer
lilirary, allowing an identification p{m o
P ‘ ‘ ‘ J
o , e

. Still the. parso tree is an inconplete description. it does not indicate

B the semantic rolaiionshijs betwoen subq.oals or \ého pragmatic criteria govornina

»

4

I4 e '

the choice of one-plan over .afother. - ) [ .
) ‘. . . . i
. . ' ' N » : ‘ . :
‘ ' v
¢ 2.3..Semantics ) i . N

Semantic Zotation is defined to be the values of sgnLic variables

nsociatod with each, node of the parse. These variables relatei the plan .to the

?"*{\ foml problol model -by recording tha contonts of tho AIN's registers at tho time ‘

the node was gonerated The following are typical .PATN registers.

4

-

- . . //
’ - 1. :PLAN is the hierarchicauy apnotated program defined below ‘the
current node, reflectlng its state after dominated editinqo

. events have been processed. o -

2. :CODE is the fringe of :PLAN.,

& . . ' ’ . Sy .
. ‘3." :EFFECT is ‘a doscriptsyfof the effect of oxecuting the .cod
.7 Edofined below the current node. Since the code mey conta
] ' references to undefined user procedures, :EFFECT may- be
’ . unassigned at a given node. For the elementary. graphics domain,

.. . this variable is called :PICTURE, and describes the picture
/1,“ ) ; drawri by the proaru in Cartesian coordinates.
/

" 4. :MODEL is the set of predicatgaywhich :CODE is intended o
-~ o accomplish. For a corfect program ‘EFFECT is an instance of
- :MODEL, - ’ . T ‘ -

~ 3. :ADVICE is list of planhing ‘suggestions generated by PATN arc

P actjons. For example, the ‘linearizatign arc¢ -(see PATN's
) ‘ . conjunction node in figure l: 3). creates auvice egarding both
S " the order in which subprocedures should be sfitten, -and the

L. order in which they should bé invoked.

\ - * . s
. . . ,
‘ . > ’ . -

N \
. .
~ .
o ' 27 * ' )
v ° M .
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S | i o A
6. :CAVEATS i$ a list oY warnings for potential bugs generated by
PATN when heuristic guidelines are used in planning. For,
example, if no interactions are detected when solving a problem o
_involving an unfamiliar domain predicate, it is possible that
the predicate actually give rises to interactions, but their
patterns Mave not yet been Sharned by the system. Hence,
:CAVEATS can be se%;, recording this potential bug, on the arc-
"“transition from £onjunction to sequential plans. This
information gui DAPR, PATN's debugging module, in subsequent
diagnosis. ’

-

4

"7, :VIOLATIONS is the list 'of model predicates which are not
satisfied by the :EFFECT achieved’by :CODE. This register and
:EFFECT are seot by a performemce ammotatioa module designed by

- Goldstein [1974]. ' . ‘ .
3N ) . .

Let us sample the values of the semantic variables at various nﬁts of
-t ) ! .

the par d Waprotocol. :HQ\DEL for the top level SOLVE node was shown in
For the INT-TW son.v\§ node, :MODEL 1s: .

The \t:c must be above-the well, and the bottom eadpoint of the
‘tree wust coanect to. the midpotiat dhe .upper side of the well.

In our ﬂsr-oriented model language notation ifus is repro_sontod as:

(AND (ABOVE TREE WELL)
. (EXISTS (P) .
(AND. (CONNECTED TREE WELL (AT P))
. (EQ P (MIDDLE (UPPER (SIDE WELL))))
(EQ P (BOTTOM (ENDPOINT TREE)))))). .

This subaddel reflects the reformulation of WISHINGWELL into a TREE and a WELL.
) :rypically_, semantic annotattdn---&s')‘i‘li’hh‘t ‘to--apswering “what
questions.® The above Yn}uo of " :MODEL for 'tho_:INT-TU node provides an example.

s

Q3. What is-the purpose of lines 13, 15 and 17 of W?

-A3. Those three lines are in-line code interfacing subprocpdur;s TREE
and WELL. The interface qstablishes connectivity at the
appropriate point, and causes the tree to appear above the well.

~Ne

. :VIOLATIONS at the PLAN node for W provides anothef example.

-
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Q4. What is wrong with procedure W¥ when it 15 first executed (at
event E10)? ’ ’ ‘

M. The necessary relations between the model parts TREE and WELL
' have not been established: specifically, there is po point P
such tbat the tree is connected to the well at P, P is the’
middle upper sidé of. the well, and P is the lower endpoint of

the tree. : . Lt

-~

- - b -

The :VIOLATIONS variable which mediatss this answer is non-empty at the PLAN node
because the dobuggil'lg which generates the missing interface has not yet occurred:
the English answer simply paraphrases its LISP value:

‘*’ (NOT (EXISTS (P) e
\ (AND (CONNECTED WELL TREE (AT P))
s (EQ P (MIDDLE (UPPER (SIDE WELL))))
(EQ P (BOTTOMGSENDPOINTYREE)))))). W@

a
4

2.4. Pragmatics

7Prqgmatic annotation is defingd to be a record of the Justifications for

1Y ‘ ?
selecting a giver arc transition over its competitors, and constitutes an
» . kY

hypothesis about the reasons for using a particular plan. R _are assertions

attathed to sach an. of the parse. The REASON !or- using a particular plar in a,

particular situation is an iastance of the arc predicate leading to the ATN state

Jor that plan, where the curreat values of the registers are takea iato

eccount.!! For example, the reason that WELL was decomposed using a repetition

plan in the protocol is that :MODEL at tflat node was generic..

kel

. (REASON (REPETITION E02)
,- (GENERIC (:MODEL E02))). L
~

Pragmatic annotation is germane to answering "why questions.® »

Q5. Why did the student execute WW at event E10 -- did (s)he believe
the program to po correct?

AS. Probably the Student expected bugs. A reasonable strategy is to

initially plan only for the main steps, with the interfaces

/’nhmb-lator by debugging.- WW was executed at E10 in order to
discover what :lntorf.ac;ing._ if any, was needed. -

.

¢

L

“'
.
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. '
. P . , : »
® .
- . . - =
s

This 1llustrates t.ho aiulysis of a procsdure containing the ntional bug
of constructing an 1ncolplotn PN 2’ Debugging operations are analyzod by 2
postulating the awl)%atlon ‘of some DAPR technique. The reasons for dobugomg x
oporatiwpicany involve localizigg or repairing the cause of some model
violation. Tlu purpose of runnino the program at E10 was to porforn lodol
diagngsis; this toéhuiquo was chosen bccauso the occurrence of two consecutive ‘
mainsteps (with | no oxplicit interface) hpl.ies that the plan ny be incomplete:

(REABON (MODEL-DIAGNOSIS £10) .
. (AND (OPTIONAL { INTERFACE TREE HELI.))
-, (MISSING (INTERFACE TREE WELL)
(:PLAN E06)))). ’
In this case, model diagnosis demonstrates the oxist)pu of violated predicates
"for which no codo oxu( the plan is in fact incomplete. This is the reason

- ¢+
’ . for the subsoquont oditing. ropair of the incomplete plan by resuming planning

" at the offonding localo ’ _—

The reeson for the completion plu {N the editing episode (£12
through £14) 13 to eliminate the violations by supplying the
‘missing utcrjcce between TREE and WELL.

(REASON (COHPI.ETE (E12 E13 El4)),
» 7 (AND -

(CONNECTED VELL- POLE- (AT P)) -
' == ))) . ‘
- . (‘vmunons E10)) ¢ , :

(EQUAL |
’ ' (EXISTS (P)
: LE " (AND (CONNECTED VELL POLE (AT P))

s

o (:MODEL (INTERFACE TREE WELL)))
(msam ( INTERFACE TREE. WELL) (:PLAN £10)))). -

The conjunction of prodicatu colloctivtly called SEQ (on “the arc from

. ‘ ' coujunction to uquontial) phys a mlo3 1n tl\o followina example.

ERIC - o 80 -
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*
]
- . . L]

Q6. Why was the 1rglocatlon order {TREE- WELL} used, rather than the
reverse?’ S

AS. TREE ends at its bottom, a required connection point, resulting
in simpler interfacing for that ordering. If the TREE begum at
that connection point, the reverse order would have been
preferable.

;loro one ;:f the SEQ prodicam 1ncorporam knowledge about the domain prodicato
CONNEQTED that interfacing ccn be simplified 1f two subprocedures are invoked 1n
an order such that t.lge ondp_oint of the first corrospond’s to a mutual conmetion
‘potnt" An instance of this rule bccpus a pragmatic assertion of "the SEQ qodo in

the parse.
The reasor for p'}ejcr,rtn the {TREE WELL)} seyuencing is that
TAEZE ends at ¢ r«utred coarection point of WELL. . .

=

(REASON (SEQ (EO7 E08)) : v
(AND ‘

- (EQ (POSITION - TURTLE (AFTER TREE))
(BOTTOM (ENDPOINT TREE)))

(EQ.(POSITION :TURTLE (AFTER TREE))
(MIDDLE (UPPER (SIDE WELL)))))) ~

A precisp ‘definition*ef a linguistic approach to protocol analysis has

been provided and a concrete analysis of this kind supplied. We now turn our

attention to the potential u§111t9 of the .approach, for constructing ’%gnitin

models of individuals.
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o 3 Toward a Cognitive Nodel of the Individual .
¢
JE _

3 1. Tailoring the A‘I’l to.the Iudivihal
- 3.2. Individeal Differences and Overlay Modeling
3.3. Issves and Examples, and the Computer as Coach

¢

3.1. Tailoring the ATN to the Individual ~ ° | *

Wtc( of couutcr-u:hi instruction polint out that computers can be
used to tailor uutruction to the needs of the individual. Yot little is known
about what it means to construct cognitive models of - 1nd1v.1dua1 studentsy, or
‘about how to _use thed” in providing sensitive and effective cntontic tutoring.
Thé SPADE theory suggests an approach. N N '

_SPADE confronts the problest of individual differences by considering thed
possible ways in which the student's ATN curéi"cr from that of an okbort One
error would be to havc a variant of the optimal pra’nt&c arc constraints ‘Hore
serists would Se to have missing or extra arcs. Even \orc serious would be to.
havd missing or extra states. thtcrcnccs lhicll can be fomuz.d as alterations
t ] towlm of the ATN are manifested in the production of a different set of
uru trees: PA'I’l light be capable of some derivations not ‘avatlable to the
st‘udc.nt. -or vicc versa. Diffcrcuccs in arc' conditions or arc actions are
'luufutcd by the selection of other thé tthoptml plan for a particular
problea si.tuation. although thc same rcportoiro of plans may be cvcnublc

N Tlusc typcs of lodiﬂcations. properly combined, can account for lcni'

, &
-

commonly observed wedknesses in student probles solving., To demonstrate this
‘ pqint. we present six qulu of student weaknesses and the ushion in which ‘our
-odoﬁno scheme is able to capture them. The examples are derived from informal

{

¥

< data collected ia owr brior Logo Toﬂn’g experieicés.

N

‘e
o
“
..
. . -
. .
.
.

™~
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e
1. BASIC Syadrome: A student with: or programming oxperienco in./
.the BASIC language never uset rdcursion. Problems for which
iteration is awkward are solved oly with difficulty; problems:
for which iteration is jnadequate,‘\such as drawing arbitrarily
deep binary trees, are unsolvable. ' )

-

. -

14

A deviant .vyersion of the PATN sqg?qrap? for repetition planning is
illustr'atod in figure I:11. fho correct subgraphihas an intemdiale ROUND plan
state; tho doviant vorsion. missing this state and its associatod arcs,

/
chafacterizes the BASIC syndrome. The student'’ s repetftion arc bypusn the

. ROUND stato. short ctrcutting the ATN to pursue the iteration option with no

A

possibility of rocurs:lon. In goneral failure to ouplo} arfull roportoiro of
. . .

\pllnn:lng options can be modeled in this fashion: the shert circu:lt is postulated

'to occur at the node fsmediately prior to the least. common superset of the class

of unused plans. ) ’ ’ ' .

¢ 2. Discontimuity: A student fails to build upon providus work,

never taking advantage of relevant existing procedures. Each .
new picture to be drayn is treated as an isolated problem, and
recurring subproblems are repeatedly solved afresi.

-

PATN. can accomplish idenkifications using either primitives or previously

solved problems. Discontinuity amounts to omini\rig the primitive library only.

This is modeled by tho absonco of tho corre pond:lng predicato on/the arc from

fPLAN to ID;NTIFY. A sil:llar but more subtle case would be:a student that

occasionally uses previous solcﬁ:l'ons. put nodk ‘as often as PATN predicts. This

1nd1catos that the identificat network is probably intact, but parts of the

'’
rofor-ulat:lon subgraph are missing. $uch, a student fails ‘to notice .the relevance
of ﬂrov:lous problns because they are described in slightly differént torls.

!Mpospoct:lon suggests that this 1s a.common sourco of difl’ﬁculty.{
b R ' .
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.
P e

3. Dlagnrosis Avoideace: A student performs well in planning and
;. defining. programs. However, when a bug occurs, the student
falters. Rather than systematically localizing the underlying
. cause of the' erfor, followed by repair, th, student . immediately
begins to edit the program.- The changes are haphazard and
counterproductive, creating lo‘ro bugs than they eliminate.

'

\= Relative to the DAPR debugg:lng ATN, diagnosis avoidance is a weakness

wluro:ln the student has an extra arc not present in the expert. Whereas DAPR

v

. cannot procoo1 to the REPAIR state without first passing through DIAGNOSIS the

. studon! is modeled as hav:lng an undosiublo extra arc _bypassing this state

(figure I 12).

z

1

_This alloys d:laqnos:ls to be (incorroct.ly) treated as optional.

.4. Syntactically Unstructured Code: A student. never uses
. subprocedures, instead relying entirely on in-line code. This
results in long, unreadable programs which are difficult to
debug. Often the student forgets which subgoals have been
solved, or forgets how previously solvod code segments wo

Few projoc‘t% are successfully completed. (.

i

PATN's use of subprocedures is governed by register setting actiong

., N
This is the culpable locale for
v . s ’

Instend of

associated with the sequential rof'inuent loop.
- a ‘type of non-modular design we call sntacttcally uastructured code.
first sotting tho ..Pl‘.AN rog:lstor to- a sequence of subprocedure calls, and then
pushing for a solution to each in turn the student apparently perforas. these
first

‘actions in .the reverse order: bing for a solution to each subprocoduro,

and then setting t}c\:l’w register tolithe concatenation'of the p;)pped results.

"Note thlt this doviant ordering of ard actions requires far more 1ntorned1|to

storage to keep track of secursive cafls to the ATN: givon a lmited pushdm

stack, it :l\rlot surprlsing that the studom forgets things.

A student- lechanically begins

5. S;muttcal dnstructured Code:
Usual¥¥ 'this works

every Logd procedure with the PENUP command.

out well, in preparation for a position setup.

' However, even

when the position setup is unnecessary, the PENUP is still used,

resulting in either:. (a) a retional form violgtion, in which

N ' <
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Prqtocol Analysis ¢ ‘ 1.32 -Miller & Golds&.oin
the PENUP is followed amoiy by a PENDOWN; or (b) one or , .
. more missing model part vi ions, due to the invisibility of .

, vectors intended to accomplish main steps. (Solomon [1976] uses
the term cliché to describe this class of phenomena.)

Treating some optional constituent as if it is réqulrgd. esults in a

“second kind of non--oddlarlty. semgntically unstructured code. e pgrticuhr

»

cliché just described, mechanically including PENUP commands, is mediated by the
— linear decomposition arc. If this arc is modified to create pqsltlon setup
subgoals without testing whether :MODEL actually requires Quch a setup, the

_ effect is to include a PENUP at the start of each turtle program.

o
6. Pragmatically Unstructured Code: A student who fiormally does

break large programs into subprocedures nevertheless encounters

numerous bugs, many of which are difficult to localize. The ,

subprocedures lack modularity, each being dependent on knowledge

of the inner workings of others. For example, interfaces are

included as part of main steps, so that the initial state of a

given procedure is determined by the fin&l state of whichever -

procedure happens to precede it in the planned order of ‘
AN invocation.’ . -

.

*hilo failure of a particular arc action to consider the problem at hand .
‘rosults in semantically unstructured code, faulty arc predlcat;s in deciding -
among aitornatlve arcs leads to a third form of non-modularity, Erumticclu
unstructured code. The unnecessary. constr:uctlon of non-linear subprocedures 1is
attributable to either improper defauly ordering or malfunctioning predicates on
the arcs leaving the conjunction node. For example, t;ue INTER-ACTIIONS predicate
may not be imposing sufficiently strong conditions on accepting the model : this

leads to the addlt\ion of constraints on the supprocedures when no real non-

. linearity is present’ ! ’

’ - - .
Thus perturbations on PATN provide a deep theory of student weaknesses,

explaining unsuccessful behavior in terms of the syntact‘lc. semantic, and

.
) . * .
= N -
. ‘ .

Q . ' | ' 38 . : .
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pragmatic structure of the ATN.

" 3.2. Individual Differences and Overlay Modeling

‘ We envision inducing a model of individual idiosyncrasies as .
perturbations of PATN by applying Goldstoin's [1976] overlay modeling technique.
This approach doscribos 1nd1v1du¢1s with respect to an expert problem solving

)

progru by associating probabilities with each docis:lon point in the expert,

rqpl"osontinq our state of knowledge about a given individual's preferences. The

» ) .
probabiljties are a summary of the available evidence rather than an integral

part of— the model: at any given time, a process model is obtained froms the
'ovor;n..—m‘obabiuti;s by including those possibilities that ate above  threshold
and excluding those that are below.'? Goldstein and Carr [1977] use this
technique to infer process models of behavior in a logic and probability game
called WUMPUS. , '

s

Pl

This raises the question of whotgo;' 111‘ of the perturbations mentioned
-above, including the alterations in ATN topology, can in fact be represented by
such an overlay, i.e., by a an,r:lcu} plausidbility tedle: it turns out that they
can. A missing arc ;nn be handled by assigning it an @ priort transition
plhmsib:ll:lty of 0. A missing intermediate state can likewise be represented ry
the plnulsibiuty of the arcs lnd:lnq to the unused sﬂtos being 0, but the
pluus:lbility of the arc to the "short circuited® state being i.. smilnrly.
default orderings can be reversed by reversing their rohtivo plausib:lut:los.

This table driven organization allows distinouish:lng between persoral and
crchotypci ATN': Archotypul ATN's are analogous to winston s’ [1970] concept
models, and in fact our schom for inducing personalized ATN's bears some
resemblance to Winstoh's,learning systea, ox;npt that our notworks happen to -have

procedural rather than structural meanings. Personalizdd ATN's are created from

-
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thn srcnotype by thresholdﬁino over a particular nla,u’s‘ibility tabls. Tnis .
simplifies the tuning and debugging of the systo-‘and eliminates th’e—dsngbr thas |
states or arcs added to model non-expert behaviors liqht—degrade"tha'. performance
of the expert. The expert/ATN is obtsined by coupling the artnntype with an
"expert pI'susiQ}lity table. The entries for undesirable options areAzeroes.

4 A first approximation to the plausibility table for an ' individual can be
derived fro- the relative frequencies of .arc transitions in previoUsly snalzyod
protocols. HoweVer, this ignores the ;auntic and prsgnatic contoxt. It( could
be that infrequentl'; ussd transitions were"inappropriate for the tasks porf_orlod.
Consgquently, this is refined by comparing thd tallies to a record of the

. expert's performance over the same set of' tnsks.l'b (This technique, differenti:ﬂ . -

. no_deliu, is suggested. by Burt;n & Brown [1979].1) JNaturally'thoro will t;e
. différences in individual protocols because of arbitrary cht;ices, but in_the long - -~

term consistent properties of the student's behavior shouid emerge. . '
Just rocortiino arc transi?im still too crude. One should account

for differences in terms of the smallest chunks ofi malfunctioning knowledge which . |

can be isolated. As a second order cognitive model, the units of ~ans1¥sis are

taken to be the individuai arc predicates and actions. ‘The statistical evidence

can be used to differentiate’ which arc operations are malfunctioning or missing.

R -
N

3.3. Issues and Examples, and the Computer as Coach

L [
I3

Two crucial ingrsdisnts are lacking in current uszs of computers in

: education: a tognitivo ~.thoory d'oscripinQ the problem solving and learning
processes, and a pedagogical théory proscrib‘inaltochnit\ues to facilitate and
enhance these processes. As a result, many instructional .npplicstions o!

computers are ad hoc. if not. dotrillntal -,

There are oxceptians to these criticisls The Logo project’ [Psport 1971]




» -
. . '?-
Fd . v
s . =~ N

a [ .
' N »

‘e - .

offers 'educetlonel eppli,cetlons of computer technology suggésted by a

. ( .
k is an effort’ to increase the theoretical precision and experuental rigor of
b - ' X . - ] ‘ .
Logo research. Ot‘ except #¥ins include the work of John Seely Brown's group

L

-.[Brown et" al.-1974,1975; Burton &' Brown 19761 on lhtelllgent ln({Ucti&nel

. ' . systeas for electronlcs ( SOPHIE) end elementary lethentlcs (WEST), and thet of
' ’ Stensfield. Carr and Goldsteg[s\ensfleld et al. 1976; Goldstein & Cerr 1977] on
. V4 an advisor. for HIJHPUS The ’Es fitor suggests a peredlg-, elso used in UUHPUS

A ln whlch tssues . (ebst.rected differences between expert end novlce behevicr) are

: lllustreted by concrete examples of thelr application, to ectlee leernlnu

situations. - 5 \

; e ' - ~ »
. ‘ s P leen thé cognltive modeling tools deveioped in this chepter, an lssues-

d-exuples Logo. tutor can be contelpleted "‘&Vhel’l PA'I'P’: expectetlons are

’ \:lqlet beceuse of a dlfference betyeen the expért and student vers10ns of the

. - .
8 *...  ATN,- th %?:::3. can be raised with t[he student. This woulé extend the
' ™\
d-e

e

- : J o tssues-an *peredlg-.of WEST and the conputer-es-coech paradiga of

T . '

* T+ WUMPUS, not only by addressing a lehx"d:ff'lcult‘&tesk donln. but also by
elebor‘etlng the notlon of issues, fro

stractions of elplrlcelly selected

PR feeture} to speclfic progre-etlc weaknesses - -

The - theory would elso constrain the order in which issues should be

- - preseitted to the stude'nt. The topology of the ATN should be neerly rloht before

1renet1c¢rc constrelnts ere dlscussed leewl&e. the eenerel form of the

prenetlcs should be correct before doieln-specific arc critics are taught.

| ¢

O , Althouoh leny subtletles arise whlch are not touched on here. the epproech tekes

&

q«a *
5 a stOT' towerd theoretlcel foundetmns for cq;puter tutors wh&ch provtde

sensitive, flexible, tadividual instruction in problem solving skills.
- : ® . T

- LY

* .

R
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conpute.,tionel epproech to problel sol‘vlng end leerning. However, the -

:\?U«rnflon Tor many thbgo lnslghts“”relelns lnforlel end lntultlve. The current
r

<
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v Protocol Analysis . 1.36 filler & Goldstein
; . .. \é: 4. Notes to Book I . - "
. . ¢ 1. SPADE is an acronym for Structured Planning and Debil’qoing See (Y ‘

[Gol’dst.’:ln. & Miller 19761.b. Miller & Goldstein 1976a;b,c].

: 2. Nore accuratoly. the session transcript is a partial protocol.
Considerable leverage is obtained by assuming that the dialogue occurs within the
confines of a small, well-defined response menu: n#tural language processing -

. , need not be attempted. We recognize that thorough protocol analysis includes

- parallel examination of ithe subject's utteranc.os during the session, eye movement

dasa, retrospective accounts, and so on. Although our sole objective here is
analysis of the session transcript, wé—intend to corroborate our analyses using

& these other sorts of ovidcnco . / P
. J- Miller & Goldsto:ln [1976b] used a context free problem solviny grammar
/‘ - to oxtract the constituent structure of a student's Logo protocol. That paper

did not, develgp the more thorough view of analysis we describe in Book ‘I "of tlp
. current report.

Iy 4. PATM is designed in [Goldstein & Miller 1976b]. It has not yet been
"« timplemented. Thé use of present tense throughout this document in describing both
PATN and PAZATN is for roadab:llity only.
L Y .
5 For efficiency, "some states with sililar 'Upology are merged, and &
few aJdltlonal arcs are added to provide for such features as lterativo control,
when l‘ocursively invoking the complete system f3 unnecessary.

©

\
. ? The figure adepts a parenthesized notatior (which is formally ‘
equivalent to that used in our. sarlfer papers) to emphasize ﬁat predicate models

are just LISP S-expressions which can be evaluated. .,

A% first these predicate models will be supplied by the experimenter.
Eventually we plan to construct a podule to “induce ty model from a hand-drawn

. tablet ‘sketch. A sigpificant undertaking itself, this would enhance the
practicality of automatic protocol analysis in the graphics domain.
-

7. Generation of pragmatic assertions representing instances of arc
predicates is an elaboration of the basic PAIN design;  not presented in
[Goldstein & Miller 1976b]. These assertions, being directly-conputable by
examining the ATN's arcs and the semantic variables, are synthetically redundant,
but:- become important when analytic copplexities such as 1rratio{1 bugs and*‘
po;sonauzod ATN's are considered. ,

-
a

8. The example is a simplified hypothetical protocol not involving
careless errors such as mistypings. In other respects, however, it is typical of
student protocols for tasks simtlar to WISHINGWELL.

- . ‘x

. . ~
“ = LY
, .
' .

E
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. 9« The root of the parse trae is shown at the left; the leaves are %o
the right. Some details are not shown: ellipses are indicated by three periods.
For clarity, some semantic information is included parenthetically: . SOLVE(WELL).

Logo punctuation events are of minor importance in the underlying plan.
Although used as clues during parsing, they are not included in the structu 1 ,
description. In the figure they are shown enclosed in exclamation mark
1E0S  DEND!.

Since the order in which® subgoals are solved nood not mirror their
execution order in the resulting plan, events need not occur in the parse in
temporal order. In the figure the ‘events are shown in temporal order, but lines
are crossed. '

10. To illustrate the insights gained Trom the analysis, we use a
sconar:lo for a question-answering module which performs retgjevals and simple
inferences over a database consisting of the.analyzed protocol, We are confident
that the data structures generated by our style of analysis are sufficient to
support t#:ls type of interaction. However, we have not yet designed the
question- answer:lng module per se; instead, we have concentrated on isolating the
relevant knowledge base. For readability, the questions and answers are stated
here in unrestricted English; for ease of implementation, the actual syston will
be restricthd to a for-ﬂ' query language. .

11. It light seem thiat this definitiop of pragmatic annotation is
inadequate for protocol analysis, since a student may “select the right p}m but
for the wrong reason. The SPADE approach handles this circumstance by a separate
wmechanism, personalized ATN's, to be discussed shortly. For ease of
presentation, the example uses the expert ATN as the basis for its REASON
assertions. «/ .

* 12. Although PATN's default solution to the wishingwell task did not

involve debugging, PATN is capable of rational bugs such as this particular

incomplete plan. When solv:lng novel tasks, it is sometimes more efficient to
plan only for the main steps, with the interfaces being solved by subsequent
debugging. During plann:lnj. PATN notes those points where the plan is
incomplete; w‘en a bug is “encountered, this advice guides PATN's debuggirg
module, DAPR. '

Not all rational bugs are incomplete plans, and not all bugs are
rational. ' Overlooking an interaction Tetween subgoals.is another type of
rational bug. Mistypings and mispellings are typical irratioaal bugs; our
approach to their analysis should be mentioned. The reason for such.an event is
assumed to be the same as thg reason for the correct version of the event, but
flagged by an additional assertion stating the nature of the mistake. .

13. Of course, one can also use probabilities to model actual non-
determinism in the subject's bohav:lor. but we do not cons:ldor that possibility
horo.

] .
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Book l'l: Automating tln Ptoto{ol Parsing Process -

?

b .
5 xntroducuoiu to Book II -
: L - .
. " . 8.1. The CHU Series of .Analyzers.
§.2. 0vorv1w of PAZA
- , Book I developed the SPADE notion of protocol cn'alysls as parsing, but

did not 1nd1¢;ito‘ﬁw parses are to be horAvcd. Autontinp the analysis process
is desirable, Im;iuu unpal. _uuly:is —13 ﬁlfornl. tedious, error prone, and not
amenable to incorporation into colg:z”rmd tuto:';. Hence, this second book
presents the design for PAZ’ATN m wioﬂtlc ‘protocol ana}yur based on the SPADE
theary. As ulc*ound ﬂpr asse @o dnlon ‘'of PAZATN, we first summarize the
features and .Lh‘itltions %f a uri of: autontlc protocol analyzers developed at
. Camooio-lollon Unlvors’tty. | Ev - - .
: " g - ,
5.1. The CHU_Series of Aag_u . . ' .

" Much ground- brofklnn rosurch in autontlc protocol lnalysis hu been
porfonod at, ‘Carnog{\o;-!lllﬂlon Univﬁjity PAS-I [Waterman & Newell 1972], tho
flrse of thru CHU systm, analyz think-aloud protocols for cryptlrlthlotlc. .

PAS-11 [Hatorun & lel 1973] is an Mtoractlvo yorsion which ukos fewer t.uk-
. specific n's.sunptions. SAPA (Bhaskar & sgnon 1970] addresses the additlttnnl
cmloxltlzs of smn't}cally rich tagk domains. _‘

By focuslng b&th/ cryptarithmetic task, PAS-1 obtains,uwfficiont
a tA;

leverage to colplotol e the lnalysis pr . The input to PAS-I is a
trmscrlptton of a tapc recorded thlnk-aloud protocol lnd its output is a problem
«bekavior graph. PAS*X operates ip four stages, the first two of which occur

sequentially in' time:: lingutsﬁc analysis, semantic analysis, processing o‘f‘

. . —
. il . .
- ‘- . ¥ |
! N . .
. *
.
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operator oroub's. and problem bshavior grlph generation. PAS-I does not att pt
generality; for oxuplo. the l:lnou:lstic ‘analyzer employs- a key word gr r.
oriented to cryptarithmetic. 81-11|r1y.-rmcn-Colw is a typical operator.

¢ PAS-11 reduces dependency on a single domain by requesting guidance from
.lhu;m encodar. Task-specific ky&wlot!go is factored ingo a soparqto ‘set of
Nl.f; the domain m'dopondont part of the systea amounts to a command language
or subroutine library to assist a I;uun protocc;l-malyit. Noving from automatic
t>o interactive afi%lysis may seem counter to progress. ‘Howovor. this
methodological contr:lbutio; allows flexibility to incofporate the experimenter's
ius:lght. while still imposing disc:_lplﬁu on the encoding process. We intend to
construct an interactive ashalyzer as an intermediate milestone - in i:lblmnting -
PAZATN. ' e
- SAPA, in cooperation with a human encoder, analyzes protocols in chemical -

engineering’ thermodynamics. By consider ng "a domain rich in background

‘knowlédge, rather than puzzie problems -such as cryptarithmetic, SAPA addresses a

4 . complex: new facet of problea’ solving. Hmvor. SAPA is highly domain specific.

For omplo. SAPA bn:lns the analys:ls by ask:lug fir the form of the energy
oquat:lon used by the subject. Thermodynamics problem solving is viewed as a
Qvarhnt of means- onds malyus 1a which tho energy equation plays a yrodo-inato
role. ) . ‘ -

When implemented, PAZATN will extpnd the automatic protocol analysis
techniques developed at CHUby complementing their features and luitations.‘ On
one hand, a PAZATN shortcoming -- its rutr:lct—i—on to a s-all menu of responses --
is .ddrusod by the considerable effort CNU researchers- havo invosted‘:ln naturnl
hnouago front-ends for protocol andlysis. On the other hand, CMU has dovotod

less attention to the investigation of planning concepts, a limitation addressed

‘by the SPADE theory. For :oxuplo. the CMU theory does not provide a deep account

’
b4

%
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of the origins of plnnning orrors in the PATN sense. Likewise, a practicnl

' lilitation of the CMU lnllyzors has bo,n task, specificity. In dosigning PAZATN

we lm'rlo tried to lininizo, task smificity through modular design; this is made
possible, 1in part, by the hithy‘ struttured underlying SPADE theory. However, .
tosting the gonorality of PAZATN by npplying it to sevonl domains remains a
reisearch goail. v Finally, the elementary programming world to which PAZATN is
applied in this paper resembles tlurlodynuics in that background knowledge of

the domain plays a significant role in solving problems.
i |

S.2. Ovorviw of PAZATN

PAZATN is a scheme for matching a protocol to a PATN plan derivation, it

" can only understand protocols which PATN can ganera’to. Therefore the analYSIS

could be’ porforud' in principle, by trying all possible PATN solutions,
selecting the first which matches the data. Since exhaustive enumeration is

impractical, a primary consideration is efficient search in PATN's plan SvICO

‘Bottom-up protocol evidence is used for this purpose (Yigure 1:1).

PAZATN consists of PATN supplemented by several additional modules and

data structures (figere II:1). This design incorporates three key Adeas:

1. the use of the chart date stnctnre [Kay 1973; Kaplan 1973] in
two distinct roles, both .involving the need to oconolicnlly
store nltornativo cod)imtions of substructures;

L N

2. the use of a librery of dometn-specific specialists for

processing events in various syntactic categories;

3. the use of best first corouwtime search driven by a separate
scheduler -- with modules communicating by means of the charts
-= t0 ensure nrly lpplication of strong sourcos of constraint.

-l

1. Two cherts: Ono of PAZQTN': chnrts..tho planchert, kups track of

subgoals proposed by PATN PAZATN's socond chart, the detechert, rocords the.

‘ " ~alternative ways of lssociatiuo protocol eyents with planchart leaves.

’

A O . . . a
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.. possible events for a given domain results in a Mghly.lodulnr design. (ADDCQDF..
RUNCOPE and END are typical Logo event types.) For each event type PAZATN is
supplied wiﬁ an ESP, i.e., & _sm:lnlist for nsi&cuung events of that type with
planchart_leaves. Adaptil;g P'AZATN to other problem domains is possible by
replacing t.i::ls* 1ibrary.

3. Best first coroutuw}chx‘ PAZATN receives the model and protocol

as input. The model is a formal statement of the problem is shéwn in figure I1:7;

-~ _»
* the protocol is a list’ of events as sho\m at the top of page l 19. PAZATN':

output is a SPADE interpretation of the protocol as described in Boot I: ‘a parse
tree luponted by semantic and pnmt:lc annotation. At any given tin'e during
uulysis. several pertial interpretations will be ective. The outer lt;op is a
schodulor which allows each active pnrtub interpretation to examine ope event
per cycle. For a given interpretation, evepts ére processed in a s:lng?o loft-to-
ri'g_ht pass. At the end o_f/n";'yclo the active set is re-chosen. This repeats

* -

until at least w\{nt;rprota_tiou has processed the final avm7

, Analysis of a protocol proceeds as follows. First PAZATN requests PATN

to generate its most plausible plan-on the basis of the +odol alone. This plan
is inserted into the vlmchm Next, protoiol events are examined one by one,

_lltch_ing thu with subgoals in the PATN,plan. Each match iz recordod in the

.

“uch.m . \ ’\\

/lf an event is encountered for which no plausible match can be found,
PATN 1is asked to oononto its next -ost plausible plan, now potentially
considering the naturo of the mismatch as well as the model. The planchart is
extended by 1nurt1ng PATN s next plan. Those wbooals which are common to both

e

plans share t.ho same structure ia the chcrt.

-

Rl

2. Library of eveat specicltst:h The syntactic class:lficat:l?n of

K
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et

- If an event is encountered for nhicl;lor;o tt;ln one plausible match can be ‘
' found, the datachart r;cords each 'such pairing in simiiar fashion. Each of these

is then allowed to continue ing protocol events according to the best first

scheduling algorithe. T
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-
6. Simulating Automatic Parsing of the Example Protocol

6.1. Preliminary Generation of Expectations ‘ r
6,2. Modifications Based on Bottom-up Ev:ldonco
6.3. Sou Informal Observations .,
This chapter is a hmd-simlufion of PAZATN on the WISHINGWELL protocol
introduced m'Book'I. -Various co-}ononts of PAZATN ‘ro introduced as they are

needed. Subsequent chapters provide details regarding these components.
. ‘ -\

6.1. Preliminary Generation of tation

The proto;ol parsing process is initiated by oxocut.ing (P)IZATI
WISNINGWELL Ug). where WISHINGWELL is the lodﬁ and W the protocol. Tho initial
answer library is assumed to contain procodqros' for TMIANGLE and TREE.

B;foro PAZATN examines the protocol, PATN examines the model. Since
WISHINGWELL 1is no‘t in the answer library, PATN determines that an identification
plan is not viable. 'Both decomposition and reformulation are possible, since
tluy are applicable to any model. . / ’

PATN can determine, using loonhud that rofomlnt:lon rosultsm

-
identification involving TREE; for this particular protocol, this quickly leads
t6 a successful parse. However, reformulations.rapidly expand the search space,
80 PAZATN adopts a conservative approach jo reformulation: aoco-pos:l’tions/ which

lead to a straightforward solution are preferred unless protocol evidence

\ indicating hro{omh't:lon is discovered. . Consoqueut'ly doconpo,iit:lon 4s predicted,

with three main steps: ROOF, POLE, and VELL. But since the decision i3
lmcor’tun. a demon pfocoduroa;is created to h,ndlo the possibility that
decomposition fails to parso.tho ’protocol. _

The model is examined for interactions. None are detected, 3o 2 linear

decomposition into subgo.cls ‘13 expected. However, since required connection

.
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[ 4

points oc::ur at the midpoints of fides of WELL and ROOF, a nt;n-l:lnear' subgoald ‘ ’
decomposition might be used for .off:lsiency, to avoid retracing. As a result, two ‘_, ‘
demon procedures are' created to check for WELL or ROOF sides being accomplished
1n/ two steps. Such a plan is_less likely. for ROOF which can be identified with
" the existing TRIANGLE. i ,

The tr"ansitivo ABOVE predicates suggest a seguential plan utilizing - —-
o}thor the order, {ROOF POLE WELL), or the order, {WELL POLE ROOF}. - There is no
basis for“solection. Hence, PATN follows a principie of least commitment,
predicting the d:ls-Junc.tion of the two invocation orders.

This application of the principle of least commitment is accomplished
using a ckart o& alternative plan derivations called the plaachart. The
pllllchlrt is sin:llar to an AND/OR goal tree but involves a variety of node types
and shares substructures economically. Figure II:2 illustr&tes how the two
equally likely sequences are represented in the planchart. As PATN generates ‘
predictions, the required b(;okk‘ooplng is performed by expanding this planchart.

Since the main steps for the two sequences are identical, they provide ‘no
u\ridenco reglrd:lng ordering. The :lnterflces provide the cr:ltical evidence, s0O ’
PATN solves the interfaces ‘for one order, {WELL POLE ROOF}. Because the choice y
is arbitrary, another demon is created to ejpand the {kbor POLE WELL) order in
case the interfaces fail to/match. Except that TRIANGLE is already in the answer
l:lbraryi PATN has predicted the protocol of f:lgure‘l 8.

Besides predicting PATN's default solution, three arbitrary choices havo' .
" been flagged as likely failure points. If the specific discrepancy pattern
monitored by one of. the three corresponding demons is detected, that choice will

\ 3
be reconsidered. If non-specific mismatches are encountered, backup to other <

decisions will occur in the usual way. Note that most choices are not arbitrary

'

‘and have mot been flagged. (This helps to uvoid the usual :lneff:lc:lency ‘

52 o -_
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associated with pure backtracking contr@l structure: 'fulllng' in all possible
ways.") ' \

s

At this bo;nt, control passes teo t!ti bottom-up and‘lytlé "routl.no's.

' v

8.2, i lc tions Bas Botto-up lvldonco ) L]

PAZATN now attempts to interpret the flrst protocol event 1n a unnor

‘consl;\‘rmnh PATN's default solution. S v
EO1 - 77O WELL . : .

EOl 1is clusluod as a 'ro event -- Logo punctuation bogmnlng a procoduro
dounluon. 'l‘ho event spocullst for To events is called fpon to usmn tlu
event to some expectation. t

PAZATN dou not use mnemonic clpu,g and no slonlflcmco is cttachod to
tlu student's particulsr choice“of the name WELL. 5 The To specialist examines tho
planchyrt (figure I1:2) ?or\clnudlto subprocedures.” There are expectations for
the top level (W), HEI@L. POLE and the two ingerfaces. The default solution
order 1: top-doun so B0l 1is assumed t\,_uul/d
variable that other 1ntorprotatloﬁs are plauublo. bonséqnon&ly the
interpretation splits 1nto separate mllyus for each.

Whereas the planchart is used to keep track of alternative oxpocntlons,
a second chart, the datachert, is used to km of alternative associations
betweéen pl:otocol events and expectations. PATN expands tho.phnchlrt'; PAZATN'S
evest titerpreter eXpands the datachart. At any given time, some of tho‘nrt“l
tuerpreuuou in the datachart are consldort‘to be ucun. tho rut are hung.

For expository purposes, we wlll.usun that only one plrtul
mtorp}htlon is actlvo at a time. Rather than pursuing uvoral lltornatlvu in
parallol we will loroly record them in case the 'need to back up Vu. Hence

aftor tho split 1: performed, EOl is uslcnod to be the TO for the top level

. However, solution order is so.
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.
.
. 1

procom. W, Tho paront nodé of tlus 1ntorprotation. a gonora‘tor for

lltornutiv. mtorprotations of EO1, 1: ‘hung. - . ] B U
' *—- With EOl us}mod to start W, E02 is now procosud\ '
/ /:\“ E0Z . 710 REPEAT“4 [20 20) )
. 1s¢doos‘not nzih tho oxpdctanon for a dof:ln:lt:lon of . tho top lovel W’
Arocodtlre, Therefore, backup’occurs to tho most rocorﬁ split (at E01).
altomgttvo that can accdunt for E02, that FO‘I is tho start of WELL, 1 _gcti\&a.tod .-
(u_g@-s) T . L B o
T . ) ' The ymtodal utches this new interpretation through E05. ' '.' i ({1
N S CEQY 20 FORWARD 100 | . .o e
. ; . B DIOCRIGHT 90, 7 L . .
. . .Qx-:os‘_:nun, o R A
i Ambiguity arisosvat 'E06. . : - .

~‘81nco ROOF cn be idcnt:lfiod with TRIANGLE md HECL has already been found, this

. * r.os >T0 W . _— ] .

ms,; bo W, POLE or an interface. The POLE and :lntorfacos are apt to be: solvod

o

» } v
) by 1n-11no cade; furtherloro. \}.op-down order is tho de!ault yroforenco N-;:o.

. al;hough E06 causes a split, W is clearly chosen as the activo Iintorjprotation.‘k,

. "\Kﬁ'..l EOZ s oé‘ul'nod'. ' ' o .\f

-

~ - - 07 >0 mr.s

. luthor\ than utching W' expectations for a setup orf call to WELL, tr
utchos the d:lscnpancy pattern for t,wo act:lvo denons “Dne donon represents the
gossibiuty thi; “ {RQOF P?LE WELL} order was used; this would require YREE to

k be the utup for noﬁr Tho othor demon roprounts a potential rofor-ulation
:lnvolvmo TREE This ucond 'dcion is® highly lpbcif’ for this ovidonco and is
thon-foro triggered. Control -returns to PATN with a request for a ‘bforlulatod
¢ : :
PATlI regroups ROOF and POLE into TREE, and then efipands for a solution to
. . . '

4 . A -
: Coe - ‘ Wt
- o - . ;~ .. . \ *
Y n A . . - ..
. - v \ ) v g 55' L.

»y
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tﬁo revised model. Vhen the soquontul rofinn'nt loop is ruchod. tlu

.

{ TREE WELL) 1nvocotton order is chosen immediately on the bls:ls of known protocol

data.” This need not hovo been PATN's choice from a problo- solving point of

view: this decision is forced by the bottom-up evidence. Figure II:4 shows the

£

modified planchart.

— After PATN has processed the reformulation request, E07 can be
occo-Oo\dotod. as sho;m in the datachart of figure 1‘1:5. E08 is now examined. An.
interface is expected.

~

E08  >20 WELL : N

WELL is Kk to be a previously solved mainstep, violotiﬂo at expectation.

This is the standard pattern for an incomplete plan: nterface is.expected

but instead the next.mainstep is found. A demon for ijcomplete plons' is always

active and is triggered by.this situation. It passds control to DAPR which -
2

generates debugging expectations.

Each remaining event matches a DAPR expectation.

zfo END - )
. EN >TWW , .
Ell >?EDIT W '
El2 * 513 RIGHT 90
E13 >18 FORWARD 100 :
El4 >17 RIGHT lqo . - -
y El3 >END ~ .y

—
.

Hence the oorso succeeds. Figure II:6 shows the final planchart and datachart,

with marked nodes indicating the parse tres which is returned.

- ¢

6.3. Some Informal Obsorvotiol;s
We have hand-simulated PAZATN on about a half-dozen hypothottcol' '
protocols. " This informal ~exerciging of tho design has led us to a number of

tentative observations regarding PAZATN s copob:ll:lt..tos ﬁu quostion which
arises is PAZATN's flexibility to hondlo alternative solutions. Ve are confmont
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tlupt the following types of variation can he handled:

+ » .
" 1. subprocedures versus in-lime code;

2. mcmloto.plms where interfaces are soived by debugging;

3. incorrect plans \mn iatouct:lons are overlooked by tho student
(but known by PAYN); .

[

.’4. permutations of invocation or solution ordor;

§. standard reformulations (rogroup:lng. generic-explicit

conversion);
\—’

6. unnecessary nonlinear &oconpositions (accidental or for \
offic:loncy). ’
ﬁ“'

V
7. non-standard default pcruo'tors (FORHARD 73 as tba bas:lc unit); T
8. shplo forms of equivalence (BACK 1oo versus FORWARD -100);

9. co-an errors such as mistyping, or oliss:lon of a line nunber

o~ .

the Sther hand, the following types of variation pose problems for PAZATN:
1. mtorluv:lng of lines from different procedures if errors also
occur in that a procedure is accidentally edited;
2. unrocomizabl. reformulations due to gaps in PATN's knowledge; Vs

3. deliberately obscure code, orZoede involving many needless .
operations; ' =
' . - /\\
4. equivalence transformations resting on subtle domain theoreas;

3. fully general rocur's:lou ucludinq heterarchical procedure galls.

Another observation concerns PAZATD.J'S ‘efficiency. For the simple
protocols we have considered, after ouly'a few false starts, PAZATN latches onto
a correct set of oxpoct'at:lons regarding the student's overall plan. After that
point (which we would place at E08 for this protocol) :lntorprout:lon of the

r-nntno ovents procnds wit.hont incident.
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) 7. Organization of ths PAZATN Protocol Parser - ' '

-

.1. The Planchart

. Representing Interpretations .
The Datachart
Incremsental Planchart Expansion
Markers and Marker Propagation
Preprocessing o
The Event Clagsifier . -~
The Event Interpreter
The Event Spocuusts
0. The Scheduler

7.1
7.2
7.3
7.4
7.5.
7.6.
7.7
7.8
7.9.
7.1

’ 1

T

In generating potential plioto int’fpie}utions, PATN is w:ldea not only

by synthetic evidence derived from examining the model, but also by arelytig
evidennce derived from previously examined pr‘otocol events.-- If pr';vious‘ovents
have utubl:lshod thut the student is pursuinq a purticular subgoal. thon PATN
will proposo candidate solutions for that subgoul even if it is not one which
Likew:lu if previous events have established
that the student is pursuing a purticulur invocation order, then PATN will use
that order in creating interfaces, even if another soquenc; leads to simpler
interfaces. This sensit:lfrity to the student's plan 1§ accomplished by adding
additional predicates to PATN's arcs which access assertions in the current
partial i1ntorprotat1m'| * ﬁ ' ' .
This chapter presents tho major PAZATN modules needed to use PATN in this

analytic role. Chapter esight refines the d:lscuuion presented here.

7.1. The Planchart

PATN 1: an inteasioneal representation of the plan space; there are a
number of reasons for noed:lnq an exteasional ropreseutution of the ATN procou.
.Connquontly‘ a complete trace of PATN's operation, the plaachart, {is maintained.
One.reason for crntingbihu d.ltl' structare is to avoid fepopitiv; calculatibns,

tut ‘dditxonul uses for the planchart will appear in the course of the




» {’ .
. \ -
Protocol Analysis .. ' 2.19 Miiler & Goldstein

-

discussion. (Figure I1:4 shows-an example planchart from the analysis of WM.)

The plu‘nchart- includes not only plans, but nodes of other types such as
vdobanqing ogisodos As its name suggests, the planchart is a chart [Kay 1973;
Kaplan-1973], a network which compactly naremts alternative codnnat:lom of
suboxprossions. This economically ropnwm sPATN's partial solutions and tu.u-
" hierarchical annotation. Rathor than gononting the ontirr solution space at
once -- which would he impractical even if it happened to be finite -- PATN
expands this planchart ucr-'tnully‘ as additional possibilities are needed by
the uulyur.'

Lookin. uward from a given leef, the planchart resembles an AND/OR goal.
tree. Honovor. there are a greater vuioty of node types, rather than Jjust ANDR
and OR. This allows the phnchart to represent such concepts as whether
con junctive subgoals need to bé accomplished in a specified order, or ‘whether any
order. will do, allowi’ng a greater variety of potential interpretations to be
mrissod parsimoniously.

The u_nalysii process is closely tied to lod:lficnions' of this data
structure. In particular, the strnctur:al description assigned to a protocol
cer‘ruma' to a pathway through the Dlllﬂ::ul’t starting from the root -- th; top
f;vol SOLVE node -- to th; individual protocol events corresponding to a sﬁbut'
of the leayes. The semantic variables and pragmatic usortiwi are mcrq;od by
PATN along with the parse, and are attached to the corresponding planchart
nodes.® Consequently, the structire building actions of the protocol parser are
. performed eatirely by PATN. - :

L
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v

7.2. Representing Interpretations ° ‘ '

An tatciprctctjoa of :n event is represented as an assignment of that

eveat to & leaf of the planchart (figure II:7). Similarly, an ,uierpretctton.ol' .
the progoco! is a complete association list of sut;h event assignments. A nrt‘tcl
taterpretetion is -an association list conu:lning‘ assignments for a subset o‘f the
events in the complete protocol. v .
Because of the chart répreseatation of plans, individual eveits can be
ui:lcnod to a single leaf but remajin ambiguous as 'to which plan they l;olong to.
ll?o usiw;lt captures axactly what can bo concluded from the event: RO more
and no los:. A'll possible interpretations consis'tont with the data are carried
along. ' -
In' qrdor to 'be assigned to a given leaf of the planchart, it is wmot
nocossqr? for the pr‘otocol event to match identically. Data events are converted
to canonical form befors uumt.' 30 ihnt equivalent forms (e.g., LEFT 90 and .
RIGHT 270) are not distinguished. Non-equivalent assignments are’also po;siblo.
representing the analyzer's judgment that the protocol event was intended to
match the Planchart- leaf but contains either errors, such—u lispoll:lngs' or

mistypings, or different default parameters where a range of values 1is

acceptable.

7.3. The Datachart

/ . A partial interpretation splits when it proposes fiore than a single
planchart nugnl'ogt for an event. 'Son method hr k.eeping track of the

. analyzer's alternative partial interpretations is needed. It should take

: L]

qgvinugo of the fact that, following a split, the-event interpretations prior to '

that split resain the same: the comson ancestry should be preserved. Ideally

1atorp}-gtctions which agree on eveats both besfore md'\cncr a split should sharq_

,' " .

v . ¢ l f;._; . N
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E0O3 has been assigned to the planchart generic side for WELL.

s
.

) FIGURE II:7 INTERPRETING AN. EVENT .
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the same r‘}rosentation for them; this is cailod a join.

The datachq;t_;@rVOs.tgosa functio;s. Like the plan&hart. the datachart
.18 a chart, so that it-can econonicaliy store common ‘ubstruc;uro.' Suppose tpat
_ two interpretations have idontical-asslan;nnts for the first M events, and then
split.' The spTit corresponds to i single node haviﬁg two descéndants;
Assertions corresponding to the shared part of the intOrpfetapinn @ro
automatically inherited from the parent node (fiqurovllzs). 2 ~

Whenever a low plausibility event assignment occurs tﬁg following actions
are performed: |

Py

~ 1. An assertion is added at the current node, indicating which event
assignment is about to be made. This ensures that the same
. possibilities will not be repesatedly pursued.

2. A new node is sprouted, which will inherit prior assignments from
’ the parent node. This ensures that changes which reflect the
uncertain assignment will not affect the state information of

the parent node. .

3. The uﬁcertain assignwent is performed at the new nodel The
normal -operations associated with event interpretation
+ (described below) are carried out. - '

4. The new ﬂode is placed on a list of NEVW partial iﬁtorpretations. .
This ensures that it will be scheduled for at least one cycle of
further investigation. T

5. The parent,node\!s re-examined to determine if additional nodes
should be sprouted representing alternative event assignments.
1f so, ‘the above sequence of operations is carried out for each.
When no further alternatives seem worth considering at the
present time, the parent node is placed on a list of HUNG
interpretations.” .

This technique has f e feature that it is not necessary to explicitly

list all of the pos‘s:lblo al ive .interpretations for a given event.’ After

sprouting, the parent node no 18nge represents a stagle partial interpretation,
but an tadefintte aumber of implicit alternatives to its current offspring. Even

after it is HUNG, the parent hode contains the necessary state information to

-~

£6 ' l .
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generate '::ddiuoml possibilities if these are ever needed. ) ‘
7.4. Incremental Planchart Expansion 3 . ‘* -

Consider the Situation in whicfn' an active partial interpretation cannot
< find an acceptable planchart assignment for its next event.vrwg ‘concl;ﬁions are
possible: either (a) the current partial interpretation is a dead end, and
/ : should be moved to the HUNG “Itst;—or () -the current partial interpretation is A
vul;lo. but the planchart has not been oxpnrido;l sufficiently t_o, accdunt for the 1

. / - ~
. current data.‘ . R '

!

This decision is crucial. If PAZATN is too miserly in allowing plénchart

growth, an event could be mis-interpreted as a deviant versnn of an existing

\

leaf, when only slight growth would have allowed ft to match a new leaf exactly. .

But if PAZATN is too eager to oxpand the planchart, the. number of ‘:lrrolqvant

N . »
.solutions,proposod could.bo enormous. ° - . -7

This doc:lsion is also very d:lfficuxt being complicated by the '

*

c:lrcu.stmco that data events need not identically satch ’planch.ari leaves: they

"can differ because of postulated bugs or variant-but acceptﬂable parameter values

(snch as scale factors). A Jewormerocnen st . \

“our tochniques are germane to tt;is decision and its colnplications
F

1. Protocol events are converted to a canonical form. This allows
for handling sinple forms of equivalence such as FORWARD -100
versus BACK 100-

-
.

2. Standard spelling correction procedures’ are applied to
unrecognized protocol events, using the fringe of the planchart
as a dictionary. This allows for handling simple mistypings and
mispellings.
- ’ )

3. A hash coding Scheme uses the critical terms of an event (e.g., .
the FORWARD, but not the 100) as keys.® This allows acceptable
variants of events (e.g.,, those differing only by a scalo
factor) to be located.

4. The 'neighbors of a planchart inf ptovide expectations which .
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"lnfluonco the plausibility of event assignments to that loaf '
Tlu next section describes a schepe for gonorating these

. expectations. .
) . > . - ' d * \‘ -
*. 1.8. Markers and Mkor Progqation ' » . o . P

A marker pfppagltion 4pchnique holps 1n dociding whother to oxpand the

>

planclurt by proyiding a precise ropremtltion fofr oxpoctations. . Harkors llso
deteraine tho finll protocol. parso by solocting a pﬁhway through the planchqrt.
Assigning 4 protocol rvont to a pimdhart leaf mru that 1}91' Theée typos of

hrkor{alrumod: (1) a stnndcrd nrkor for ovonts.that match identically or

giffer‘only in a* flexible parmtor :nlu, (2) a dis“tgnguished marker f{ top

-— down DEFINED plans brur to encountering the body of the subprocadufa.,,nnd (3) a

distinwished sarker for doviint ovonts mvolving mistypings or suuar orrors. '
.o A colutituont is expeotcd to the’ oxunt to which findtng it results ln‘

.
propaqauom. where propagation through the planchart 1: charactorizod ‘by rnlos
such as: - g . o )

/ »’ )
‘. ’.# 3 ~ ‘
- . MPR-DISJ. If the parent of burkod node 1: disJunctive (1.e.,
' split), the parent is marked;

.

" 'HPR-CWJ If the parent of a marked node is unctive (e.g.,

\ . “every slbling of ths marked nodo i$ ' marhed, the parent is
. 4§ urkod T JJ\ '

’ .
rd . .. . . 4 .
. . s

‘- The rules shown horo ATe incolpl'eto. ‘l‘op ‘down DEFINED plans, for.
/
oxnplo. receive specul treatment to onsuro thlt after conplotinq a
uporprocodnro tho expectations for its subprocoduru remain in effect.

- As an au-p\l{ of tho use of these rules, considor bottom-up ‘DEFINED

4

plan. mbro a subprocoduro is first defined and then called by a suporprocoduru.-
Aftor the subprocoduro dof‘lnition hu been oncbuntor.d i‘,‘ts use by some
sunorprocoduro is expected. - The planc t would contain a nrkod_SOLyE hode for

the ‘subprocedure and an unnrko(j& node for its use in the other procedure,
1 . . . . .8

‘

R - 60

&
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ir
-

) both dplinltod by an unordered conjul)lct:lve "&* node (figure 11:9). .The USE 13 .
*. expected _because marking its no&o would result in a propagation at lu.st as far . .
as the SOLVE 'donln'at:lng. t;u DEF I?IED node. ’
) Suppose that an expectation (such as the bottom-up DEFI!ED plan éxample)
fails to be fnt:lsf:lod' af ter many events. » 'p_osubi'uty is that tho‘ partial
intorpro‘tapion which expects it is conplétely wrong, and should be abandordd. A
” socm;d ﬁossibil!’ty is that th; ’partial interpretation is bas:lca‘lly gorre'ct. but
" the“student. has accomplished the o'xpoctgd’o‘ffect in alterna‘t:lgo way (e.g.,

N

j lncorponft'o'djt,ho subprocedure's defipition in-line in tead of c1111n§ it as

oxp;cted)’. ‘-'Th:ls second case ‘éurns off the expectation, since it becomes
dominated by_,a urk'od node (figure II:I?). ‘ ' .

"Afthlrd possibility is that the student accident'al}y left out the
relevant line of code. . This is detected when protocol events indicate’ that .the
-episode is. ftnishod;'. In the Logo world this ct;rrosponds to encountering the END
" statement for the 'supe:procéduro. END :tatou'nts force propa.gatiogs even when
sqno' expectations are not satisfted; but the plan is flagged as incomplete,
c'hbugqlng o‘xpectations are generated, and the plausibility is lowered. If the
debugging predictiens are then confimd, the plausibility is restored and the
expectatigw considered satisfied. N > . -

y Markers, as a ropr;sentatm:"for expectations, pravide evidence regarding
P the plausibility of. interpretations, yhich is especially useful when. planchart

o'xpans:lon is Jndor consideration. T'yp:lcal plausibility uu:ldol}nes include:

N - -s 3
4 ' :

. -~ PLG-1. Event assigiments that result in lenger chains of pro iows:
I are more plausible than those that result in shorter &ha of
propagations or none at all. ' / o\ '

. Bnto}'prdtations that leave few expectations unsatisfied aro,«qk
'plausible than those that leave many oxpecfat:lons unsatisfied.

\
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. . JSOLVE (*WELL*)

FIGURE II:9
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. ‘ T
~
e ‘ N
Planchart . Protocol
o, TO WwW )
. \ A
i
~ ! t -
. X . !
: ~SOLVE (WELL) '\/
- S
. S . :
- . QV ) o f
x K7 ,
"SOLVE (WW)—+  -SEQ —{SOLVE ( *WELL*)— b .
: . ,
1
* b & |
“a. ’ ? N -
-~ 7 “USE (WELL
E (WELL) L
-~ ' ! -
A | x in-1i ' for well
~ . |_SOLVE (WELLY—~ in-line code for we
. ’ . -~ \—/~\-T/ \;-/_. \/
. . END
- o~ .
e . ., . ;o .
v _This use of WELL is no longer expected,
. * since it is now dominated by.“a marked
B - node. . .. i -,
i - - . ) ™Y )
o ' FIG?'II:IO . ExPECTATIONSMRANCELLED, DOMINATED: BY MARKED NODE
., , : ; ' |

»
4
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- ’ ; \
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~ 1.6. Preprocessing N T

PAZATN includes a preprocessor which performs four functions. v

M- 1. Low level syntactic anomalies such as tggographical errors

r- ' corrected using the RUBOUT. and BREAK keys are filtered out; .
only }ho corrected versions of -such events are examined. R

. '2. Low level segmentation clues are noted. For example, with raster .
scan TV TURTLES [Lieberman 1976] global conn'oct:lvity of vectors .
is readily detectable and -suggests a segment boundary. \

3. Timing data are collected. This information may be of value in
, testing psychological -claimg, and in some instances the:
sibility of an interpretation depends upon the alapsed time

en type-ins.® .

4. The primary syntactic class of eich event is recorded to avoid
recomputing it under each interpretation. Classification is
_performed by a separate module which can be re-invoked if the
primary class is later called into question. !

[N . - ! ~

5

-~

7.7. The Event Classifiér -

. The ovo"‘t‘ classaifior. one of the few PAZATN modules which must'be
rédefined 'fo}' .cach domain, ‘ét;ntlgns the syntactig kndwledge nocoss:cryl tb

"") alsttnﬁugh various d;l_un-sp!:lf:lc event t.ypu. For the programming worid, the
- event 'typu ﬁnclud. RUN events, EDIT events, and %0 on. In assigning an
gi'utorprotat:lon to an event, a variety of semantic a‘nd pragntic,ovidanco’u.

. ;- ultimately considered D) PAZATN, but the event classifier is resggicted to
syntactic evidence.” . - . ‘ ' '
The o'vot;t classifier can be invoked in three modes. Normally it 1s
invoked by the preprocessor, with its-input an event and its outpu{}tho oveng's
primary ultl(cttc cless; for lost.ovents‘. this is sufficient. In the socc;nd o
".odo. it is invoked by part:la'l :lptorprotat':lons which question the pr:ll'ary
syntacti€ cla$s, with a sm'c:lfio alternative ‘clau being considered. Here its '
input is an event and a class name; its o‘ltp\;t is a numerical scq}'o summarizing

‘ the syntactic evidence /suppor:ting the alternative class. In the third f;odo the

:®
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®

oxhaust:lvo rank ordered list of chtooor:lu and scor¢s 1: roturnod
Event clus:lfication will be porfomd s:lng straightforward pattern

matching. No further details are given horo.

<

7.8. The Emt- lntorgro:or

Th; svent interpreter is responsible for c'i"t"ogory independent operations
of event 1ntorppetat1.on. This ingludes the node sprouting sequence described 1in
the dat.u:ha'rt section, the processing roqn:lﬁd for marker propagation, and the
plausibil"ny computations. The ntionalqvfor grouping tl}oso activities ‘ii
modularity: they are required for every category of event 1“?29“&“"- v o

The event ’ihterpro;or is PAZATN's inner loop. It is inveked by thp
schoﬂulof- with two arguments: a partial interpretation, and a protocol event.
It attempts, in cooperation witll on; or more event specialists, to account for
the protocol event in tho'contoxt of the partial intorbrotation.. '[\h}s can roa.llt"

in the creation of additional (ducondint) plrt:l;l interpretations. Conirol

returns to the scheduler when event interpretation is complete.

1

7.9. The Event Special:lszs ' , : -

-

A.collection of dou:ln specific event ;nctclists (ESP s) are responsible

v

.for category dopondent operations of event interpretation. Each specialist

contains the requisite knowledge .for analyzing events of a particylar 89ntactid‘
type. The event interpreter :lnvoko; pn‘ .ESP, in the context of a partial

intorprotat!bn. with an event md an implicit assumption rogarding its syntactic

rd

category. The spocnl\ist is free’ to assign any 1nterprotation to the evont wh:lch

is consistont. with the catogory . - )

If tho ovont spocuust doos not return with a sufficiently phusiblo
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event assigneent, the event intorprotor then considers the possibility that the -
¢ 10 _
syntactic category postulated for the event is incorrect. Whenever- an event is

interpreted as -being in error, expectations for diagnosis and repair are

generated by DAPR at the request of the event interpreter.

' ESP's use a decision tree. orguu;uon to factor the analysis into
several’ cuo:/. Eac'b case represéhts an assumption about intent;' if the
assumption is uncertain, the state of the interpretation is preserved by
sproutfng & new datachart node. This is exemplified by the Logo ADDCODE ESP,
whose flowchart appears in figure II:11.'° ' ‘ '

The ADDCODE classification assimes that the current event is intended to
add a new line of code to tho\procoduro definition. Ho:{cc it must be determined
whether Logo is actually in definition mode. If not, the following event.will be
an error message. If the ADDCODE assumption is correct despite the error, the

~
current event will be repeated after a TO event.

Lookehead is required to assign the current event to be an erroneous

’vorsion of a later event. However; in a real time tutoring application, the

. ’ & . i .
later event might not have occurred yet; moreover, processing more than one

event would exceed the scheduler's resource allocation. This dilemma is resolved

by crutidg l demon to represent the curroﬁt event assignment. The demon will

’

. fire when the future event is assigned, assigning the now current event to be a

'deviant version of the later event. ‘.

In the case where Logo is in doflnision mode, ADDCODE branches to one of
. hy |
the following subcases: («) the added code is a turtle primitive; (D) the added 1

code is a Logo control statement (such as a recursion or iteration-line); (c)

¢

the added code is a call to & user procedurs other than a recursion line.

«

- . LS

»
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: START ADDCODE l .
L4

»

~
y » L 2
. o )
—— i A -
LOGO SSERT ERROR‘
. IN DEFINE ’
“MODE_ - 1
? N
RETURN DEMON
» ¢ PROCEDURE
YES
DEFINED CONTROL -
ALREADY
COMMAND
CALL /
A ]
REPEA RECURSIO .
, TURTLE ¢ .
—_{ PRIMITIVE RUN RECUR €
T
' ‘R’N REPEAT ‘ SPECIALIS'J
SPLIT , : : _ T
FOR o i IF-THEN-ELSE .
ALLe N KON CTORD ] /
SU@- , SPECIALIST |
. GOALS | . . |
NOT’ 72 |
/ MARKED |
] ' 4
ASSIGN TO ’
XPECTATION
) ¥
vee " EXPECTING ASSIGN
EW MAINSTEP AS
IN-LINE
CODE
IThe flow of YPoritrol is interrupted here /
if plausibility falls below threshold. / .

FIGURE II:11 FLOWCHART FOR. ADDCODE ESP-.
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y &5 1o The Scheduler
fo scheduler's task is to cause pu‘tnl intorprotations which have a
reasonable likelihood of succeeding to make progress, and prevent those that are

1ikely to fail from consuming ‘valuable resources. Operationally this means

. rs N i
) &ivinc PAZATN through a best Jtrufcoroutn seerch of the space of partial

utmronttons.
. ‘The search 18 accolplishod by nintuuing three lists of lnrtuul- ’
interpretations: NEV, ACTIVE, and WUMG. The scheduler cyclqu throvgh the ACTIVE
1ist, allowing each item to process one mtocol event. ‘nnn the plausibility of
each nodiﬂcd interpretation is recomputed, and thuACfIVE and HUNG 1ists are re-
ghoson.» NEH intorprotations. wﬁich runrt from the splitting of ACTIVE
interpretations on th 'prov{ogs cycle, are then moved to the ACTIVE list,
guarantying thea at 1:.& one quantum=of processing. The plausibui{y of' a
partial interpretation increases with each additioml wcu't accounted for. (This
acts to decrease the rchtivo plausibility of older HUNG mtorpmntiom )

N This process continues until at lust one ACTIVE intervretatton has
‘processed the last input eveat without wmsatisfied oxm:uuom If’ the first
successful interpretagion is not mfriciwtly bcttor than every other candidate,
son 'Jtho better algernatives are pursued.until thoy become uplausiblo or

deternine that the pro ol may successfully be mtorprotcd 1n more uun one way.

-

. - ¢

. .
»
"
[ . . [N
-
.
.
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8. Refining the Protocol Parser

8,1. Lookahead ‘

8.2. Least Commitment . . . L

8.3. Differential Didfposis ) g
LS .

Our basic ‘protocol parsing’ scheme is to generate expectations with #ATN
and then try to“ntcﬁ these expectations to a protocol. This process is refined
by' several techniques which have enhanced the effectiveness of problem solving

" and language proesssing programs: lookehesd (e.g., [Aho & Ullman 19721), lesst
commitment (‘o.g., [ Sacerdoti 19'75]) and differeatial dtcﬁosts (e.g.,

[Rubin 1975]). .
- ,8.1. Lookahud '

"t

‘

avoid premature decisions based on inadequate evidence, which c;n rosul.t in
nndlois backup. Lookahead consists of briefly examining subsequent input' events
before interpreting the current eveat. . ) .
’ PAZATN can accomplish a limited form of lookahead by using demon
procedures to rspresent event assignments. When the current event asslgpunt
< doponds upon a future ovon%usignunt, a demon is created which will complete

the curront us:lgnunt when the missing ovidonco from the futuro assignnont is

avaihhlo.
. ‘ ] .
8.2. Least Commitment .
- Variability in solution order. oxalpl:lt:log the need for avoiding premature

. -
comnitments. PATN alnys defines the top level plan before expanding

subproblus, roprount:lnn strict top-down problem solving (figure II 12), but

=

huun programming is rarely this uniform. When the need for a particular subgoal

has bun esttablished, it may be o;pnndod immediately, prior to completing the top

»

' _ 75

. Lookahead and least commitmest are Mlated search strategies desighed to -

'
0
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5 -

level plan, representing bo.ttol-up problea solving (figura II 13).

¢

2 Least comamitment holps to minimize misleading lisaatchas botwoan

- planchart and, protocol resulting from different solution orders. ‘i‘his is

/ . £ e

accomplished by using ordo‘r‘ad conjunctive *A* nodes in the plancfnart. Thus

-\...,,_..- . i \ . ’
when DEFINED plans are expanded to USE & SOLVE, ‘the SOLVE may occur prior to the

USE 'with no loss in plausibility.

The least co-itaant policy is applied to variability in invocation order
as wail. When, as was the case with W, more than one invocation ordor is
acceptable, the planchart is split. This parallels \the-’use of procedural mets

[Sacerdoti 1975] to avoid ovorspocifying ordering constraints (figure 11:14).

\
\

The chart data structure allows the ambiguity to'be represented without

. - ‘ i . \
significant additional cost: if the mainsteps are identical for both orders,
then two copies will rot be stored. . a

Despite’ its virtues, though, least commitment could be- overdone,

3

. resulting in so large a disjunction of expectations that B0 guidance would bar :

obtainad PAZATN strikes a balance between ovorco-itting itself and, refusina to

taka docisiva action: it avoids arbitrary choices in the course of a given

/

doco-position strategy, but adhqras to a given fomulation of tha -odal unless

o

_ required to change it by spacific bottom-up evidence.

_ 8.3. Diffarantial Diaggosi . i B PR

The use of demon procaduros to implement lookahead was discussed oarliar. ’

Another use of dolons is to porfor- di!!arential diagnosts, using highly specific

clues to distinguish between s“iailar competing interpretations. The ;rilary
. application of differentia) oiignosis demons 1is 'toxtha choice beatwden assi'gningg

an event to ona of an oxistin? dis/junction of axpoctations, and roformlating tha

problan dascr‘iﬂtion in response to bottoa-‘up ovidonca.
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FIGURE II:13 A BOTTOM-UP EXPANSION FOR WISHINGWELL
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s

.~ "l‘odllustuto this. .We prueut ono oxuple of a couploloﬁtnry pur oi
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demonr t!lpkte&w.\ These templates can be inst ntod to rulizo d@,l’t‘er«ntul'l
- N - . ‘ .‘ v . - .
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< . 7 T A . * 2 _. * . . + .
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~ subset. i . , .
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N ; p - N - ’ , RS .
' 9. Conclusion ~. T Q . Y,
' ' I : ~. . . YA L .
' 9.1. llocapitulation - ’

. 9.2. Implementation Plans ,

. 7
9.1. Rocapitulation a ’ . ) e

In- this roport we l\avc invostiqatod the problea o,f analyzinyg olelentary \/ )

probla' solving protocols The rosult of this investigation is the d‘iipn for

PAZATN, a douin indapondont protocol parsing sche.e, which was applied to tho

Logo graphics programming domain. Couplod with tho Louo ESP's, tho dosignl was

/h-\

sufficiontly well- spacifiad t(lat PAZA'I’N could bo hilid-simulated for a si
omplo with sncouraging results. The’ ,bundation for ,t§o approach was SPADE, a- R
Mlinqyic\thoory of design "in which problem solving is viewed as a structurod

process of planning and debugging. This lod us to the qu‘inition of an

iltarpfatct{on as a parse tree augmented by sanantic and pragmatic annotation '

‘associated.with each node. " . - K 7

S
- - ‘

~ N

~- % .

A key in’grodiéht in the design is a machine ‘problem solver called PAIN.
PATN o‘ployf" an‘* augmented transition nétwork to roprasont fu'ndamental plannin'
concapts, including techniques yf\ idontification. doconposition. anJ ’

refo ation o7 Considerabla 1averada>is obtainod from PATN's ability to gonerato
g

-

succossivaly less preforablo soluu paths, by a saries of pragnatical-ly glided ~

Pl

k ,planning docisions. as, well as “from PATN's éharactlrization of certain bugs as

\
’ o
.

ound an analo.y to colputational linguistics to be fru‘itful. 4

'

providing insi ts into data raprasontations and search stra»tegies which aro

‘.

charactoristic f research in'syntactic analysis [Kay 1973 Kaplam 1973]-and -

-

spuch rocognition (e.g., [Lossor et al. 1973; Paxton & Robinson 1975]). " For,

exsmple, ‘the chert. roprnontation is used to oconqaicaw ;toro well- for-oﬂ

.
L}
1 : . ' ( .
X - . ] b N
. . . * .
.
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k] ‘N

substructuros Lootahead. ,least commitment, and dtﬂerutul dtanosts ‘are - ..

AN

example stratoglos used to rofino PAZATN's search for a parse These all.ow for'

:procud:lng on the bas:ls of rnsonlblo assyl/p:;\ns when nocossary, while rotuning . )

»
4

thdvlb:llity to lodify the mterpf-otauon in response to nnoul:los .
‘both top-@own guidance frlm the task descript:lon and bottom-up protocol evidence.
Analysis proceods by a best Jtrst corou&t-le search of a space of*‘ﬁartu’l
intorproutions‘, The ;lmhart, a datax structure rese-bling an ANDIOR goal troo,

is usod\o keep trng of proc.tat:lon.n By careful select:lon of the

:‘%renntational scheme, _ this structure IChi!!QS .s:qnsidprable _storage_ qunm “— o _

Partial knowledgo of structure and of the status of e;@ectations is recorded
using “a scheme of planchart urunas and urker propagations. Tho planchart 1s
1ncrmnta11y ‘sxpanded by PATN when existing expectations are inadequ in view
of the protocol data. A socond chart, tge datachart,\:ls used to keep track of

‘the state of alternative part:lal 1nterpretat ons .

. [}
. o 1though PAZATN is not yet a _prograa, . the dosiqn is sufficiently .
spocific

o as to be hu&-s:llul'ahle In hand-simulation, ,there is a danger of
unintontionally drawmg _upon knowledge wh:lch has not ‘béen 1solatod or foml:lzod
) Care was cxorc:lsod to avoid _this pitfall, and the exuples are oncouraging

ovidonco that’ the-approach is fundamentally sound Still, lhnd-sinulat&gn is not

, The analysis proeedure has been designed to dbtajin max 1 advafitage from N

< . '
. ' ' »

uon gs a ‘bst}tuto for hplolontation " The noxt phau of tho research 1: to o

mlﬁpt and oxpormnt with A prototypo ‘analyzor ot

e e

PAZATN 1s a gcnoral:lzat:lon and éxtonubn of prwlous apdroacus PAZATN * '1-1

'a~

grew Sut of Goldstup s [1974; 1975) plan-finder for* “NYCROFT. ~The dtgto/encos P
/‘ ’
are that PAZAYA\ (a) gon?rates &ntorprctations consistent ruh Lth‘ focently
”
dovolopod SPADE theory; (b») lundlos thn wider range » of nunt types necessary to

maly!o_ protocals ra_thorv than finished progrn\; '(c) takes advantage of tie i

¢




-
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- applicable to a wide variety of task d ‘

- »

-
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-. dynamic :lnfor-atlon :ln these add:ltional event types regard:lng subgoal structure

and. tﬁucmnt. and (d) is not limited.to the Logo domain. ' The swwa theory

deweloped from the HYCROFT theOry of progral understanding as well as related

Miller & Goldsteiil

5 v

work by- Sussiau [;97&]. Papert [1971] and Sacerdoti [19758] [Goldstein &

Jliller 1976b] argues that SPADE represents progress over this earlier theoﬁzinq.
PAZATN -also conplenents the- features and ‘l:llitat:lons of .analyzers developeu at
'Carneqie-nellon Un_ivers:lty - The lajor theoret:lcal advance i§ a h:lghly “strictured
lod'e): of prot'an synthesis. The lajor pract:lcal "advance :ls thé nodular:lzation of

do-a:ln specl’f:lc knowledge. which 1nd1cates that the PAZATN franework ought to be

o

*,
i

‘ ) s : %
PAZAIN, 1ndependent of the ‘deta led forn of the s/ynthetic fornalis-.

1t does not 1atr1ns:lca11y dqpend on PA'EN b ing an augmented trans:lt:lon network.’.

It is only necessary that the {;nthetic conponent plan an debug by maki g a

L.

ser:l&s of praglat.ic choices which can be’ sumar:lzed by the p}anchart data

structure.;and }hat it be capable of ‘generatlng not one, but an entire space bf

progress:lvely less favpred solution paths. Finally. an mplicit assumption runs .

throughout the d&nalyzer's des:lgn that solft:lons chn be decenposed :lnto syntact:lc. ‘

;enant:lc. and pragmatic eielents., It lﬁy be that any synthet:lc fermalism .

- may have been overlooked. This renins a topic for mvestigat:lon..

satisfy:lng these constra:lnts i tr:lvially eq valent to an ATN. Such questions’
)

-

are Qotor:lously difficult to settle.

\

. .
- e N - » -

- . 7
theory. There are p! course particular omissions sugh as conditional plans,
. - - . . e T w ] : .
which 'haveqe‘ deliberately r- but only temporarily --.ignored. The greater

tlﬁ'eat come

-

r c'flness in their problem solving. Although SPADE's oriq:lns .are partli

empirical,  crucial pheno-ena -'perhaps those -ost in need of invest:lgat:lon --

v L L] [

-86,‘ . e

\

L]

However, an Llportant issue in the des':lgn is the breadth of the synthetic .

'fro- the unknown.. Even very young children display incredible- .

(
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. 9.2 Impl tetion-PlenS' - - S

. -
There are several ways in uhich an eppaMtly sound design could fail in .
inpleientetion The space of perti-I\interpretetions could turn out to be_ very
lerge relative to the sources of constraint which have been isolated The
verietv of knowledge used by huun progre-ers could greatly surpass our current>
estintes PAZATN's storage requirelents could excéed practical bounds M The
analyzer could be too rash in its heuristic quest for efficiency. terninating

ed

preuturely with unacceptehle interpreteﬁions . Too greet a demand could be

.,4".’ s

pleced on PATN's ebility to find refornulations encqnpessing bottom up evidence.
Han jsi-uletions or even partiel ilplenentati_ons ‘could overlook such i-pedilents
Consequently, conplete in;flenentation of e prototype systen is essentiel

for velida}.tng the research. He intend\ to perforl this inplelentetion

-

i.ncrele»ntally. heginning with an intersctive version At first only
straightforward hookkeeping functions will he eutoleted _ The. COIpuPOI' will

" record plsns end event assimts using the two charts. hut decisions regarding

;hich interpretetions to pursue will ‘bes made by a hulsn investigetor This will

¢ *

be repleced by a version which perforas the routing analysis of -ost events. only
requesting help on loreldifficult cases Eventuelw. thie analysis nill be .'
hendled conpletely W the machine. A modeling colponent for induoing
blrs?onelized ATN's will be mi.enented and its pnedictive power evlored To
do.o‘nstrete PAZATN's understending of . the protoco'ls. a quostion ensworino nodule

) using e forsal query language will be cwtructed to operste over PAZATN's

output. ’ o, ‘
: *» . \ ) M . LA . & -

\
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+*

,l'.’ [Brown et. al. 1977] ‘includes a chapter indicating the directiom of -
our efforts to\ apply PAZATN to the symbolic integration domain.

2. The one exception to this is that some irrational 8rrors (such as
mistypings) can be recognized.as unsuccessful manifestations of PATN plans.
" 3. This use of demons is inspired by Charniak's [1972] work on stéry
understanding. Dsmons are a tyv,of cgtocedut theorem [Hewitt 1972]. : ‘
4. The chart data strutture is due to Kay [1973] and Kaplan [1973].
~Generalized. AND/OR grapNs [Levi & Sirovich 1976] are data structur!s. similar to -
our plancharts derived on the ba'sis of independent formal considerations. We
think that, because of the extension from trees t® charts 3 well as the
. incorporation of a larger variety of node types, our plar€harts are an
improvement over generalized AND/OR graphs along the dimensions of generality,
storage economy, and exprcss’ive power. : ! :

5. We intend to provide PAZATN with limited heuristics for recognizing
_sinemonic identifiers. Howeyer, relying on user chosen names for guidance in
_ general would be too. unreliable. Hence, to emphasize that such guidance can be

dispensed with, we assume here that procedure npmes are unrecognizable.
L.

. 6. In assigning a protocol évent to a planchart leaf, the type of avent
and the value of “:MODEL are considered, but the other semantic variables and the
pragmatic assertions are generally not con;ﬂ?nd. This is a simplification
which ignores the possibility for complex semantic and pragmatic ambiguities.
For example; two interpretations might be identical éxcept for the value of
:ADVICE at some node. Although this. difficulty seems unlikely, PAZATN could be
elaborated slightly to handle it. Here we ignore the prdblem and show only the
"structure description and the name of the submodel in our diagrams. (The other

. variables and the pragmatic assertions, being essumed uhambiguous, are
suppressed. ) ' .0 * . L

t

-

(% ]
P

7. Interlisp .[Teitelman 1974, pp. 17.10-17.14] provides such a:spelling
corrector. See alsof[Teitelman 1970]. _ . , .

. ‘ . T .

(} 8. Such techniques are ip common use. ‘ See, for example, ‘[Greenblatt at

4 .

al o 1967, pp. 806-807]. . - , k

9. For example, if such more than the"typical time elapses between the
type-in of two consecutive events, it is more plausible to interpret the second
event as initiati a new episode. A more specific example involyes the )frequont
errors associated with Logo 1iné numbers. There~are two such errors: (1)
failing to include a line number when it is heeded; ‘and (2) acg:ldontally
including a line number when it is not needed. Consider the second. If much
more than the typical time slapses between the type-in of the tine number and the
type-in of the remainder'of the event, it becomes more plausible to inteypretithe

" 'event as u buggy. RUN event rather than a legal b% inexplicable EDIT event.’
Rather than storing. every value, ‘however, the p processior will accumulate
summary statistics, on‘iy recording the sp,cific data for type-ins which are

S . 55
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markedly slower than the average. . = .

10. Infomt(on concerning other Logo event specialists as well as
additional parsed protocols will be supplied by the lutho;-s upon’request.
. . ) ‘ . )
¢ . .
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