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. _ The SPADE theory, which .uses linguistic foraalisas to
model the planning and debugging processes of computer programming,
vas simultanddusly developed and tested in three separate’ ‘
contexts--conpnter'uses in'education,,autqmatic programaing (a ) .
traditional artificial intelljgence arena), and protocol analysis '

define and debug programs in terms of explicit design choxcgsi The
editor provides a dtructured programming enwiponment based oa a .
detailed theory of the processes involved® in herently gtructured -, -
problem solving. In the AI context, an-automatic prograaier called , -
PATH was designed using an augmented transition network embodiment 'of ~<;:
the SPADE theory. This resulted if a unified framework waich S
clarified work on planning and debugging by Sacerdoti and Susdwan. In

the psychology context, 3 Qprser'called PAZATN has been designed that
applies the SPADE theory to the analysis of programming protocols to
produce a parse delineating the planning and gebugging strategies
used by the problem solvers. Hand-<simulations of PATH -and PAZATN on
€lementary programming problems and infqrmal experiments with the e
SPADE editor demonstrate the effectiveness of the theory.in
accounting for a wide range of planning and debugging techanigues.
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Tho SPADE theory usos llngulstlc forullsls to model the progrn plannlng
and debugging processés. The thaory has boen applled to constructing a
grammar-based odltor,ur which progms are wrlt»ten in a structured fashion.
designing an autontlc progrmlng system basod on -an Augmented Trmsltlon,
Hctwork and parslng protocols of programming oplsodos

= The SPADE theory begins with a taxonomy of Masic plannlng concopt& “‘
covering stralogies for identification, doconposltlon and. reformulation. A
" bandle JAs provlded for rocognizlnq 1ntonctlons l;otwoon goals md Yeriving a

-

linur solution. '
) A complementary theory of rationgl bugs and associated rop,‘lr,tgchnlqﬁes
. 1is ..1_.;0 provided. ~8PAD'E inthNpduces a I;OW data structure to facilitate
dobuoglno - the derivatjon tree of the program. Tho SPADE odito’r ukos this
structure a:fallablo to the progra-or.

“The SPADE theory genonlizos recent work in Artificial Intolligonco by
Sussnn anﬁ Sacerdoti on automatic proormlng. and oxtendi the thoory of
proqral desjign dpvoloped by the Structurod Progrmlng mvmnt -~ It provides
& more structured . 1nforutlon procosslna ‘model of human problem solving, thlp
the production systems of Newell and Simon, and articulates the type of /
probl.u solvlng c\m'lculu- advocutod by Papert's I.ooo, Project. - - - I'.
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This roport deseribes ‘research e at the Artificial Intelligence l.lborato of
the Massachusetts Institute of Tecliology. The automatic problel solving aspect of
this research was suprorted the Advanced Research Projects Age of the Department
of Defense under Office of Naval Ressarch contract N00014-73- 3, the educational
aspect by theq Natianal Science Foundation under grant c4o7oax. and the protocol
analysis aspect by the Intelligent Instructional Systems Group at Bolt Beranek and
Newman, under contract number MDA 903-76-C-0108 jointly sponsored by Advanced Research
Projects Agency, Air Force Human .Resources l.dbontory. Research Instituto. and
Naval Personne Rosurph & Development Center.
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lTlus is’ an andoq version of a paper cubiittod to the nfth International Joint
Conferepce on Artl icial Intolligonco. ‘
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The SPADE Tl’uory_, - / 2 - - Miller & Goldstein

SR

% This paper provldos an ovorolew‘of three .separaté coptexts in whl'ch tho SPAD! -

1. A Multi-Faceted Approach =]

/

| thoo 'y is being slnultanoously developed and tested -- colputor uses in educathn.
'tlc progrmlng (a tradltlonal Al arena), and protocol analysls (the domain of

nforution processlno psychology) Our oxperlonco hu been that a poworful synergism

% . results from thls lt;—fuceted approach. * ' , ’

. ,- ’ ) : - ’ 4
| ( ., 1. The Education Context: an editor has been implemented that encourages students
‘ -, «to define and debug programs in terms df explicit "SPADE design choices. The editor
provides a structured orograuln_g environment based on a detailed theory of the.

‘processes lnvolve‘g in colierently structurog' oroblen solving.

[y

7 . R

i
[ : 2. ’ The Al éonfext an automatic proara-or called PATN has been designed usihg an ‘
K augmented transition network embodiment of the SPADE theory. This results in a quiod
fra!ework which clarifies recent work on planning mddobugglng by Sacerdoti 119735) and

- Susgman [1975]). . ) R .

-

~ [

3. Tho Psychology Contoxﬁ a parser called PAZATN has been designed that applies

.
-~

' 1 3 the SPADE theory to the analysis of -programming protocols 'PAZATN produces a parse of
| the protocol that delineates the planplng and debugglng strateglos employed by the
F\-’ ' problen solver. PAiATN extends the sorlos of automatic prt‘)toﬁol analyzers developod ?‘ o
i Carnogle-ﬂollon Un}vorsity [Haternan & Nowoll 1972 1973; Bhaskar & Sigol'1976].. '

|

|

|

|

|

|

|

H
. - “

Hand slnulations of PATN and PAZATN on olonentary programming probleld‘- and
1nforlal oxperlnents wlth the SPADE editor attest to the thoory s cogency in accountino
for a wide range of. plannlno and debugging techniques [Goldstein & Miller l976a b;

Miller & Goldstein 1976b,c, d] . v . :
. .
'( . v ) 2. A Llngglstlc\ m}.m; ' - .
7/ .
. . In devoloplng a represention for problem solving uchnlquos. we  have beon O\lidod i
by an analoqy to co-putational linguistics, for thres reasons. { _ ..

B .
L4 . . ’

» 1. The concepts and’ a'lgorlthnb of computational linguistics, though originally

- * -~
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solving processes.

.discover. these analyses.

The SPAD'E Thepry : 3 . Miller & Goldstein

lntendod to explain the nature of languige per se, supply perspicuous yet powerful
descriptions ‘of &omplex conputations in general. Prleen solving. as a complex
process, benefits fron the application of these tools. )

2. Computational’ alinguistics decomposes conputﬁions into syntactic, semantic, and‘ .
pragnatic components. This decomposition clarifies the axplanation of complex
processes when viewed in the following manner: syntax forna,lizes the range of possible

decisions- semantics the problel de$ciription, and pragnatics tfi’e procedural
relationship between the two. ' ¢

' 3. COnputational linguistics has undergone an evolution of procedural fomalisns.
beginning with’ finite state autotaata, later employing recursive transition networks’
(conte\t free grammars), next moving on to augmented transition networks. and
culminating in the current set of theprtes invo)ving frames [Hinsky Y975,
Winograd 1975, Schank 1975] Each phase captured ,aome properties of- language. but was
incomplete/and required generalizatidn to more powerful and elaborate formalisss.
Following this evolutionary sequence illuminates the complexity of language theory. We

have pursued a sinilar‘ evolutionary approach to clarify the complexity of problem

To date, our theory of design ,has evolved through the following stages. we
initially explored context free gramars for planning and debugging, and subsequently
their generalization to ATN s; we exa’ined the metaphor of protocol analysis as
parsing, .initially using the planning and debugging gramars to reveal the constituent
structure of protocols ‘and later using, the~ derivations produced by the ATN formalism:
and, finally, our most recent work has studied the use of a chart-based parser, to

I3

v
.
; t
. 2
v

5 g A .Gra_ma’tic'al‘ 'I}heory of Planning
vy * ¢ : -~ ]

‘ The basis for SPADE is a taxdnouy ot. frequently observe?—'planning concepts
(fig: l), He arrived at this taxonony.by introspection by examining problem solvlng.
protocols [Hiller & Goldstein 1976b], by studying the 1itesgture on protilen solving
[Polya 1957 1965‘ 1968; Newell & Siman 1992; Sussnan 1975; Sacerdoti 1975), and by
enulerating techniques for finding procedural solutions to problens expressed as

" e ) . ) 4
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!

predicate celculus formulae EEmden & Kowalski 1976].. This last criterion demonstrates
that the taxonomy is currently incomplete -- for example, techniques for h:zdl-in'n
s

disjunctions have not yet been analyze'd thoroughly enough to ‘warrvant inc ion.
However, the taxonomy 1s adequate for a wide range of elemntary programing problens.

Future research will investigate .additional planning techniques.

-

¢ €

‘There are three major closses of plans in 'the taxonomy: identification.
decomposition, and reformulation. Identification means re&gnizing a problem as
'prt{vi'o Sly solved. Decomposition refers to strategies for dividing a problel into

\'%im}xév sub-pro'bielis Reformulation plans alter the: problen description. seeking a
I r\e\‘presentation which is more amenable to identification or deconposition The fiqure
indicates how these classes of plans are further subdivided in the SPADE TReoty. , ~

=
PR

AJ
-

Planning.:%ocding to the theory, is a process in which the problen solver
selects the appropriat:}h'n\ type, \and then carries out the "subgoals defined by thet
plan appljed to the current groblen. From this viewpoint, the planning te:)conony
represents a decision tree of alternative plans. The decision process can be modeled

' by the context free grammar given below. The grammar explicitly states which i:lannieé
‘rules invélve recursive" application of solution techniques to subgoals: setup.
interface, mainstep, cleanup, and parallel.

/’ .
(The rules of the grammar are written using the following syntax: "|" is
disjunction. '9' is ordered conjunction, "&" is unordered conjunction,

*<...> s is iteration. [...] 1is optionality, and: lower case English phrase <

‘enclosed in quotation marks (e.g., "repeat step”) describes a lexical item

-

which is not further expanded in the grammar.)

PLAN ~ -> IDENTIFY | DECOMPOSE | REFORMULATE

IDENTIFY -> PRIMITIVE | DEFINED ’

DEFINED => "call user subprocedure®™ & PLAN

DECOMPOSE  -> CONJUNCTION | REPETITION '

CONJUNCT ION -> SEQU ﬁTfIAL | PARALLEL r
SEQUENTIAL .  -> [SETUP CMAINSTEP + [ INTERFACE]>" + [CLEANUP)
PARALLEL * =) CPLAND, B

SETUP . => PLAN

-
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- ThegSPADE Theory ' R SRR Mller & Goldstein
MAINSTEP =) PLAN' e S
.. INTERFACE ° >N 7 ' a s
CLEANUP ~> PLAN . ' '
EPETITION . -> RDUND | RECURSION ’

:Suno -> ITER-PLAN |’ TAIL-RECUR

" ITER-PLAN -> "repeat step® + SEQ .
TAIL-RECUR ~ '

_The, SPADE

N, => "stop st_ep' + -SEQ + "recursion step"

theory is not .restrictéd to rany'-pa,rticular' domain.. However, to urov}do

concrete examples, we have concentrated on problems from elementary Logo graphics

programing [ Papert 1971]. Th.is domain was chosen because of. the availabillty of

extensive dat@on the per ormance of students writing 'turtle' programs to draw simple ’

pictures. The

grammar rules for prinitives in th}s tomain are:

' L . , )
PRIMITIVE / -> VECTOR | ROTATION | PENSTATE .
VECTOR => (FORWARD | BACK) + <number> -
ROTATION “=> (LEFT | RIGHT) + <nu-bgr)

/
PENSTATE
-

>

A typical task

-> PENUP | PENDOWN ' . ;

undertaken by begin;rer's in the Logxnvirgnnnt is to draw a wishingwell

picture using the computer. : L e

annotation according to our planning grammar.

F -

f > - L 3

/ S~
Fig. 2 -- A Logo Wishingwell

N
- \ - f ’
. . - /--\
/Tho gr r ¥haracterizes the decisjon process invelved in " seleéting plans from

the taxon

We i1lustrate its ytility’ in- the next two sections by constr an

-

9 .
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| : '~ - EOL?TO WwW 7
A "SE?UP—-.x.IDENTIFY-—-PRIMITIVE — ' E02 >10 RIGHT 90
1~ MAINSTEP (WELL)..~DBFINED . ‘ E03 >20 WELL o
o 13 <:::::]ED4'>30 FORWARD 50
SEQ-—INTERFACE——-...DEc———f—*——’ XCONJ - - SEQ >40 LEFT 90 |
~————~ MAINSTEP KPOLET‘..wIDENTIFyJ“—PRIMITIVE —- 6.>50 FORWARD, 100
S, . — SETUP...". E07.>60 LEFT 90
— INTERFACE : ...JJ\4¥sEQ-{%kIN§TEp.. E08 >70 FORWARD 50
; ' CLEANUP.. E09 >80 RIGHT 120
7 a0 S —N e F10.290 ROGF -
) , ‘ p . : .
. : . E1ll >END
e “ - A ' DEFINED |. .
—MAINSTEP (ROOF)—: - ——4 E12 ? TO"WELL
o S ‘ E13 >10 REPEAT 4 [20 30]
E14 >20 FORWARD-100 .

E15 >30 RIGHT 90
E16 >END

E17 2?2 TO ROOF

E18 >10 Rﬁifgi;s [20° 30]
E19- >20  FORW ’Q 100 .
"E20 >30 RIGHT 120 ;
§21’>END

¥

=

Al

FIGURE 3 PATY'S HIERARCHQC@L»DERIGkTION TREE FOR THE WISHINGWELL #ASK’
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; “abétracti'on, the set of planning_declsfbns.invol\'ed'1n'§olv1"ng problems for, some .

. .generative mode:

L]

- ! ‘ R . . ) . . B ¢
The SPADE’ Theory re ’ 8 - ) Miller & Goldstein -

editor that embodies the gramar and analyzinq debudging in terms of the grmar Then

we show how the grammar can be augmented to 1nclude not only the syntax of plans. but .

their seuntics und pragmatics as well. ’ g :

\-

' ¢ - ) .o ) " V o . BN
. , - 4, smn A Planning Assistant '

[N -

. » . 7 -

‘ One reason for wll.ind\'\ur theory of plannina and debugging structureﬂ is to
u

enphaslze the link between our research and the' Structured Progrming movement. Dahl,

Dijptra. and Hoare [197Z] call for a style of progra.ing which reflects coherontly
structured problem solving But a detlued fomallzatlon of what this style entails 1is .
lacking Our efforts 1n thls direction, therefore, supplellent the work .of Dijkstn and

.

others. The SPADE-0 editing environment serves as an’ exuplo

.

'How can we judge whether a particular grammar of plans captures,.at some ‘level of

»

~

domain? -One metho'dology we employ is to incorporate the gramur into an editor (SPADE-

+0) whose purpose 1s-to augnent and direct the capabi}itles of a human user. The ‘ .
,critical question then- becomes determining the extent to which such a system aids or

. N

" hinders the user: ; . L . \

’ .
. I ] /
. : ' 2
/ Suppose a problem solver is defining a Leogo progral ‘for drawing the wishinmll

shown‘ earlier. In’ SPADE 0, this is' accomplished by apwplmning grammar in -

la. What is the name of your top level procedure? ' N
. ' 1 -
1b. >WW : : ‘ o
\/ . . . ‘ -
a - N ' > ' ‘
2a. 1«; rule is: PLAN -> 'IDENTIFY | DECOMPOSE | REFORMULATE.
at now? ' .

2b. >DECOMPOSE.

NS

- Ja. Tho rule is: DECOHPOSE -> CONJUNCTION | REPETIJ’[ON L : ~

| 3b. >CONJUNCTION * R . @
4a. The rule is: CONJUNCTION ->. SEQUENTIAL. . ‘ .

e ¥

», o
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hERY
-

The rule "is: SEQUEﬁTIAL -) [sa“rupﬁ (HAINSTEP + [!ﬂTERFACE]) + [CLEANUP]
po you wish to dcfinq an obtiona'l SETUP?

Jn thx,s 'way. SPABE-0 anccurages users to articulate: thoir des}gn decisions‘ in top-
down ordcr Ac the same tille the system altows the user to escape fron this strict
discipline if an alternativg solution “order seus preftfralble.~ This was illustrgted by/\

the user's “later® instruction *Later* suspcnds the: current goal for later solution.

-

.
* b ~
v . e . ~

SPADE 0 was inplenénted by assqmg an interpretivo procedur'e to each g’;’mctical
13 a bookk&eper .for the useﬂ goal tkec Despite

/
- its simplicity, we ses three useful Applications of the progru . .
¢ . .. . )

operator In essence, the _editor

1. From an cducational standpoint, tile editoc sncourages stud,ents towriiculatoh
their proble- solving strategies. lThe fundameptal hypothcsis of the Logo Project. as
prescnteli’ by Paperft in Teachiug Chtldren T iakiu [19711. is that such articulato
problem solving 1s:beneficial to the learner The SPADE editor, with its extreme fm:n
, provines an/experilontal vchicle for cvaluating Papert's claim: do

to SPADE progress flsnnr in lurning Logo than controls whose problem

tacit? ' ~ -

s

standpoint, its’ use will indicate whether tﬁo flanning qr"a-lr h

ether certain’plans 1ro not present ‘that colpetent problem solvers feel
LS v ,
ard n\cescary. ., Ve . 8 v
' Jo . ¢ ’ ‘ ) ' . ' ‘.
3.-From a psychological standpoint, we will collect trmscrtpts of individualg
usino%editor and forhulawersoul grcmr: based on the plrticular rules asually '

employ y eagh user. .The personal grammar will model the problon so'lving skills of
mtindividu;l In the past we have manually analyzed protoco’,s from standard Logo.

-SPADE pirotocols, with their explicit planning choicts. cdn be far nore revealing.
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_ 3. RAID, A Debupging Assistant®: - . .
T T . ' 3 .

SPADE: includes a theory of debugging. Such'a theory is essentjal, since problem ' -
solvers -ust'(ofton formulate plans in the fa'ce'of 1lporfo1:t knowledge and limited
ruou_rcos.t Under such c}rcﬁnstancis..'cuon carefully reasoned 'judgments may be
mistaken. . o v ' T

’ e. . . | 4 ’ '

va

Given a ﬁrannat;cnll theory of planning, debugging can be _analyzed as the.
localization and repair of error applying grammar rulp during plannifig. Since our
planning rules were congtructed .fron operators for conjunctlon. disjunction, and
optionality, -three basic classes of errors q se: ' -

. . .
1. syntactic bugs, in which ‘the baslc grammar {s vlolatksuch as when a T

required conjunct is" nisung. : .
/

-~ ¢ > .
- &. semantic bugs, in which a semantic constraint arising from the particular
problen is violated such as“when a syntactically optional constituenj, nudod .
"\ because of the smntm _of the partitular problel. is missing; '
4

N . P .
= " » fre

3. pragmatig bugs, in which al; ina ‘ riate solect;on' from a set of mutually
»  exclusi iisjunct&’ls made . ’ ~ .o : CT~
Lt - .

. Fig. 4Jrov1dqs 'oxnples of these buc\typos Although addittonal categories
(1nclud1ng execution and cfflcfency bugs) must be defined to make this taxonomy of bugs
-N:o.pl.tc, these clas‘!s are adequate to charactorlzo nny oxnp\es which arise tn

. olmntary proau.lng . e \

. - . . ! — .

RAID is a do‘buggl'ng assl;tuit for SPADE-0 lnple'nntod on the basis of this
tnxonony -of Crrors{ As SPADE 0 pronpts the user throuch planning process, ghose
cholces which might lud to syntactic. semantic, or pragmatic bugs are recorded by the
sygtu In subsequent debugging episodss, Ml‘b nlerts the yser to the rohvnnlﬂmg
wnrnlncs. thoroby aiding in diagnosis. Horeovor. the SPADE-0 plannlng edito/ can then
be reinvoked ‘to gMde repair of the bug by resuming planning in the context of the .
culpable decision An interaction with RAID that would nrlso-fro- premature execution

of a progru 1s 1llustratod below: - 14
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FIGURE 4 - SYNTACTICALLY INCORRECT PLAN -
. . . L} !
A NECESSARY CONJUNCT IS MISSING

TO NH : ' } .
10 TRIANGLE-——USE ’

T —_ ———ID-PLAN - -
v e . . . . 4
_END i \-/ - '
. . . , /-
WW . GET a /’ i
?2? TRIANGLE UNDEFINED ??? , . ) v

L}

("GET" MISSING. UNGRAMMATICAL PIAN. $
DEBUG BY COMPLETING PLAN.)

. - . Q .
GET TRIANGLE FILE — N ,
= , L4
co ) FIGURE 4 - SEMANTICALLY INCORRECT PLAN-
{ , AN OPTLONAL ‘CONJUNCT IS MISSING
» .

FOR-EXAMPLE: "WW" MISSING INITIAL.SETUP, AND INTERFACE FOR I'OLF .

0 WW )
10" WELL — MAINSTEP : ) .
20 POLE -—MAINSTEP:l ’ // ends herc
. ‘ SEQ-PLAN 3
. . '
- L] —
. . ! sggrtg‘hcro
P ' yi
. )z i o
FIGURE 4 - PRAGMATICALLY INCORRECT PLAN ~
AN INCORRECT DISJUNCT HAS BEEN SELECTED - ‘
T0 SQUARE INSIDE- TRIANGLE LINEAR PLAN --
‘10 SQUARE SQUARE AND TRIANGLE
20. TRIANGLE. : DESIGNED
END o -

o " INDEPENDENTLY.
. INTENDED PICTURE:

ACTUAL PICTURE:

L
"/
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The user has contimued deftming .t)e wishingwell pr'-oiru beguureorlt_erl with,
G546, Although an_tnittal SETUP and an
I'TERFAC{ Aave not pyet beeuﬂ supplied, LR user requests execution of the

. ¢
1ts curreat definttton as shown

-

program. oL . ~
la. ... What now? s - T e
. > . k « - o . ' *
1b. JRUN-WISHINGWELL. ‘ Ut . ) 1
« . . .. , ) — R N .
" ./ . ~ ‘:_:?0 - {

4a,
. What now? ) . \/\
" 4a. >Semanticy N T
J ’ . ; ~,
. v L .
Sa. The following optional coﬁsg;tuh‘ts are missing in WW:

(5

- L .
The rule is: PARSE -> SYNTAX |3

v A 9.

mcs | PRAGATICS.

_, 2a. OK. e (Fig 4b shows the result?u pltture.) '.
" . What now?. B ‘ A
2b. >Diagnose ) o T " o )
C‘
' ) 3! The rule ls': DIA'GNOS.Et)' (PARETQ'CUDE | MODEL ] PROCESS>®, Ve
What now? . - '
~ 3b. >Parse - o,

The SETUP and the INTERFAGE bet'!oen.VELL-md POLE.

‘ What now? - .
5b: DRepair A - .
_ . "
a’ . \ @ 5\ I;
N "‘ 6a. The.rule is: REPAIR -> COMPLETE | REPLACE. °

+

¢

1

7b. > ... . -

.7a. The, Fule is: PLAN -> IDERTIFY | DECOMPOSE.| REFORMULAT

- v s -~ 4 { - . 4 )‘
In this example, fhe interaction with SPADE was again guided by a grammar; this

L4

.,»

debugging graimar is given below. .

[

"

kd

6b. >Complete interfacs between well and pole.

16

T

E

K

L

N\




’

v

Ty - ¥

’

The SPADE Theory S /‘ 13 L © Mller s G"o'lcistoin‘.
¢~ DIAGNOSE - -> CPARSE | CODE | MODEL | PROCESS> . _
f PROCESS .  -> <ASK | TRACE" " .
CODE " <>-"print definition® , . ’
MODEL RN . , '
_PARSE °  -> SYNTAX | SENANTICS | PRAGNATICS s
SYNTAX . <> "review conjunctive choices in plan® Ty : T
SEMANTICS => "review optional chbigps in plan’ ' ~
PRAGMATICS ~ -> "review disjunctive choices in plan*
- REPAIR -5 COMPLETE | CORRECT ' ‘
COMPLETE -> "solve for ni:ssi.ng con junct"®
COliRECT SR ) 'chot‘so alternativo disjunct"” y ) B
* RUN -> "run code line" + [“error.msg") + (DEBLG ]
ASK o 'vrin&do!initioll' | *print value*
TRACE y -> [SELF-NC ]+ RNY .
SEﬂD’OC‘ . => "add.break" | "add print® | "add trace" f, .

* N ‘ -
N B D . -~
This grammar represonts the traditional debugging strategies employed by proqu-ors

"~ supplemented by tho PARSE -based st(atecios allowed by the dxistonco of the SPADE

\
.derivation tres. . . - ', ’

Y
- Fl

For more colplox progrns, there will bo too nny potential bug locations for
RAID's undiroctod advice to bo holpful _Hence, following SPADE-0's structured
bookkeeniu philosophy, we al‘ow the user to set co.vqats during planning rogardina
those decisions which appoar to bo potential trouble spots. In this fashion. SPADE
permits an exploratory sty\lo of prohlu solving, as illustrated below.

»

>

SMppose the wishingwel] progrem ts part of « lcrn project. Then the number
of optionol constituents thet  heve mot been defined will be large. The user )
will probedly kave some iusight tato which of' thibu is ¢ctl¢lu ueeded To
focilitotc debugging, the user 1s encoureged to place ceveats at those
de'(:isious-\he suspects may require later debugging. ) -

-

. Ga. Do you wish to include the optional initial SETUP in wW?
6b. >No .
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’
~

“Ya. Do you wish to record a caveat -here?

7b. >Yes.

Ba: OK. Your pending ‘goals are ROOF, POLE and WELL. " Mhat now? .k o
8b. > ... C

. Anotﬁer mechaniss to make SES E's and RAID's advlce more dlrwted is to wpply the

e topic/ of the next sectlon

' sem-\l\cs for .problems. This i

.

. 6. PATN -- An Augmented Transition Network for Planning
- - . - ‘ s ’
. .

A o .
Wiile context free grammars ctn/repruont a useful abstraction of planning

declslons. they have linitations which prevent the- from providing a co.pleto theory of
deslgn “They provide no ,.repre:entation for the ses#ntics of tho problem nor for tho

- pragmatics involved in choosing one plan over .another. For this réason, 'we luvt

.t .
designed and are currently implementing PATN, -an augmented transition network (ATN)
) problem solver We have. adopted the Amﬂomllsl for the ' same reasons that VWoods
{1970) to introduce it into colputatlonal linguistics: the semantic an ragmatic

’

limitations of context free or;a-ars.
. , .

" Fig. 8 ‘provides a global view of PAW [Goldstoln & Hlllor 1976b] The topology of
tho network embodies the plannlno grammar. .Registcrs contain doscrlpt—ions of the
’ problel., the solutlon. and varlous temporary" const.ructs built durlng plannlno. Arc
. prcdicatos supply pragutlc guidance by exuinlng the registers and appropriately
. dlrcctlno the' planning proc‘es For example, an identification plan cannot proceed if

the problem description cannit be foupd in the answer library. PATN has been

successfully hand-simulated ’ou elementary l.ogq’ and Blocks World problems.

' ) RO \‘\/
~ PATN allows us to elaborate our notion (of § completed plan by defining an
}unotated dertivation tree. Associated with og:'gr'\odo of the plan derivation is a
‘snamhot of the values of the ATN rogutors at the polnt in the planning process when
that node was created. A dcrlvatlon ~treo reveals the constituent structure of the
plan; these semantic nrubles reveal the sesantic intent. A set of assertions at
sach’ node, derived as instances of PATN's arc: predicates, reveal the pragmatic reesons
for proforring a ‘given plan over its competitors. Fig. 6 Shows the 'annoutod

A .18
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ABBREVIATIONS - , | .
M=:MODEL [P LIBRRTD REFINENENT | -
P=:PLAN | ,L'INEI_\RIZATION Loop  :60AL <FIRST :GOALS
\=:ADVICE | LooP :GOALS*REST :GOALS
6=:G0AL . AAA: CONSTRAINT g :PLAN« :PLAN + SOLVE(M<G)3
| -LINEARIZE” (M) . INTERACTIONS™ (M) y S T
y 0 (2
< ) e~
Me LIBRARY : . ’ :
T “::' CONJ 12y~ GOATS<ORDERTH, Ay P SEQ - 10— ¥1 POP
.| EXPLICIT (W) - PLAN-SEQUM,A) L
(D , ~ ! | L
: ' _ (13 o ‘Example Registers: ’
. 3 gegis:er DA! - i;ecilicat; lctag;c gr:b%em d::cription
M“‘MDEI . o N eg ster A - Advice about goal interactions
L PLAN (2) DEC ’ Example Conditions:
. ‘ ' T Me Library - "Is problem description matched by y
A To et (- 1 oA i, e s by
‘ '(3) GENERIC M) : senteg as a genericpelementg"
e i ) ' b Example Actiéns:
', . - . J—’ REP —P oo S*-Lib:ary(H) - "Retum tlie solution found in. the
4 answer librar
b F . [ M-Reformulate (M) - "ReplacermoZel with alternati
] problem description.
, J
N { A
MfREF'(gRMULATE M
D REF P :
.ot g
. v B
19 J FIGURE 5 A SIMPLIFIED VIEW OF PATN 20 .
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\ N
/ @:" £ :MODEL }. INTERACTIONS (X))

n g ~wr

/< (:MODEL € ANS-LIB)
o

©

:MODEL= (7 ROOF, POLE, WELL>"
TRIANGLE (ROOF) *

" A LINE (POLE)
\ ' A SQUARE (WELL) |\
A ABOVE, (ROOF POLE)
n ABOVE (POLE WELL)

)-

/

-

FIGURE

\/

— SETUP— . . MDENTIFY——PRIMITIVE —
—MAINSTEP (WELL) . .~DEFINED oy ...~
R o A
— INTERFACE — .. .DEC —— M CONJ | .SBQ<]
MAINSTEP (POLE)<...IDENTIFY-T—PRIMITIVE ...
- 2 SETUP. ..
— INTERFACE — / - T sEQ INSTEP. .
. - . CLEANUP. .
o .
| - . DEFINED
MAINSTEP (ROOF)— - —t -
! - T N

:MODEL € ANS-LIB

5

'V"//~——_‘\‘\“T/\\~\\
/ :MODEL = (](3'VECTOR(X)

LENGTH (X)=100)

(

6 PATN S Annotated DERIVATION TREE FOR mHE WISHINGWELL TASK

repetition

4

((GENERIC:HODEL)

. ®e

-~

" EOl

N
E20

2 TO WW
>10 RIGHT 90
'>20 WELL

>30 FORWARD

>40 LEFT 90

>50 FORWARD

60 LEFT 90

>70 FORWARD 50
>80 RIGHT 120

590 ROOF

>END '

E02
EO03
EO4
EO05
E06
EQ7
EO8
E09
EL0
Ell

50

100

A

2 TO WELL ~

>10 REPEAT 4 [20 30]

E12
E13
El4
E1S
El6

>30 RIGHT 90
>CND .

FOR¢-0 33SIDE( 3+ VECTOR(SIDE o) A LENGTH(SIDEC)= . ™,
100 A CONNECTED(SIDE¢, SIDE i+l MOD 4) )
— _BYT

2 TU RODJE .
E13 0]

rl9

>10 RRPFAT '3 [20 2
>20 FQRWARD 100
>30 RIGHT 120

>END ( 7 )
A

’

E21

22

>20 FORWARD 100 -

'nln]sp[uu y

L1093yl IQVLS UL

ESIRRIT 91
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. R,

derivation tree for. the wishingwell programs gi(ven earlier. .
. . . ) ;7 -4

An lntended applicatlon of PATN is as a lodule%f the%SPADE editor for providing
the user with additional direction and advice: The following hyvothetical d;aloguo

: with SPADE-1 (tho SPADE editor augmented by PATN) illustratés this'. . L
. ' : | ‘ )

la: Tell me the nme/-of"your toplevel procedure? . : '
. ] ‘ -

‘1p. DWW

L . ‘ ) v v '

L /\ ! 1~ ’ . )

2a. Would you like to.define a model? g e

2b. >WISHINGWELL

3a. OK. WISHINGWELL model found in,\godei Library., The rule {is:
PLAN -> IDENTIFY | DECOMPOSE | REFORMUCATE. What now?

3b. >ROOF POLE WELL

!

[
.

4a. These subgoals correspond to model parts. -
Are you pursuing a LINEAR:DECONPOSITION plan?
4b. >YES - Lot .
. ) 2
%a. The pending subgoals are: ROOF, POLE, WELL and the preparatory gteps.
" What now? ' ot : ) ) -~
* 8b. >ROOF T (f .

6a. In ghe. W model, ROOF is described as a triangle.
There is a TRIANGLE progedure in the answer library.
Would you like to use it?

- R TN ] ! . +
6b. >YES - : - - ‘

7a. OK. The ROOF.is complete. Your pending goals are:
.POLE, WELL, and the preparatory steps. ~\(hat now?
. ... NS

v -
»

- o L] -

PATN's Linurization Loop provides a theorstical wporstructuro for handlmo
dependent, interacting subgoals The approach is to view a_non- unurity as & property

“s

4
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. . . \ -l - b - .
of the problem description. That is, 'even though ona description of the proble- lnds
to an uhsuccessful refinement process because of interactions between subgoals, another
description can succeed by making the depenédunt constraints explicit. For example,

consider the SQUARE-INSIDE-TRIANGLE of. f1g. 4C. If the problem description is:

. ’_‘ e ', .. . Y ‘ C \
SQUARE X; AR ' ‘ : »
" TRIANGLE Y; * S .. o, . S
INSIDE X Y; - ’ . |
then a q«dnposi‘tior'\' that draws the squar;o and tjiangle ir;dependgl\tly- and.then atteapts
to fit them together to achigve the inside r(élation will fail. However, a problem
description of the following:[ ’

i;\\\//f . SQUARE X, WITH sipE = 100; e :
’ . TRIANGLE Y, WITH SIDE = .300;" « - 0
g CENTER OF X = CENTER OF Y.

The INTERAéT!ONS—predicue is a conjunction of tests on the model register. Each

test is respo_nsible for detecting a given non-linearity. A corresponding actfon /

rm ‘allows a successful doconpo‘sition:

-

mbdifies. the model, adding new staténnts to make the interaction explicit The
REFINEMENT loop ‘s the repository for \ﬁat Sussman [1973] calls the CMtics Gallery.
The theoretical progress of PATN is to inteorate the Critics Gallery concept into. &
‘theory of planning. In Sussman's HACKER the critics gallery and library of
progra-iﬁg techniques wero soparate modules: tt:ero was ﬁo integrated theory. ' ..
of courso, at any point in time the system may be unanaro" of a 61ven type of non- ]
~11nnr1ty In such ca’s;s the absenco‘of an iilte;'action test will lead to a soquonvtill
doconposition that ultimately fails Tﬁo design of a program for debugging such
failur‘os 1s the subject of’\ho next soction
2 , . .
7. (;APR -- An_Augmented Transition Network for Debugging

. < . W
. .

/“v

PATN can make mistakes. That is, PATN will sometimes introduce what we term .
rationel bugs. into 1ts plans, due to making arc transitions with imperfect knowlodgo of
subtgotios or interactions in the task domain. Honco, PATN must be oqulppod w?th a
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" -

complémentary debugging modyle, DAPR (fig. 7).

While RAID was designéd to assist human progr_ers in finding a veriety of bugs
(primarily by plan diagnosis), DAPR was designed to _analyze PATN's bugs. DAPR employs
threes diagnostic rtechniques model,- process, and plan duqnos}s. Model diagnosis is

~the basic technique. It amounts to comparing the effects of executing a plan to a

formal description ‘of its goals, to determine if, end‘in what feshionr the plan has A

failed. Anogher. DAPR technique.\‘based on Strssnan's\ﬂkcuk [(1975], is examining the
" state of the process at the time of the error manifestation. Plan diegnosis is ‘a DAPR
first. It is acconplished by exuininq the caveats verieble essocieted with various
. nodes of PATN's annotated plan deritgtioh >

s

, L

DAPR will also be used to provide additional guidance to RAID. This illustrates
the synergism possible when e‘aﬁa\tionel. psychologicel and Al facets of a cognitive

.

in the, next sectibn when we apply the SPADE theory to protocol analys
. -

4 ~» f
.

. 8. PAZATN, an Automatic Protocol Analyzer

As sood as one has an heuristically adequate theory of desiqn, it is natural to

ask,. "Can the theory provide an account of how people solve gproblems?®. AE

experimental technique we nbloy for enswering this question is the analysis of
protocols collected du(in_g problem solving seyrions. By adopting this methodology we

follow theﬂprecedent estafiished in seminal protocol analysis studies conducted at

Carnegie, Mellon Univerfity [Newell/&-,_-s_ilon 1972; Waterman & Newellal972.‘ 1973;’

Bh’askar\\& Simon 1976]. Our work “extends “their approach along thqae dimensions.
. ) )

1. With the exception of the~recent Bhaskar & Simon effort, the CMU studies have
been restricted to very limited ains such as cryptarithmetic.\ Rather than limiting
the task domain, we limit‘the nge of responses. Typically protocols are
"transcriptions of think-aloud verbalizations;- we focus on the more restricted
interections arising fronve problen solving session at a computer console. The
enalysis task in this setting is to interpret user actions -- editing, exdcntino.

. tracing, etc. -- in terms of the SPADE theory of plenning ‘and debugging.

g

theory are studied in an integrated fashion. This integration is f;?er exe-plified‘

-

-
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2. Tﬁg CAU theory centers on the proéucuon systems nodel Although productions
are Turing universal, they tend to result in a less structured program organization
than the linguistic~formalisms of the SPADE theory. In PATN, each arc transition,
consist’ing of a predicate and an action, can be thought of as a production. However,
PATN organizes these productions into local contexts, each of which consists of the

arcs -exiting from a given node. Not all of the arc productions are presont at any

moment in time; an arc is presont only when the problem solver is at the rolev.nt ’
node. In the production systems discussed in Numan Problem Solving [Newell & °
Simon lQ?Z& all -of the protuctions are always present and are tested in serial order.

Ay

~

& -

3. CMU a 1ysos are based on the probl'eu behavior graph. Pursuing an analdu'y to™

computationa®Wlinguistics, we define an interpretation of a protocol to be a parse tree
supplementfd by semanttc and pragmatic annotation. The parse tree characterizes the

constituent structure of the protocol. Semantic lnd‘ragnatic annotation --V _rublos .

and assertions attached to nodes of the parse tree -- formalize the prob_len description
and the rationale for particular planning choices. Annotated parse trees closely
reflect the lodalNstructure of PATN's linguistic problem solving nchinery. leading
more directly to inferences regarding individual differoncos than is evidont from
problem 'behavior graphs. ' _ g ‘

7

Ruven Brooks [1975]- applied the CMU approach o the -programming domain,

* developing a model of coding -- the translation of high level plans into the statements
of a particular programming language -- and testing the model by analyzing Drotocols.‘

His model is a set of pro\duction rules whose conditions match the patterns of plan
elements and whose actions generate code statements. Protocols are analyzed manually,
with the experiu%\ter \attelpting to _1nfer the plan which is then expanded by the
production systeam

to code paralleling that of the protocol.: The processes of
undo’r:tancﬁ}lg the
SPADE poes be
conititutos a formal hypothesis regarding not only the coding knonledgi but also the

rowTey, generating the plan, and debugging are not fornlizht}.
this in that it can be used to parse protocols and that the parse

planning and debugging stra'lt'egios employed by the problem solver.
[Hiller & Ggldstein 1976p) provides a detailed example of such analysis being

per/'fomd by hand,” The example is a segment frou a protocol uvoral hundred lines long
1Q which a.high school student uses the l.,ogo turtle to draw the letters of his name.

R , ’
- o ’

r
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" By examining the grammar rules prbsont ln‘ the derivation, we can readily observe’
various{propertles of the sbudont's problel solvlng such as: reliance on certain
planning choices to the excluslon of others (e.g. 5 the student employed iteration, but

_ never recursion); the nlsus’o of cortaln atlonal constituents (e.g., a setup was
usually included “in uch P oceduro even 'when '{t was unnecessary); and certlin. 2
situations where his problol kolvlng wiolates tho grazmar and hence is susceptible te
Ssyntactic errors (\g.. _proqrals were of;en oxecutod before their subprocedures had

bean defined). -

“

. . N .
Just as a context free grammar is incomplete as a theory of planning, likewise a

. >parse is oniy a partial a’nalysul's of a protocol. The theory of annotation ‘developed in,
the PATN work led us from des’crlblng only the syntactic structure to nore complete
analysos of protocols: an- lnterprotatlon of a protocol is the selection of a,
particular amnotated ~I’ATN plan derivation. Fig. 8 shows such Ban analysls of a

- simplified protocol in which a wyhlnmll program is defined, oiecuted and debugged.

-

= . f’AZATN is a chart basod varur [’Kay 1973; Kaplan 1973] being implemented to .
- interpret protocols ln ‘tdrns of PATN's unnotatod plan derivations [Miller &
Goldstein 1976d]. It wlu ‘operate 'by causing PATN to deviate from its preferred
o bottom-up svidence (fig. 9). By taking advantage of pmrfol

- approach in response
parsing strategles d veloped in research on spee:h understanding [Lesser et al. 1975;
Paxton & Robinson 1973], as we}l as the economical chart representatlon of anbiguitiu. ;

-PAZATN has bgen ccessfullyh (nd-slnulatod on approximately 10 Logo protocols

PAZATN will operato‘by”‘ntchfng.PAT,N-goneratod plans with pro';ocol,qd'ata. Two
charts will be used to represent alternative fnterpretatlo’hs. The PLANCHART keeps
track of the set Ff)lausiolo subgqalsw ;ﬂhlch have been pro‘oosed by PATN. Fiq. 10 shows
a Qlanchart for wlslﬁn&;well in whickh PATN has proposed two alternative
doc(mposltlo;\s The struoture is a chart because it shares substructures, as
exemplified by the common solutlon to the WELL subgoal polnied to by both wls(lnmll.
decompositions, The DA’TACHAM’ records the state of partlnlly conplotut .
Mtorpretatlons Fig. 11 shows how the datachart links events into the planchart for a

' PAZATN- 1ntorprotatlon of the wlshlnmll protocol bmn earlier. ) ‘

These charts aro\oroﬁh“u follows. First PAZATN requests PATN to generate its

\‘l . i - ' ", i ‘e '
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TSOlve (*TREE*) ined repetition E02 >10 REPEAT 4 (20 30)

F_Solve (WELL)——-;,. EO03 >20 FORWARD 100 .
’ E04 >30 RIGHT 90
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'E0S >END!
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!E09 >END!
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* S E10 ?Ww
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-

?EDIT WW!

>13 RIGHT 90

>15 FORWARD 50°
L >17 RIGHT 180 r -
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~SOLVE (WELL)=

N
, ’ " r+..SEQ—|- SOLVE (POLE)
~” .
/ ( , . . . AR é
N . . ' - ‘ 30$
) B . LSOLVE ¢ (ROOF)
) —DECOMPOSE~ +++ ——[SPLIT S
X . : .
-SOLVE (ROOF) N
. #
. ,/ I
< -
- .»~SEQ—1SOLVE (POLE)

1}

SOLVE (WW) — PLAN-—{ SPLIT : LSOLVE (WELL)

'y' ’ N
- - . ‘-SOLVE (THEE)
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" '

' ' - SOLVE (WELL)
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Planchart ’ Datachart’ .
. : ‘ —_— 3
‘ ' *|-DECOMPOSE T~ . EO1¢DEF OF ww) |&°
{ C _ /- HuNG *
e " ,
’ ¢ EO1=hgF OF
" : — S UELL
{;‘
i , . -
. " ) .
SOLVE-+++ |SPLIT ‘ \ _ L
] ‘ .- ,\ E06=DEF OF Ww
} | .
xsows (TRE®) —IDENTTIFY. , . / ) " .
: : / (S AE07=CAEL TO  °
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most plausibl; plan. This plan is inserted-into the PLANCHART. Then protocol events
are analyzed 'or:o by ‘one, and matched with subqo!ls in't.he PATN.plan‘. The ““'1 is
- recorded in the DATACHART. If no plausible matches are found, PATN is asked to
9onor;to the next most plausible plan. The JPLANCHART 1s thoreby extendod. Common

-~

subgoals share tho same- structure in the chart.

At’ fi‘:'st. PAZ‘A?N wiftal‘o:o /inpleuntod interactively, with thg user -- a
psych‘ologist analyzing a pr ol -- directing PAZATN to select different PATN plans.

" This follows the incremental implementation strategy used 1in two of the CMU protocol
. analyzers [Waterman & Newell 1972; Bha;kar & Simon 1976]: PAZATN, even in its early
interactive stages, should prbvido strong evidence reg;rdlﬂg PATN's adequacy as a

g

cognitive theory. -

PAZATN will also be tested in the SPADE context. Below is a hypothetical dialogue
with SPADE-2, representing the original SPADE-0 augmented by both PATN rhd PAZATN.

Ja. Ve are no/: solving for a VISHINGHEL\L.' Your pending subcoali'aro:
.. ROOF POLE, WELL, and the interfaces. What now?
1b. OSQUARE ., ' A
. ] | . . (
2a. OK I am assuming that WELL has boen solved by 1dont1fy1ng it
with the previously solved SQUARE procedure. What now?

2b. > ...

PAZATN will increase the editor's flexibility in handling ambiguous events, and in
.alleviating ,!yhat might seem to some users to be an oxces'sf‘u allocation of ,time and
offort to the planning phase. Ultimately we expoct SPADE -2 to provide a programming
onvlron-ent of value to professional as well as student progra-ors‘

»

9. Conclusionsg ’

kn outline of the SPADE theory of design has been prosontod One theme has been

the synergism achievable in a multi-faceted research offort. Programs have been
designed and are being llplmntod for testing SPADE in educational, psychological and
. Al contoxts T_he’QI dimension invdlvos the development of a spectrum of possible

/
]
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theories of cognition.’ Tpe psychologica) and, educational dimensions supply feedback
regarding which parts of a theory are rejected by competent hyman problem solvers.
Furthermore, the psychological dimension would be incomplete were it not to address’ the

-1issue of lurnlna. while the educational dimension charactorlzes the trajectory of the .

student's coqnnive State throuoh tm

*

A‘ second theme has been the oxploltntlon of conospts and algorithms from
computational linguistics: gn-nrs. AT's, derivation trees, search strategies from

spuch undorstnndino. chart- basod parsars. Conputntlonll linguistics- ls also

rosponslblo for,&mosting the propitious decomposition-of problem solving procusos
ilfto components tnvolving syntactu: semantic .upatic knowledge.
' ¢ e

We bdelieve that our unifiod lp;ronch to Al, psychology and education represents a’

new research paradigm offering the potential for considerable progress in all three
fields. But much remains to be done. Altﬁough all of the programs have been designed
and hand-simclated, only the SPADE-0 editor has been implemented. Furthermore, while
SPADE has been applied to Logo graphics, blocks world and elementary calculus problems,
it has not yot~bo:n/ exerciud in enough contexts to prove its generality. If thds
resgarch project succeeds, a new clarity will have been -bronght to the study of problu
solving. Even if Mt fails, - the reasons for the failures should provide usoful
inslgh‘ts. In any case, it has already unifiod the treatment of plans and lmos. l
significant stride for.a theory of problem solving. )
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