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_ Whan ‘domain-referenced (or eriterion= retexenced) teaLlnq was foxmnlly

introduced almost 20 yaara ago, thetu wara many who prﬂdchud (] qulck

demise. They were wr ng, and dramatically 80. There are m‘Fy reasons

‘

why domain~referenced testing has survived. and indeed tlourﬁshed aven *’

w

in the face of gome r‘ther vocal criticisms, One reason (and in thiu
authox'g opinion, the rincipal reaaon) is .that practitioners simply

@

L]

and training contexts, many practitioners felt that traditional norm-

L3

referenced approaches to measurement simply did not Address igéues“of

"principal interest to them. By contrast, domain-referenced testing

/

seemed to address such issues; and even if the answers provided were

»

'imperfect, at least the issues addressed were judged relevant. 1In

looking favorably upon domain—referenced testing, such practitioners
wh .

were not disparaging norm—referenced testing E se——they weke Simply

arguing that it was not necessarily the best approach in all contexts.

Broadly speaking,,the'literafure on domain-referenced testing has

evolved in two directions--literature dealing with ité;-and test con-

Struction, and literature dealing with technical measurement issues.

Much of the test development literature' has been written for practi-

'

tioners, but a great deal of the technical'heasurgment literaturelis e

-
e

' refused to 1et domain—referenced teating die. Espec1ally in instructional

I

~—

o

uritten at a level well beyond the background and experiencefofff}pical'

-

practitioners. This handbook is intended to help bridgé tQis gapr

v -
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- ' Tn_miniw&za paychomatiric and statistival oomplaexitias 1 have judged

[

T Lt necaessary to avold craabing a unmpenqlum'nf the numavous procedures

in the 1Lr&vntura For traating Havaral ot Lhe toples dlgongged

el

. . ‘;

. . . . g [N
Ly this handbook, .Ruthur, 1 havp selacted a set of procadures “that.
think thn§’toﬂeLhux" Luauunuhly wall fuwa paychomutrl( uenae,'althodgh”

- -

&
no nompletuly (onulatanr get of procadures ig vurtantly nanlnhla,'in

~ ‘
B

my ‘opinion. Such judqmenta about. Inclusion and exclugion of procedurea_

LS

. ) \
are admitted{?‘openltd criticism, but failure to make such judgments
4 - - . . 14 .
' . A v 3
would render this handbook much too involved and computationally com- .

¢

plicated.

N Y -
1} ¢

El

¢ In an attempt to minimize computatiogil requirements, and to gimplify

both the description and use of these prooedures, I Nave occasionally’
i . 9

. found it necessary to modify‘(or extend) an eiisting procedure. Also,
'T‘ oI have developed computationally sipple‘ vexsi%gs of oerta§n etapistics,
&i andeI have ge;ereped tables that hoéefu ly facilitate the application
f S ’ *
d F " of certain.proceaures. cherwise,‘ho everf thefﬁrocedures discussed

. are not new; rather, they are occasiona;ly refofﬁulaie@, frequeﬁtly
. : g :

- . [ : I o
plified, and intentionally integrated.\ ‘ / N

. . : # . )
I wish to express my gratitude to the Navy Persognel Research and

.
N

l ‘ ‘ k\ . ~‘ 13
v“ifDevelopment Center, and especidlly Dr. Pat-Antbonquederlco, for supportlng

~

~ _:i.the development of this, handbook. Also I s;ncerely apprﬁglate the many
.o helpful comments I have rekelved about an earller draft of this handbook

i ; .
from Dr. Mlchael T, Kane,,Dr. D. R. Divgi, Dr. Ross Traub, and several

of my colleagues at ACT. ,Finalii,,l am vé?? grateful to Ms.. Wanda Hawkins

sfor the excellent job she has doxe in setting up tables and equations,

-

and typing this manuscript.
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, waa labavadbad fnty thae Iitdaratine oo ealiical Lodal meaguiiamant | amd gl

WAL E e ay siaimold dulics O papeta have been pubilishet Chat Jdaal with

’ ‘
tachutleal Ldouas {n Ehls atea. Lo no way dogd Chils Handbnok el eaait

AT Abttamygt Lo gynthleslza all of this Itevatiuie; tather, thia hainthook

3

3y .
llu.-\(é‘; a vesiricted sot of mtatiatical Pcadiilan Fog ml-hua:sllnj il
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v

a
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v

L, "

Fhrowhdut thits handbook the o "doma -t Farencad™ wil! he usead tu -

“lawul ot

\ N
rithvioncratoroncad™ tor two o prinelpal reanons. oot ¢ the

+

term “critovion-retorencad” too 1eadi ly shggedts some oxtarual critorion

dgainat which exalinaee porformance on a4 test can ba compared,  Thove arve
3 ,

situations tn which an oxtorual critorion oxistys and ralavant data are

A

avallable.  Howover, fsuch situations are rare in thisg author's axparionca;

and, indeed, noné of the procedures discussed in thisg handbook require

criterion data, in the usual genge of the word "criterton." Second,

in this handbook it is assumed that the f{tems in a test can be viewed
as a sample from a larger universe of potential items that might have
been chosen for the test. It is natural to refer to this universe as

-

a domain--hence, the term "domain-referenced.”
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. . Ty o7 ML TR A ; L . R R )
Formulas for Calculating Fample‘Meaﬁs, Variances, and Standard Deviations

. ® Formulas ™ )////</ o Example

Ea - % . . . . i . . - R
‘-Let x %é observed mean score f person p Suppose k = 6 persons have the following observed
‘ p (proportion of items/correct) : '
~ _ . mean scores: .6, .8, .8, .8, 9, .9
« k = ,number of persons \\\f C
’ I = a symbol meanin "sdalkhe scores"
Calculate ’ ) ) 2 : " ‘ . ) : . » . -
- - v . A : ' : - o, © : - o
L x =~ sum of mean scores for k persons ’ -z xp; = .6 + .8 # .8"+ .8 + +2 + .9 = 4.80
. . ) : o o i ST
X ;2_ = sum of squared mean scores for_ oz x2 = .36+ .64 + .64 + .64 + .81 + .81 = 3.90
p k persons 4 p . : g
Sambie Mean:. ) °
(1.1) x = I x./k ) ’ X = 4.80/6 = .80
Sample Variance: _
_ L x?2 _ . 3.90 .
(152) s?2(x) = —EB - 32 S s?2(x ) = —— - (.80)2 ‘= .010 |,
P k ) * P i ‘6 .
Sample Standard Deviation ~ ' ) :
(1.3) - s(x ) = -1/°s2(>"< ) ‘ s(x) = 1/ .010 = .100 !
. p p - . p .
\, Corrected Sample Variance ' ' : '
' . k - ) 6
(1.4) s?2(x ) = s2(x ) s2(x ) = (.010) = .012
p kK -1 6 -1

Corrected Sample Standard Deviation

{ :
ol —- 2245 r ol .
(1.5) s(xp) = \/ S (xp) _ | s(xp) = \/.012

.110
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However, as far as this handbook is concerned, the sole reason for

2 a2, : . , .
choosfng between s“ and s“ is to provide the simplest possible computa-
tional procedures for estimating quantities of interest. (A similar

statement holds for the corresponding standard deviations, s and §.)

€

It was mentioned, above, that a standard deviation is a measure of

’

4 . . » . g ’
the .amount of spread or dispersion in a set of scores. To give the con-

N -
'

cépt of 4 ‘standard deviation a more concrete interpretation, it-is common

practicé to c;ﬁsidéf thé-standa;d ﬁeviation of a particular be}l;shapea
distrigution of scores,Acalléd a normél distribution.. As iliustratedo
in Figure 1.1, for a normal distribution: (a) 68% of the scores lie
within' one standard deviation to the right and 1e£t of the mean; and (b)
95% of thébscorQ§ lie within two standard deviations to the right and
left of thé mean. These two statements also can be expressed in terms
of what are called "z-scores." |

As indicated in Figure 1.1, a score that lies one standard deviation °

above the mean can be denoted z = 1; and, a score that lies one standard

deviation below the mean can be denoted z = -1. It follows that, for
a normal distribution, 68% of the scores lie between z ='=1 and z = 1.
Similarly, 95% of the scores lie between z = =2 ang z = 2.

The above statements about percent of cases between specified z-scores
do not apply ﬁo all possible distributions of scores. ﬁowever, provided
one does not interpret suqh statements t06 literally, they can properly
serve as useful bench marks for conceptualizing the interpretation of a

standard deviation.

15
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68% == R
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Figure 1l.1. Normal Distribution
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The reader is cautioned not to infer from the above paragraphs that
fest scores are usually (or should be) nbrmally distributed. Indeed, .

.for @BMmain~-referenced tests, it is quite common to héve many high-scor-
A

ing examinees and relatively few low-scoring examinees; and such a dis-
N , .

tribution is not normal. For this reason, most procedures treated in this
' LS . .

handbook involve no assumption about the shape of the scoré distribution.
! . - ’ i’/" . , .," "\L‘“j . . -
K . ) - o v o ) a

Universe of Items c

.J‘ . . ] . ~ -'.: ) ) '.
- A universe of items is a concept of qent?dl importance for”domain-

- .

. . }q; .
referenced 1nterpretat10ns, because ultlmately one wants to make lnférencesﬁ-
about examinee . un;vgrse, or._. domaln, scores. (Con51deratlon5'w1th respect

s [% . v

- 5
to a unlverse ;% Ltems are‘promlneﬁt -in some approaches toynbrm-referenced

. - ' @ . -

. R

~

1nterpretat10ns, too, but norm-referenced interpretations are’ not within

v B
the “scopé of thlS handbobk.) =~ v ‘ .

[y
'
- - )

Sometimes there actually exists a set of items that can be considered
; , 1

-

as the intended universe. For example, some computer-managed instruction

3
I

éystems have a large bank of items that is used to construct specific v

téstsTT\Also,‘the'wotds in a specified dictionary might constitute a

-

universe for a spelling domain.

More frequently, however, pragmatic concerns require that one concept-.
. ‘ . . S
ualize a universe of items for the content under consideration. For example,

>

‘in the initial stages of developing a domain-referenced testing system,

it is likely that aonly a limited number of items will be available. Fur-

. - z
thermore, for many content areas, it would be yirsually impossible to = -

construct all relevant items, or even a large proportion of such items.
. . .

]

-

3
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-well enough, then one can usualily

e .
£ , ‘ - f 9

/
[

YIn.chh cases, it is especially impartant that the intended universe be *

defined and described in as clear and‘unambiguous'a manner as possible.
Otherwise, one cannot easily claim that a particular item does, or does

not, reference the intended domain; nor can one clearly specify what an

examinee's universe score means. .

-

N .

. No matter how a universe may be deﬁined, in this handbook a test

oY - ) o ‘ - ' ’ - ) 4 (]
1s viewed as a sample of items from an intended, universe. 'More specif-

\

ically, to be technically correct, we bught)to say that a test is a random
. ¢ " ' B '
sample of items from the universe, in the sense that every item in the

universe has an equal chance of appearing in any test. In‘pracfice, one

seldom has the opportunity to randomly select a sample of items, in the

P
A .

literal seng€ of the word "randomly." However, if a universe is defined
g ‘ " , \

ensure that a'test consists of a reason-

v .

. .
N - .. N

ably representatiye sample of ems from the intended pnf%epse.
7 N ) S =

!

It can be argued that for every 6bjecti§e‘in a pfogram or instruc-

- tional sequence, there 6pght\£o be a distinct universe o§ items. It is

\

\ 5 ™

not uncommon, however, for a test to reference a universe that might be

i

viewed as stratified, in the sense that the universe is defiﬁed by multiple

'
¢

objectives\ér the multiple categories '‘in a table of specifications or

task-content matrix. The procedures disé¢ussed in this handbook do not

¢ H

‘specifically incorporate, considerations with respect to a universe defined
o ' - ' v .

#. manner, even though these procedures (or similar ones) are some-
= I

S

-
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No matter how well-defined a universe of items may be, the quality

of the decisions made €an be no higher than the quality of the items

tiemselves. Therefore, Section 2 considers some simple item analysis

o

pbrocedures for using data to help ‘identify items that may be flawed. This_

topic is rather mundane and the process of performing item analyses is

-

. tedious; but, in this author’ s oplnlculéhe validity of a domaln—referenced

“

Lo x . i .
measurement procedure absolutely nece551tates using good items that repre-

: ™~ ' o -
sent a well-defined universe of ftems. Furthermore, no after-the-fact

{

C , . SR, o . .
statistical analysis of examinee test scores can overcome the negative

impact of poor items on the quality of domainjfeferenced interpretatiqns.

o -

"Section 3 considers a rather simple procedure for establishing a

cutting score, LA expressed gs a proportlon of items correct for the

.
.t

1

~universe;of'items. (In thlsg;andbook the Greek letter T is used to repre-

sent a score for the universe of items{ whereas k is used for a core on

~ -
1

a test, or .sample of items fro//the unlverse ) Th;s procedure i "content~

L >
K]

. J
based" in the sense that it relies _upon’ the subjectlve (but hopefully,

well-informed) judgments of_content—matter spec1allsts.
. - L R g
Sectio€ 4 treats a procedure for establishiug an advancement score.

Recall that a cuttiﬂg score, no » 1s expressed as a proportion of items

‘correct for thé universe of items; and, as such, "o is “"similar" to an

' .
Y ¥

examinee's universe score, 7, in the sense that both ﬁo and 7 reference

* the same universe of items. By contrast, an advancement score, xo , is

1



milar" to an examinee' s obse&ved score, X, in the SEnse that both

) i

reference a test score. To put it another waj& an advancement score 1is

B}

\
an observed score analogue of a cuttlng score, just as an examlnee s test

\
sy

hscore is an observed score analogue of his/her universe score. A decision
concern1ng mastery is actually made with respect to thefadvancement score;
b’.l.e.. an examinee is declared a master if his/her observed score is at
. Py . * 0 . - ’ -
or above the advancement score. . . . .

IR

' Section 5 cénsiders twoktyp s of er¥or that can be ‘made when a

decision about an examine& is based on the examinee“s observed score
- \ t : '

rather than hls/her unlverSe score (which is never known) These two

- v

-

types of error are called error of measurement and error of classifi-

oy

cation. Error of measurement\involves the extent to which examinee ob-
- - : . . p r N N .

¥ N . R ; oo
\‘served and unlverse scores d1ffer; and, as such, error of measurement

’

does not 1nvolve cons1derat10n of a cutting score. By contrast an

error of classlf;catlon 1s made 1f .an examinee is erroneously cldssified

~
o

y 3; a master or erroneously classified as a non-master. ,
. . ' 4 ) B
L , r,oo . R ; . o
Section 6 considers a riumber of issues associated with assessing

£

’

the quality of domain-referenced measurement procedures %or a group of

’

' examinees. These issues are, in part, related to traditional notions

of reliability (or measurement consistency). Also, to an extent, these

-

issues have a validity connotation, because in domain-referenced test-

- ing, examinee universe scores are a principal "criterion! of interest.
. ! s

o
~

Howeverf the terms "reliab;lity“ and "validity" are used only infre-

f"l’
quently in Section 6 because they too ea51ly\*onnote traditiaonal statls-

L}

tlcal analyses - (for norm—ré erenced 1nterpretat§ons) that are inappropriate

‘

0 <

20

o ' ' 2

ERIC

Aruitoxt provided by Eic:



O

ERIC

Aruitoxt provided by Eic:

,hand—held_calculatqr may benavallable.

— - : _ .
<\\\~ . ¥
. . .

in domain-referenced measurement contexts. Rather, emphasis is placed

upon certain agreement coefficients and group-based measures of error.

Reetrictions ig_Scope end Content

Domaih—refereneed measurement is currently a topic of considerable
interest in numerous applied settings, and a handbook such as this
eannot treat all releQant issues ;A all such seétings. In particular,

there. are many important educational, philosophicair legal, ethical,
' - ' . '

and technical issues involved in testing for licensure, certification,,
. ’ L] .
“minimal" competency, etc. For the most part, such issues are not treated

here} rather emphasis is placed upon procedures that seem to this author

»
il

to be both theoretically-reasonable and capable of being used'relatively

-~

ea51ly by practltloners——espe01ally practltloners 1n'}n3tructlonal and

training env1ronments where nothlng more sophlstlcated than a- 51mple

° . * . '-‘»\

Throughout this handbook it is assumed that examinee responses are

3 ' .
not corrected for:guessing. In several cases, the procedures discussed

Y

could be (or have been) modified in various ways to take guessing into

[
account. - Such modifications are not treated here for three reasons.

¢

.First, many such quifications make assumptions about guessing that the

- author believes are unrealistic. Second, reasonable assumptions  about

guessing involve complexities considerably bdyond the scope of this

handbook. -Third, it remains to be seen (in a research sense) whether -
AN ) . .
or not procedures involving reasonable assumptions about guessing mater-

fally improve the quality of decisions made in typical domain-~referenced

" testing situations.



N

In the field of statistics, distinctions are carefully drawn between
quantities.of principal interest, called parameters, and estimates of

these quantities, called statistics. For theoretical work, this distinc-

N

t¥on is crucial, but to incorporate this distinction in -the body of this

handbook would necessitate. a. much more complicated notational system,

s

as .well as considerably more complex-verbal statements. Therefore,rtﬁe

”~ .
S

term "statistic" is used in this handbook in a éenenic sense (even though'
. . : ’ 4 .

occasionally the word "parameter" would be better, technically), and tﬁe;e

»

. . - . . . . ' h ) . - «
is no notational distindétion drawn between parameters and estimates:”

t .
Also, both quantities of principal interest and their estimates are °

usually denoted with Greek letters to .distinguish them from the sample s

¢ -

_statistics aiscussed_i? conjunction with Tab;é'l;l; Finally; cqqc§fhiﬁg
‘notational cdnventions,.someéimeé a §ymbol is underlined in the text for
embhasis‘and/ér to preclude mistaking it for part of a word or phrase.
The bod; of‘this handbook does not contain references to published
work, proofs of formulas and equations, or justifications for choosing the
érocedures treated here rather than others which might have been chosgn.
However, to a limited extent, these issues are treated in Appendix B,
which is provided princiéally for the technically oriented reader. It
will be evident to such a.reader that, in sevéral‘caseé, thé treatments
of procedures in the body of the handbook are slight modifications of
procedures discussed in published literature. Such modifications were
made principally for computational convenience. Furthermofe,hin a few
instances procedures are preﬁented, or suggestions are made, that have

not been considered previously in published literature.

O
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2. Item Analysis Considerations .

In domain-referenced testing (or any type of testing, for that
matter) there is no substitute for good items. No statistical proce-

. dure can overcome thé negative eéffect of poor test items; but as dis- ~

cussed in this section, statistics can be used to help ;dentify poor items.

. First, however, it must be emphasizéd that, prior ﬁq collecting any

\

data, every effort must be made to insure that items reflect the objec-
‘tives they are intended to measure and that the items havé_no'obvious

technical flaws. Such jpdgmehﬁs are bést made by content matter special-

ists who have knowledgé of itém construction procedures and guidelines.
If cbpteﬁt—matter specialists do not have such kno@ledge then they .
should be aided in their judgments by someone who does. Also, items
should be reviewed for potential bias by memberg'of minority groups,

especially ‘'when domain-referencded tests are to be used with members

of minority groups.

Item Analysis Table and Statistics

No matter how thoroughly content matter experts scrutinize items

to eliminate flaws, it is always advisable to study examinee responses
to items. Such data provide an additional check on item quality. Usually
such data are displayed in the form of an itém analysis table such as
that provided in Table 2.1.
To give a context to the synthetic data in Table 2.1, let us assume

. that 10 items were administered to 50 examinees, and one.of these items
:

N

&) : _ .
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Table 2.1

Illustration of an N =

Item Analysis Table and Statistics

Using Synthetic Data R
- » Subgroup‘a
Low . Medium High
Alternative (0-6) (7-8) ' «(9-10) Total - ' p B,
a P 1 2 .14 -.13
b* S ‘9 16 33 .75 .18
c 2 1 1 4 09 ~-.10
d 0 0 0 0 00 00
Omit 0 0 1 1 02 05
Not Reached 3 3 0 6 - -
Total 16 14 20 50
Total minus’
Not Reached 13 11 20 : 44 -- --
(2.1) _ proportion of examinees who choose ]
: P lalternative (or omitted item) |
- , | o . .
proportion of examinees proportion of examinees
(2.2) B = in high group who choose _ in low group who choose
: alternative (or omitted alternative (or omitted
| item) ; | item)

e.qg. ‘For the correct alternative, b,
p = 33/44 = .75

B = (16/20) - (8/13) = .80 - .62 = .18

a s o .
Numbers within parentheses indicate the scores (in terms of number .

of items correct) that fall into each group.

Note. * indicates the correct (keyed) alternative.

O . . ' (] ‘1_
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A

1

resulted in the data in Table 2.1. Table 2.1 indicates that this item
contains four alternat;ves with the correct {(or keyed) alternative being
g‘(the alternative that is starred). Note that the other.alternatives
{namely a, < aéd 4d) are somegimes cal%ed distractorss or incorrect
alternatives.

/’  Toms§pdy examinee performance on an item,.it is usual to classify
the examineés'iﬁto éroups bé;ed on their test7pérformance. In Tablé
2.1 this has been accomplished by assigning each examinee to: (a) a
""low" group if he/she has 0 - 6 items correct; (b) a "medium" group if
he/she has 7 - 8 items correct; or'(é) a "high" éroup if he/she has
9 -~ 10 items correct. For present purposes, the reader can assume that
examinees in the high group‘would be judged "successful," those in. the
low group would be judged “"unsuccessful," and those in the middle group ,
might (or might not) be judged "successful."

The entries under the columns headed low, medium, and high are the
numbers of examinees in each group who chose each alternative, omitted
the item, or did not reach the item. The following procedure can be used
go distinguish between an item that was omitted (but attempted) by an
examinee and one that was not reached (and unattempEed): (a) if an

A Y

examinee omitted the last item, assume that the examinee did not reach

one item; (b) if the examinee omitted both of the last.two items assume
that two items were not reached by the examinee; (c) if the examinee

omitted all three of the last three items, assume ﬁhat three items were

a Q

O
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not reached; etc. All other blank responses by an examinee can Le treated

as "omits.”
Table 2.1 also includes column totals indicating the tutal riamber of

eXaminees in each Jgroup, and the numbers 2f examinees in each aroup who

reached the irtem. The row totals in Table 2.1 indicate the toral number of

examineés who picked each alternative, cmitted the ltem, or did ner reach
X % ) 4
the item. finally, For each alternative, Tablesd. lgprovides twe statigtics

.

which are identified as P and B and defined in Equaticns 2.174and 2.. respec

tively. The statistic P will always have a value between O and 1, and 8

.

‘WLl always be hetween -1 and +1.

£ «

The statistic p indicates the proportion of examinees who chose an

alternative. For the correct ernative p is called the item difficulty

level, and it 1s the Proport.ioy aminees who_got the item correct. In

%

Table 2.1, p = .75 tor the correct alternative. Note'that easvy items have
high difficulty levels and hard items have low difficulty levels.
The statistic B indig#tes the difference between the proportions of

examinees in the high and low ‘groups who chose "an alternative. For the
vg : :

correct al@ernative, B is called an item discrimination index. It reflects

the difference between the pProportion of examinees in the high group who

got the item correct and the ?fbp&fgion in the low group who got the item
N\ ; o

correct. r

Using Item Analysis Data

The principal use of item analysis data in domain-referenced testing

situations is to detect flawed items. It must be understood, however, that

.

such data--no matter hogg@ﬁrefully analyzed;-dolnot provide an absolute

ERIC | |
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indication that an itém is or is not flawed. Also, if an item is flawed,
the data qannot tell the investigator exactly how to correct the flaw.
What the Aata can do is flag a potentially flawed item and usually sug-
gest the nature of the problem and/or the part of the item that ig flawed.
Given this perspective: the following paragraphs provide'some guidelires
for examining item analysis data. |

(a) ‘Have an actual copy of the item available when examining an
item a;alysis taﬁle like that in Table 2.1.

(b; Look at p for the correct alternatiyg. The item may be flawed
if the ite%tdifficulty level, g,-is cqnsiderably out of line with a value

one might expect. (Usually, in domain~referenced testing items have rel-

o

N

atively high-difficqlty levels if they are obta;ned for a grohp of éxam—
.ingeé who have experienced instruction in the content tested.)

(c) Look at the relationship between item difficulty level and tﬁe
P values for the distractors. If a distractog has a value fof.g thét
is above the item diffi?ulty level, then, examine the distractor to see if
in fact.it could bé considered, reasonably, as a correct answer.' If so,
“one of three problems probabiy exist-—-the correct answer wés mis-gpecified,
the i1tem has two or more correct answers, or the item is ambiguous. In any
case, the item requires revision..

(d) If p is very small for any distractor . (e.g., alternative 4 in,

~ . .
Table 2.1) consider eliminating -it dr replacing it with some other incor-

@iy

rect alternative--provided doing” so does not change the intended nature of
the item. (Recall that if an item is inherently easy, it is very likely

that one or more distractors will be chosen infrequently.)

o8

o
~Z
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(e) Look at the item discrimination index_(the value of B for’the
torrect alternative). It is very unlikely that a good item would have
a value for B that ié ﬁoticeably negativeﬂmﬁecause that would mean that
a greatér proportion of the low—scoring-éféup got the item correct than
the high-scoring group. Therefore, if E is noticeably negative (say,
‘ less than -.20) examine the item carefully, checking especially to see
that the item wag scored correctly, that it is unambiguous, and that
the indicated éorrect answer is ‘indeed correct. |
(£) Look at the values‘of_g for the distractors. If any. of them
are noticeably positive (say, above .20), check the item to see if it
is ambiguéus, or if the distractor could possibly be a correct answer.
(g) If either p or Bfor "6mits" is noticeably positive, examine the
item for ambiguities. It is assumed, here, tﬁat examinees ‘are not being
pénalized for guessing and,. therefore, there is no extfinsic moti§ation
for an examinee 292 to pick an alternative.
(h) Consider the number‘of examinees (espécially high-scoring l
examinees) who did not reach the item. If many examinees did not reach
it, (e.g., see Table 2.l1) the item may be all right, but it is likely that

examinees were not allowed enough time when they were tested. Unless

a domain-referenced test is intended to be speeded, examinees should

ERIC
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have a reasonable amount of testing time. Otherwise, the examinees'
acores will not adeduately reflect their abdlity.

‘The above sugqestiohs.should be regarded as reasonable "rules-of-
thumb"--not dogmatic directiveé. No such rules, and no amount of item

analysis data, absolve item developers and investigators from employihg

common- sense and good judgment based on experience and content-matter

knowledge.

. : ‘ Y
Other Considerations wab

In norm-referenced testing contexts it is not uncommon for items

to be discarded or revised if the value of a discrimination index is

positive but_small. This criterion should not be tsed in domain-ref-

(3

erenced testing contexts. Indeed, frequently in such contexts many

~

good items are virtually guaranteed to have positive but small values

‘for a discrimination index. Also, in norm-referenced testing contexts

a high discrimination index is frequently viewed almost as an indicator
of‘an ideal item. This‘perspective'shdula notlbe taken in domain-ref-
erenced testiﬁé contexts-—at least not in the sense that highly discrim-
inating items are preferred over moderately discriminating bnes. In domain-
referenced testiné situations, emphasis is placed upon content, and discrim-
ination indices should be uged solely as an aid in identifying flawed items--
o)
not a basis “for classi%ying items into degrees of quality.

In an ideal world, all items in the universe would undergo item

analysis before any/decisions were made about examinees based on any

L
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Jdtems in the universe.‘ This ideal is seldom feasible in practice.
Even so, no item should be used as a basis for making declsiong

about examinees until it has been subjected to an item analysis. To
addregs this ique the following procedure can be used. First, in the
initial stages of developing a universe of items, prior to using the
items for decision-making, a reasonably large sampie of them should
undergo item analysis using a representative group of examinees. Items “

that do not successfully clear this hurdle should be discardad or revised.

Second, 'to gather item analysis data on other available items, or items
subsequently developed, one can inclﬁde a small numbér of them‘¥; opéra—
tional versions of domain-referenced tests. However, examinee scores

on any such additional item should not be used as part of the éxaminee
total scores for decision-making--at least not until theﬁitgm analysis
da;a héve been studied to verify that the item has no_oBvibgs flaws.

If the above approach isrtaken of iﬁéluding new items with oia items.
in a domain-referenced test, then it ig important that thé investigator
not cénfuse the total number of "scored items" (those not underéoing item
analysis) and the Fotal number of items physically in the test. Else-
where in this handbook, when test 1eﬁgtﬁ, n, is discuséed it is always
assumed that n is the total number of items excluding those (if any)
undefgoing item analysis. -

As discussed above, conducting an item analysis usually involves'

classifying examinees into groups based on total test score. If new

o 30 U
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4

items are included with old 1téma, thaen total taest scora should be based
on the old items only. Of course, in the initial stagus of cqnatruat-
ing a universe, or pool of items, total test score will have to be based
on néw items only. In either case, tha inveatigator m;at choose a range
of gcores associated with each group. Seldom can this decision be made
in a completely unambiguous manner, because a firm basia.for this deci-
sion would necessitate information that is seldom available at the time
the décision needs to be made. ,For example, in initial stages of uni-
verse construction, a cutting score may not have beén firmly gstablished.
Furthermore, as will be discussed later, even under the beét of circum-~
stances,.it is impossible to a;;ign examinees to groups in a manner’

that is guaranteed to be completely devoid of error. Even so, for

item analysis purposes a firm basis for assigning examinees to groups

is not absolutely neceééary-—good informed judgment based on experience
*is generaily sufficient.

The above discussion of item analysis procedures has Qeen pouchgd
in tgrms of multiple-choice items. For free-response items the procedure
and guidelines are essentially the same. The principal differences are
that: (a)‘a free-response item can be viewed as an item with two alter-
‘natives--correct and incorrect; and .(b) the investigator needs to study
all examinee responses to make sure that all correct responses have been

identified.

31
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3. Eaﬁabllahing a Cuttling Spore

\

- One of the inltlal taﬂkaiﬂypically ancountared by an lanvaestigator

! vironment 1s to establish a cutting

Seb{&émgo , expressed as a proportion of items correct for the universe

.
\&Ln a domain-referenced testing en

of ltemg,} Of course,,nobis not raqdiied 1f mastery tzii/ggciaiona are
. -
not gding to be made and interest is restricted to estimating an exam-
, inee's universe score. However, inAgbst domain-referenced testing

situations, mastery type decisions axe made and, consequently, a cutting
: L]

,score is required. “

- . . -

-On rare occasions there is a knowni:elationship between examinee
performance on the universe of items (orda°large part of the universe)

-and some external criterion such as on—thékjob performance or perfor-

?mance in some subsequent level of instruéti%n, Such data .are indeed

i
i
|

rare, however, because they are usually very:difficult to obtain. For

'
&

example, if some measure of on-the-job performance is: viewed as a crite=-

: L .
rion, then one would have to take the following steps;to obtain the
. , .

. ’ B
data required to use such performance as a basis for establishing a

cutting gcore: (a) test a representative group 6f examinees using a
%

.'large number of items'from the universe; (b) allow all these examinees,

. ¢ M y ,
including those with low scores, to undertake the job under considera-

tion; and (c) evaluate the performance of each of these examinees‘on the

[ : o

job. Three problems are usually encountered in attempting go carry]out

t

‘these steps.’ First, these steps are usually time-consuming and expensive.

°
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Sacond, tt iw ftaquanLly aondlidered undealrable (and uumuttmeu
sthically unauvap‘dblu) to uLluw Luw~uuomtuq uxamtnnnu to under~ '
take tha job In ¢question. And third, usually the evaluation of v

on~the-job perfofmance s both difficult‘and subjaect to conmid-
erable error,

“* Por these reasons, among others, external criteria are aeldomtuaed
(at least directly) in the process of establishing a cutting score for
domain-referenced testing purposes. Rather, it is common for a cutt;ng
score to be defined based upon the judgmenta of raters; judges, or experts
who are content matter specialists. Of course, such judgments are 1li ely
(indeed hopafhlly)‘to be influenced by raters' knowledge about potential
external criteria and about how persons generally perform on suth crite
ria. However, sdch information is not usually quantified directly.

Rather several.procedures exist for eliciting from raters their beliefs
about how minimally competsht persons would perform.on the universe of
items, the argument being that such judgﬁéhts provide a basis for estab-

lishing a cutting score ﬁo that separates mastery (or probably accept-

able perforﬁance) from non-mastery (or probably unacceptable performance).

-

Procedure

In one procedure for establishing a cutting score, each of a set of

[
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vatara, judges, or cattent matter speclalists le asked to provide an inde-

, ] ‘
pendent. assongiment of the probabllity that a mlnluwlly vowpetaent. dxaminaa
would got ewach Lteam corrvect., The average probabdlity over raters and
ttems (called y below)'%u fraqueptly used as tha cutting soore- W
and varlous statlastica bén be calculated to assess how variable thiu
avarage probablility would be 1f the study were replciated a large num-

[ i

bar of tinﬁs.l Kpéwledgﬁ”about guch variability {s important in reveal-

ing the extent/7/*hhich’ aters agree in their ‘judgments about what

cutting scofeé”shdﬁld ‘F G%lly be established. -

ot

Using this pnhceduré(datg are collected in the following

manner:
. ’ i»

(a) ‘A grdup&f

}n

rDterﬁ, and a sample of m items from the universe,

3

are identified where t an M are as large’as time and other constraints
‘Z’%A ‘ o “ \\' : , A
will allow; 7 f . g

lrr

(b) Each rater is # }& to provide, for each item, a probabillty

reflecting thatrater sg%llef about the likelihood that a minimally

competent ex minee would get that item correcty i“.
Jinee y

;“ 3
(c} Items %ge'Fresented to each rater in a

ndom Brder--the

fferently for each

important point be"g that the items are ordered
ratet:
(d) Each rater works independently of every othet?tater (i.e.,
rateré do not discuss their judgments with each other); agd
(a) Raters are told to report their probabilities in units of‘

1/10 (i.e., the probabilities that might be assigned are 0.0, 0.1,

0.2, . . ., 1.0).
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Clable 4L veportd a set of data Ghat might vesult From guoh a avwdy
Jf// with t = 4 vaters and m = 20 ltams. ‘Thewe ninbers are valatively wmall
dgolaly for the purpode of simplifying dubdequant Ll lustration of com-
pumtkclmu. An entry ll; the body of Table 3.1 lg denoted Yoy the prob-=
ablliity nuJiqnud by a rater v to an ltem L. (The symbol y is used hara
to distinguish thesae probablllities from examinee scgreu on a test, which .,
are later dénotﬁd with the ayhhol x:)  Along with the prnbdbfllttua,

Table 1.1 reporty means, variancés, and atandard deviations. For example,

“(a) an entry in the row labeled §r is the mean probability asslgned

to items by rater r, and §(§r)‘" .083 19 the standard daviation (acrous

raters) of these ratér mean probabilities;

(b) an thry in the column headed ;; is the mean probability aasigned
to item i, and ;(;i) = ,086 is the standard deviation (across.itema) of
these item mean probabilities; |

¢ ) (c) an entry in the row labeled ;(yri) is the ?tandard deviaéion
of the probabilities assiéned to items by rater x; and

| (d) vy = .80 is the mean probability over all 20 items and all
5 raters. / : ~

In a cutting score study, interest is.usually focused principally

on §r and y. We may call §r the "cutting score assigned by rater r"
because it reflects that rater's belief about the proportion of items
that a minimally competent examinee would get correct. Similarly,

we may call ;.the "study cutting score," and as such it is, in a cer-

tain statistical sense, the best value to choose for no.




’l‘anlu 1.1

Eotabliohing a Cutting Huousas

A Hynthetlo Data det with Hangile dialialioe

Lam Hatar | Hatay 2 Hata) | Hatar 4 Hatear N - v,
I
L 0. 0.4 0. n.4 | 0. /o
2 Ui 0.7 0.4 T 0.5 | 0.2
' 0,4 L0 0.9 . 0,6 | 0. b
a 0.t 0. 0.4 0.9 1.0 | O
" Lo 0 0.9 0.9, 0. ' 0.y
o 0.9 L0 1.0 0. : 0.l | 0.
/ 0.6 0.4 0.% 0.6 0.6 | .64
" 0.4 0.7 0.7 0.6 0.4 ' 0.6
4 0.7 0.8 0.4 0.1 0.5 | u. o
1o 0.4 0.9 0.7 0.4 0.6 ! 0.76
1 0.7 1.0 1.0 0.9 1.0 | 0.9
{2 0.9 1.0 0.8 0.9 0.6 ' 0. 84
1 0.7 Loy 0. 0.9 1.0 ' 0. 06
14 ' 0.9 1.0 0.4 0.9 0.7 | 0.6
5 , 1.0 ‘ 0.9 0.9 0.9 0.6 ' 0. 86
1o _ 0.9 0.9 0.4 S 0.8 0.6 ' 0. 80
17 0.9 0.8 0.7 0.4 0.6 | 0.7
14 0.9 1.0 0.9 0.0 0.6 ' 0,84
19 ’ ‘ 0.9 1.0 1.0 1.0 0.7 | 0,92
20 0.7 0.7 0.8 0.8 0.5 | 0.70
B ; . l
;r b2 .68 .83 .81 L 66 : y = .80
. f \ : -
sz(y“)‘ L0143 | L0122 .0148 L0115 L0257 :ﬁz(yt) « L0074
Vv |
8 (y ) 320 | . 122 117 160 :8 (v,) = .o086
ag = A |
s€ly ) = .0069 s(y ) = .083 | @
Q l
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Lt la svident Fiuam Hie valuea of ';fl Lit ‘Pabila 1.1 th‘a(. Rataia l.t i,
Akl 4 are Hq‘t'daqnnably clume agfaament comesrinbing chgluas af A cut iy
atvra, but Hater £ thinka tha cattbing acose ahauld be fibgher than O, 80
Al Hatat 9 thinka 4t ahautd be s.s-ulnhiurql;ly‘ Luwad H.mn a.ui. thils
Alaagieament aming tateid la yaflactad i) tha JQuantilty ;(vl,) - gy,
Auch Haagraemant 1a nol unnaual and prabably should bhe axkpaatad haecanse
aven well-qualifiad rdatara wmay hava Jdiffovent nuln.\luna about mintmal
compelence atkd/or the relattonghipa hetwaesei atalmal compelence and the
ftumg waed 1o tha atudy. Indesd, onag purpodse of a cutting dunrd Btudy
ba to daveal guach U ferences of ul.nlulun th a mysatemat Lv and objevtive

Wttty '

Vatiability in litudy Cutting Scorves

Far the purpone of uxnn‘\lnlnq vatbability in \; ' z;(;r) in rale-
vant but not actually the quantity of principal interest, . Rather,
one v:mul\(l ldeally Llikae to know how variablae ;, would be Lf the ut:udyb ware
repliated (undar gsimilar conditions) a large number of timos. Lot ua
degeribe thig variability in ; In, terms of a standard deviation and
identify 1t as u(;') . Clearly, if o(y) were small, then, even .if‘&f
disagree) to some extent concerning the cu:ttinc:; score resulting from a
single study, sugh disagreement would not seriously impact one's conti-
dence in using ;/ as a cutting score. }io;nrever, if o(;/) were large, then

one might want to keep this fact in mind when making decisions based

on vy,

)

s
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Even tlpaighl thars da typleally vty vne cubilieg avate atudy avall
ghile, 1t ia atlll piastilile ta aatimate (e atandasd deviat lon of v Uhat
weiti ] snau.l‘ LE the atindy wara dapllcatad 4 lakge ssbiay of Clinea .
Tabhila 1.2 taports Uitas such ssblvated alang with theli numesi lual vgluas
For the dava 1o Tabla 1.1, Thosd thiied oal imalea aie abmblas Ly tliat
asachh of them asdumea that each (hypathaetical) cepllcatad stwdy livalves

‘ L4

Aa difTerant gampla oF ¢ vatara (1= 1o Tabla 1.1} and a i ffaiant aaimple
ur.ttunm. As «tdarr{pnd hdtow, the thioe aat tuates Aiftaer with veapect
Lo tho numbesr G fama ln\mlvaq b aach vaplicataed otdy: BEquat o 4L
tn Tabila 1.0 wodld ha appaagne tata 1LE an bnvest fgatory wanted to conalides
(hypathat tval) rveplicated atudien tnvolving w items--the same numbei of
ftamg uned In tha actual CcutBing gocore study,  Undey this clicumatanca,
PTabla 1.0 ulwws hat n(&) - 04l o the data tn thlu 1o, 1, howavar,
At tnvent Lgator wanted d(\;) aver raplicatad :n\u‘““m‘ bnvolving it tema--
Anumbar diffarent from Uﬂuml;y amaller than) m, then the appropriate
‘un(imatu would bo obtained from quattion 1.2 in Tabla 3. PFor example,
given the synthetic data and a taest Tougth of n«lo Ltemy, Table 3.2
shows that g(y) = .04%,

A third estimate of 0(9) is obtained by assuming that replicated

studies would each involve rating all items in the universe. Under
\

+

this circumstance, the appropriate estimate of u(\;) is Equation 3.3
in Table 3.2; and for the synthetic data J(;) = (3,036, This value
is less than either of the other two estimates of u(g—/) because n(\;)

decreases as the number of itéms increases.

a9
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‘ Table 3.2

Equations and Illustrative Computations for Determining the Standard Deviation of a Mean Cutting Score

Equation Computations Using Data in Table 3.1

B — -
Let t = number-of raters used in study t = 5
m = number of items used in study - m = 20
! “ ~p = ! 1 /0143 + .0122 + .0148 v
Define A = —— Average value) - sz(yi) A = ——— |- [ + OliS + 02é7 - .0074]| = .0001
m(t-1) _of s%(y_,) ' (20)(4) | 5 ) )

Standard deviation of y over different studies
using t raters and m items:

(3.1) aly) =ﬁ2 (§r)/t + §,2(§i)/m -a al(y) \/( 0069)/5 + (.0074) /20 = .0001 = ..041

Standard deviation of ; over different studies
using t raters and some number of items,
n, different from m: If n = 10 items

I
o
(-%
(5 ]

(3.2) aly) = 52(§r)/t + §2(§i)/n - a o(y) = VY (.0069)/5 + (.0074)/10 - .0001

Standard deviation of ; if ‘each of the
t raters rated all items in the universe: ' oy

4[KC|) aly) v 2(y )/t - A a(y) = '\/(.0069)/5 - .0001 = .036(
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Any one of these estimates might be of interest to an investigator;
however, the third estimate is especially relevant for many (if not most)

domain-referenced testing situations. Recall that a cutting score is

-

X
. 7 . . . :
defined as a proportion of items correct for the universe of items.

It follows that ideally one would like to have each rater rate every

item in the universe to obtain each of the "rater cutting scores." It

is almost always impossible to obtain such data directly, but even so
v

Equation 3.3 allows us to estimate 0(;) under this circumstance.: This

equation is also appropriate if the rating procedure is followed for all

items that occur in each and every form of a domain-referenced test.

One particular use of o(?) in Equation 3.3 ig in establishing a
‘confidence interval for the cutting score. .For example if one goes
one standard deviation to the right and left of ; , then one obtains
5 68% confidence interval for the cutting score "o; For the synthetic

0

data this interval extends from

.76

<t

- oly) = .800 - .036

7.

+ o(y) .800 + .036

<

to .84,

P and this interval is represented (.76, .84). In words, we can say
that if the cutting score study were replicated a large number of times
(eacb time using all items in the universe), about 68% of the time we

4

would expect to obtain values of ; between .76 and .84. .

Given these data, therefore, in a certain statistical sense

; = .80 is the best single number (proportion of items correct) to use as

«

a cutting score, no; however, an investigator is well advised to enter-
tain some uncertainty about whether or not this value for ® is "correct"
o .

in some absolute sense. Also, as will be indicated in Section 4

12
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for some purposes, procedures are available that employ what is called
an "indifference zone" for the cutting score no; and the confidence
interval discussed above can be helpful in picking an indifference

zone.

Other Considerations

One factor that can contribute greatly to differences among raters
in their §r values is differential ideas aboﬁt what constitutes minimal
perfofmance. Any definition of minimal competence is almost always.

a matter of judgment (packing a parachute may be an exception!), but
very disparate notions about minimal competance can render a cutting
score study ofirelatively little value. At the same time, however,
the raters themselves should be well qualified to define what minimal
competence is, or At least to have a voice in any such definition.
In particular, it is very difficult, if not impossible, for raters to
participate in a cutting score study using someone else's definition
of minimum competénce. For these reasons, it is advised that raters
have the opportunity to discuss their poésibly different notions about
minimal competence prior to conducting the actual study. Hopefully,
they can reach some consensus or at least mitigate their differences of
opinion in a mutually acceptable manner.

: Another'issue to be considered is the manner in which items are
provided to raters—-séecifically, are the answers provided along with

the items? All things considered, it is probably. best that answers
4



be supplied. 1In doing so, one can obtain an additional check on

the correctness of the indicated answers,.and raters are probably

more likely to pay careful attention to each item individually.‘ Assum-
ing that the answers are supplied, each rater should bé directed to
indicate any items that he/she judges to be }¥eyed incorrectly. If

it is determined after the raters.complete heir task that an item is

keyed incorrectly, it (and the probabilities aésigned to it) should

N

be eliminated from the study, and the item should be revised or dis-

carded. 1If, on the other hand, it is determined after careful consid-
éraﬁygﬁ'that a rater said an item was keyed incorrectly, but actually
it was keyed correctly, then that rater's judgment’ {iw.e., ‘dssigned

-

probability) for that item should be ‘eliminated in determining y.

This can happen-- each individual rater is not infallible, even in
his/her area of expertise.

Table 3.1 illustrates the rather common occurrence of one rater
(in this case Rater 5) providing judgments thét are markedly different
from the judgments provided by other raters. Even so (assuming all
raters were chosen carefully in the first place), an atypical rater
should not be eliminated from the study unless there is an-obvious
reason (e.g., sickness) for tﬁat rater's atypicai judgments. If such
a reasén exists, then a11 statistics shpuld'be re-calculated based on:the
reduqed set of raters. {For example, ;f Rater 5 were eliminated ffom
the synthetic data, then the reader can verify éhat ; = .835:§(;r) = ;031:

and, using Equation 3.3, 4(y) = .021.]

%2
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One modification of (or addition to) this ?rocedhré forlestablish-
ing a cutting score involves havingkthe ratéis, as a group, provide
3, ~ * : \ ot

a consensus probability for each item after ﬁhey.have iﬁdepéndenﬁly

provided their judgments about each item., Then the meah‘of these con-
) . - L & St L
Coe h &« . T

sensus probabilities is used as the cutting score. - If this modification

is employed, the resulting data should be ékamiégd‘vgry garéfully to en-
.o : - A o C 3
}

g R S N RN
sure that no single rater is exerting undue‘infkuencq oveér the judg-

ments of other raters. (Also, if this modification is’ used*oné sghould '
DA : e, .

keep in mind that forced consensus is not really agreéménp,;a;thoggh_

5

. 3 v L
forced consensus can effectively hide disagreenient.)
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4. Establishing an Advancement Score

When domain-referenced testing is employed to make mastery/non-
mastery types of decisions, it is necessary to consider a cutting score,
LI but, in addition, the investigator must specify an observable score,
Xy such that an examinee who géts X, or more items correct will be

declared a master; and an examinee who gets fewer than xo items correct
will be declared a nén—master. This score- is called an advancement
Score, w}th the symbol X, ;eferring to the advancement score in terms

- of number of items correct and (later) the symbol c, referring to the

- .advancement score in terms of proportion of items correct.

e In principle, one wants to pass, or advance, anlexaminee if that
examinee's universe score, np + 1s equal to or greater than the cutting
score, LI However, one cannot directly use such a decision rule be-
cause a specific domain-referenced test will consist of only a sample

of items from the universe. Based on any sample of items, an examinee's
observed mean score, ;p , can be calculated. but not the éxaminee's‘uni—
verse score, np- Furthermore, the Futting score, {o , may not correspond
with a possible observed méan score for test of n items. (qu‘example,
if n = lo;:then no proportion of items correct will correspond with a
cutting score of .85.)

Let us suppose that, as a result of some cutting écore study, "o
is specified to be .80, and let‘us.assumé that a test will consist

of n =10 items. Since .80 x 10 = 8, an invéstigator might decide that

the adVanement scofe should be:

N
@p)
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X = 8 in terms of number of items correct; or

[}

8/10
g

. . S
= .80 in terms of proportion ofjitems correct.

Lie

In this example, choosing xo to be eight items qutect may appear rea-

sonable and, indeed, this particular advancement

séore may be a good

: i
choice in some particular context. However, the? "logic" presented above
. /R
uh

for choosing an advancement score is rather superficial. For example,
this logic does not take into account the fact that an observed score
may be, and usually is, different from a universe score. As will be-

come, evident later, a more thorough analysis could lead to choosing

some advancement score other than x = 8. -
(o}

The purpose of this section is to provi&éﬁa?reasonably sound,

0
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vet relatively simple, table-look=-up procedu?g for choosing an advance-

ment score. Even though this procedure is quite simple compared

i »
I

to others that might be used, it does involve consideration of several
— .

specify a test length, a loss ratio, and an indifference zone. These

issues are discussed below, followed by an il;usﬁration of how to use

the table look-up=-procedure.

.technical issues. Specifically,  to use thisgpQOéedure, one must first:



Related Issues

Sometimes, choosing a test length (n) is a more difficult prob;em

than it may appear to be at first glance. All other things being equal,
L

longer tests are to be preferred over shorter tests, because longer
tests reduce certain typeg of erors (discussed more fully later).
Also, longer tests are more valid in the sense that they provide a more
thorough representation of the intended universe of items. At the same
time, however, in domain—referenéed testing environments, factors such
as available testing time frequently make it very difficult and/or costly
to use tests that are very long. For now, it will be assumed that there

already exists some reasonable basis for choosing a particular test
length, at least for the initial form(s) of a domain-referenced test.
In subsequent sections, as‘different concepts and procedures are devel-
oped, it will be possible to identify some reasonable statistics to

consider in choosing, or modifying, test length.

ClassificatiLn errors and loss ratio. The concept of a loss ratio

involves a consideration of errors that can be made in classifying
an examinee as a passing examinee (master) or a failing examineee (non-
master). Specifically, there are two classification errors that can

i N

be made:

(a) a false positive error occurs if an examinee is declared a master

(i.e., advanced) who has a universe score below no; and

(b) a false negative error occurs if an examinee is declared a non-

master (i.e., not advanced) who has a universe score above T .
: — o
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These two classification errors afe considered more fullgfzﬁ Section
!

‘5 in the context of decisions about individual examinees. Here, our
concern is with a cértain kind of judgment about false positive and
false negative errors. Specifically, in this handbook the term "loss
ratio" refers tg a number reflécting judgment about the seriousness
of a false positive error compar;q to the seriousnes§ of a false nega-
tive error. For examplet if false positive errors were judged to be
twice as serious as false negative errors, then the loss ratio would be
two; and, if both types of classification errors weré equally serious,
then the loss ratio would be one:

_  Ey definition, the specification of a loss ratio involves sub-’
jectifé judéﬁent on the part of a persoﬁ (or persons) intimately famil-
iar‘with éhe testing context. In making this judgment oné negés to
consider the consequences of inappropriately passing or inappropriately
failing an éxamipee. For example, in many doma}n-referenced testing
contexts, it is frequently argued that an exa&inee who is inappropri-
ately advanced (false positive error) is likely to be unsuccéssful
on-the-job or in subsequent instruction; and, this type of error is
judged more serious, than the time and cost involved in inappropriaﬁely
re-cycling an examinee through an iﬁstructional sequénce (false nega-
tive error). These particular judgments suggest that a loss ratio,; in
-such contextﬁ, shoulq be defined as some number greater than oﬁe--perhaps
two, but probably not three unless instructional time ana cost are quite

unimportant.

O
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e

Indifference zone. An indifference zone/1s seme range of universe

scores within which one is “indifferent?&?bgptnfalse positive and false
negative errors. Let us identify thefftéwer “limit of this range as L
- .

the upper limit as n_ , and the range itself as (m_ , %.). Suppose

H L H

an investigator is able to specify values for T and-ﬂH such that,

for any examinee whose universe score is between T andfﬂH » there is
. T .

virtually no loss involved in declaring a true master to be a non-master
or in declaring a true non-master to be a master. In such a case the
interva; (wL ' ﬂH) may be viewed as an indifference zone. This rather

direct approach to defining an indifference zone may or may not make
sense in a particular context.

Another - approg ¥olves ‘the procedure for establishing a cutting

score discussed in Ségéioni3. Specifically, consider again 0(;) in
Equation 3.3, which is the standard deviation of ; over replicated}
studies, if each study involved all the items in the universe. It was
stated in Section 3 that ; can serve as m_ and a 68% confidence inter-

val for ™, can be viewed as extending from ; - 0(9) to ; + 0(;), approx-

imately. This confidence interval (or something close to it) might

be viewed as an indifference zone. Consider, for example the synthetic
data treated in Section.2. For these data, ; = .80; using Equation

3.3, o(y) = .036; and the 68% confidence interval is (.76 to .84).

Since this interQal indicates a degree of uncertainty about some "ideal"
value for a cutting score, it seems reasonable to assume that an investi-

gator might have little basis for being anything but indifferent about

o0
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classification errors for examinees whose universe scores lie in the

“interval (.76 to .84).

In considering either of the above approaches to establishing an
.

indifference zone, it needs to be recognized that these procedures
are not to‘be viewed as statistical excuses for being indifferent, in
the sense of‘uncaring, about individual examinees who have observed mean
scores close to LA Rather, these procedures are to be viewed as aids
in the process of establishing an indifférence zone, which is a neces-
sary consideration for picking an advancement score using the table

discussed below.

Advancemenf Score Table

Given a test length, a loss ratio, and an indifference zone, Table
A.l provides a specific advancement score, xo , in terms of number of
items correct. (To obtain the advancement score in terms of proportion
of items correct, one simply uses the relationship co = xo/n.) The rows
of Table A.l are associaped with different test lengths, ranging from
6 to 30 iteﬁs; and the columns are associated with 20 indifference zones,
organized according to the mid-points of the zones, with mid-points
ranging from .65 to .90. For each row and column, there are three
tgbled entries (separated by slashes) corresponding to advancement
scores associated with loés ratios of 1, 2, and 3, respectively.

To illustrate use of Table A.l; let us consider the following

judgments about test length, loss ratio, and indifference zone:
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(a) Test length. Let us assume that testing time is at a premium,
and- the universe of items is rather narrow. Taking these two considerar

tions into account, it is judged that about n = 10 test jitems seems

3

reasonable,

(b) Loss ratio. Let us assume that the domain-referenced testing

context is one in which false positive errors are judged to be somewhat

.

i I3 v I3
more serious than false negative errors, and a loss ratio of about two

seems reasonable.

(¢} Indifference zone. Let us Suppose that it is decided to use

the results of a cutting score study in making judgemnts about an indif-
ference zone. Specifically, let us suppose that the results reportéd
in Section 2 are based on tﬁe appropriaté universe of jitems. This study
Suggests that an approximate 68% confidence interval for "o is (.76 to .84);
and it will be assumed that this confidence interval can serve as an
approximate indifference zone.
Now, given the above judgements, to pick an advancement score,
one uses the fifth row (n = 10) and second column(.75 to .85) of the
second page of Table A.l. The tabled entries corresponding to this
row and column are 9/9/9. Since all.of these entries are the same
number, it is obvious that the advancement score is X, = 9 or c, = 9/10
= .90. To be specific, since the loss ratio has been defined as two,
the second entry is actually the advancemen€ score for this illustration.
In the above example, note that the indifference zone (.75 to .85)

specified in the second column of the second page of Table A.l is not
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exactly equal to the indifference zone of (.76 to .84), which was ini=-
tially choseﬁ. Any such slight disparity can be overlooked without -
serious consequences, becausé, for the most part, the procedur; used
to develop Téble A.i is insensitive to small disparities in indifference
zones. Furthermore, it ié not necessary that “o be exaqtly at the
midpoiht of the indifference zﬁﬁe. Indeed, for ,reasons beyond the
QCOPe of this handbook, it is sufficienfrthat "o be somewhere within
the indifference zone.

Table A.l ihdicates (and the above example illustrates) that this

.

procedure for choosing an advancement score is also relatively insen-
: )

-

sitive to small changes in loss ratio. Indeed, for any specific test
length and indifference zone in Table A.l, the suggested advancement

scores differ by at most, one correct item.

/1‘

The above points about "insensitivity" have been made to highlight'/
the fact that this procedure for choosiné an advancement score does not
necessitate arguing about minute differences of opinion with respect to
an appropriate indifference zone or loss ratio--a reasoned consideration

of these issues is sufficient for the procedure. g

&
&



O

ERIC

Aruitoxt provided by Eic:

43

5. Errors of Measurement,

Errors g£ Clasaification, and

Inferences about an Examinee's Universe Score

£
Sections 2, 3, and 4 have considered”issues that are addressed prior

o
to makYng any decision abdut an examinee. Let us now assume that the
isgsues discussed in Sections 2, 3, and 4 have been addressed, a domain-
referenced test of n items has been administered to a group of examinees,
and each examinee's scére on the‘test has been determihed. "In this section;
consideration is given to the‘precision, or quality, of certainbstateme;fs,
or decisions, that might be made about an examinee. To address these
issues, the only examinee datum that will be employed is thé examinee's
test score. To simplify notation in this section, usually the examineq'sl
number of items correct will be denoted x, the examinee's proportion of
items correct will be denoted_§ (rather than ;p)' and the examinee's
universe score will be;denéted T (rather than ﬂp).
It cannot be emphasized enough that w is always unknown, and x is
ogly an estimate of w. Conséduently, there is always some degree of '
uncertainty about any statement concgrning 7. For example, if x = .80,
one may say»that T is Qabout" .86, but this statement clearly suggests

that ™ and x may be different, and perhaps dramatically different.

This difference between x and 7 is called an error of measurement.

Furthermore, since x is an imperfect estimate of w, mastery/non- W

mastery decisions based on x (or x) may be incorrect, and;gg'errorfdf«“

i
[EX N



clasgification may be made. This issue was introduced in the previous

section in the context of gpeclfying a loss ratio. In'this section,

.

errors of classificatioMare considered in more detail, from tﬁe‘perhpqc-

tive of,decisions about examinees. ’ L
3.0 . .
4

s It needs to be recognized that, since w 1s unknown, one qénnot
Vil ' . ’

specify whether or not a classificatién error has been made for an
individual examinee; nor, can one specify a particular value for an

individual examinee's error of measurement.. However, given n and x - °

(or x), it is possible to make statements about the probability of

correct and incorrect decisions, and about liﬁely values of w. Pro-

. - . -

cedures forﬁdoing so are described and illustrated in this section, Lo

: ' N v . . ' :\
after a more detailed consideration of errors of measurement and clas-

Y
. . r : )
sification.

»

n
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Errors of Measurement and Classitication. 1 '

Recall that an examinee's universe score is the [)orportio;\ of items,
r, that the examinee.w0uld get correct if the aexaminee were administared.
.all items in the univérse. Suppose an examinee takes aydémainQreferenced
test with n = 10 items and gets x = 8 items correct. It should be intui-

» :

tiQely obvious that this does not necesaérily mean that the'éxaminee's
universe scoré is x = x/n = 8)10 = .édl After éll, the examinee was tested
with 10 items, only; and it is to be expected that X = .80 is an imperfect
estimage of the examinee's universe score. This imperfection‘in ﬁéasuré-
ment is.called,measurementverror. Specifically, measurément error is the

difference between an exmaminee's test score (expressed as a proportion of

items correct, x) and the examinee's universe score:

A

Note the use of'the symbol A to designate measurement error. Clear;f,
4 can be either positi&e or negative, as well as being either large or
small.

It is evident from the defin&tion of A ‘that a cutting score, "o ,‘\
plays no role in.considerations regarding error of measurement. However,
for mastery/non-mastery decisions é cutting score, "o ' ié:involved; and for
such decisions, an error of classification'ggx be made in addition to an
error of measurement. As noted in Sgction 4, there are two types of errors

of classification:
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(a) a false posltive arror (f+) occurs if an examinee is declared a
master (x » xo) when the examinea'a universe score ia legﬁ m and

(b) a false negative error (f~) occurs if an examinee is declared
a non-master (x < xo) when the examinee's universe score is at or above LI
These two possible arrors of classification are represented in Table 5.1
along with the two possible correct decisions--namely, passing aﬁ examinee
who has a universe score at of above T (c+), and failing an examinee who
has a universe score below "o (c=-).

To better appreclate errors of measurement and clasgification, consider
Figure 5.1 in which it is assumed that “o = .80, n= 10, and cO = ,90. For
12 pairs Qfﬂgalue§ for x and m, Figure 5.1 represents the resulting error
of measurement and error of classification or correct decision. As illus-

(a) a false poéitive decision implies that é positive error of measure-
ment (x > ) is involved (see lines G, H, and Iwin Figure 5.1);

(b} a false negative decisioﬁ_implies that a negative error of mea-
surement (§ <. 1) is iﬁvolved (see lines J, K, .and L in Figure 5.1); and

(c) even‘when a correct (positive or negative) decision is made, an
error of Aeasurement (positive or negative) may bé involved (see lines A-F
in Figure 5.1).

In short, the océurrence of an error of measurement doeg"hot neces-

sarily mean that an error of classification will be made; however, an error

M L1

of classification is always associated with an error of measurement, and
§

n
-3
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LY
Table 5,1 ”
AL
' Corvact Mastery/Non-Mastery Declsions and
LF Errors of Classification
. Universe Score
Observed a \
Score m<w m>w
. fe) - O
X < X Correct Negative False Negative
(Fail) Decision (c-) Error (f-) ‘
X 2 X False Positive ‘Correct Positive,
(Pass) Error - (£+) . ° Decision (c#) . .;' "
[ P oy to " e o
' -

s N L i . v
[ : "L et B Lo
Note. The sgymbol > means 'gfga@erispggd'lthe §¥mb?1 3$meéns 5 -
"greater than or equal to," the syﬁbql”<‘mean§{ﬁ1eé¥ thgn," and " ~» . '
- B AT Q s . .

L [ 3
the symbol < means "less than or equal to."

v

O
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i
i
| !

I
) ] oot i
fraquantly a rather lacge ervor of measurement. kndged, evvors of olas-
. A
; . RN T‘ :
glhtleation arlge becauds arvors of measurement arg' hvolved., This ig one
o '
raason why tt b highly advigable to pay attention td'lasues survounding

o

orrors of meadurement--avan L the prilgelpal focus ofi domaln-retarenced

| B i
toating Ly mantery/non-magtery decilsions. o

A
Lt ghould be noted algo that, LF an ervor of uljuﬂificatlan L8 madae,

L : . T
it is not correct to describe the orror of classification as being either
P irihysy 1 L

\g,.f
large or small--duch an error is eithoréumdg or itniu,pﬁt»made, nothing

{ E

moreg. Por example .lines G and T in Figure 5.1 both :éﬂreaent false pogi-
.o P
tive classifications errors, and line G does not repreésent a larger clas-

i

sification error than line I. Rather, line G represents a larger error
of measurement than line I. .

It needs to be recognized that, since an individdaifexaminee's uni-
verse score is unknown, we cannot directly determine the error of measure-
ment for an individual examinee. For the same reason, it is impossiblé
to say, for certain, whether or not a classification error has been made
for an indiviﬁugl examinee. However, given n and x (or X) it is possible
to make statements about: (a) probabilities associated with correct and

incorrect decisions; and (b) likely values for m. Procedures for doing so

are treated in the next two parts of this section.

“

Probabilities of Correct and Incorrect Decisions

Since one cannot say, for certain, whether or not a classification
error has been made for an individual examinee, it is reasonable to ask,

"How probable is it that an examinee with a score of x (or x) on an n-~item

€1
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test has hesn misclassCiad?" Technically, there are many answers Lo this
duegtion, depanding on the assimptions one 18 willing to wake.  'The appraach
L;kun hete to answering thig gquastion tnvolves using Table A2 which was
davalopad wider very gimple amgumptions (gee Appendix 1), Roughly, dpaadks
iy, thene asgumptlonys luply that all we know ahugt Al axaminee 1y the
axaminea's test score, and the fact that the examinge Look a test conslst-
Lﬂq ot a gampla of n Ltems tfrom a large unlvevns ot Ltu&u.

Table 5.2 provideon a sntep-by-step procedura, with oxamploes, tor detar-
mining probabilities associated with correct and incorrect decigionu.
This procadure involves nothing more complicated than tduntifyinq an entry
in Table A.2 and possaibly subtracting it frdm 100. Note that, Lln this
handbook, a probabllity {s usually ldentified and discuaseé ag a percent.
ranging from 0 to 100. ‘This convention has been adopted to avoid confus-
Aing a4 statement abéut a probability Qith a4 statement about an examinee's
universe score (w) or observed mean score (x), both of which range from.
0 to 1.

It is suggested that, whenever mastery/non-mastery decisions are to
be made, the investigator examine thev probabilities.in Table 5.2--at least
the probabii;ties of incorrect:aecisioné for éxaminees near the cutting
gcore. - For example, using the procedurg in Table 5.2 with n = 10,

7 = .80, and ¢ = .90,
o o

Prob (f-) = 5% if X = b,

Prob (f-) = 1lo% if x = 7,
Prob (f-) = 38% if x = 8,
.
Prob (f+) = 32% if x = 9, and
Prob (f+) = 9% if x. = 10.
0o

O

ERIC

Aruitoxt provided by Eic:



Tahle h.2

Ut of Pable A2 to Detauming VWrobabilitias of Carrgct dnd tncarrect Classifical bon Uacisions
Procedire and Boguab Long Examg o
Habing Lha laft-hand galde of Pable ALy duppome no~ Loy w0 = o, an W =
i i (¥}
N i B S Y] i n) . o
() tovate the vow Tin el wy l!“eclllnll‘ﬁ | oW = (baeso, o w o~ 10, Thon
() doecate the caluwmy faor g, and Phe tabilad entry I YR~ lag amd, whiva
(%} .

. x o~ x o, Hagoattowa ol oad Y02 are umed.

() bat Pl he tho tablad entey al the bnley- * V) | ' ‘ + Haed

dacblon of thila vow and valuns. Then, Pramp o 2 o = (e, S0}, thun
YK 3 e - W1, K- ‘ W

() 4w ~ k. ume Bguabtiona Bl and b0t on the tablad antry in P = ot aled siove
(8] ; .

i

. X o~ X Mopat dors S0 b and o are wsiend,
(2} 0t % - % ung Fqat tons S04 and Y4, o ! !
)

{ o Correct Nogatlve bDeclalons

Probability o .

(5. 1) Prob (¢-) < (10O —~ TR) % - Fxamplag b mob (¢) - (1o o) % . H»IV)
' \

Probability of o Falso Negative beclslon: .

(H.2) Prob (=) =  TIM% Example 1: Prob (t=) = 16w

Probability of a Correct Positive Declgion _ .

(5.3)  Prob (¢F) = TR% ]':xump_;lu_ 2: Prob {(ct) = 6HW

Probability of a False Pogitive Decigion:

(5.4) Prob (f+) = (100 - FE)% * ‘Example 2: Prob (f+) = (L0O0 - 6B)% = 32%

: 7
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Cha pidbabib ity o6 an locoiveet declalon e tnaceaptabily Lasyga. LE =,
the duveat Lgalar wbghit cosiia baas «ulaa(\lvn{; sranliisaa wl i avorag of o 9
\la‘l_l.tj A A Feianl aampla Dl Lema .

Aupipeane, Toe anaplo That an skaniboce ot Hoaut ofF 1O 1 emia e Lt
babtdatby, and 10 aul of 10 faita i sect on a vetaal T The oot ing

ok daoab bl v = oty hiad, oves bath teata,

A - o 0 - BRI " - Ty 4 Jo = g

To aks v deciaton abont thiy oxamloee, 1 ha 1hven! Pgator anual racognd se

-

that the offact tve: tont lenglh o Uhils exambioo o w1 - S0 aed, con

senptantly o gtew vatue o the advancement o acore, w L, mnd bas et e mi e

[}

by the pracedur e discusaed tn Sact ton A, Suppone that X0 turnm ont to
ur
/

Lo b/ (whieh i the value of x0 whan the fons cat Lo b6 fwor il Lhe tndit
O :

Larence sone ba /% Lo JbY), Since x o~ I by qroaater than ¥ - 1/, the
. D ]

axaminoe shonld boe advancad; and bhile AL 7 fodical oo that , under Uhevie

clroumstances, the probability ot o tal St ive oo i THw,

The m';,)l;.\ln.l1t'l,c-'a'<;1 corvect aad wncorrect dectgions o rosnlting from the
procadure outlimed in Table 5.2 do not depend on having ux.uni.mlw HOCOTeY
onoa specitic test; rather, these probabilities are for any test consise
ting of a4 sample ot 10 ttems from a very large universe. [t fol lows that
f\’i\ tnvestigator might consider making a decision about test length based
.mn an examination ot probabilities of incorrect decislons, for tests of

different length. In Section 6 a closely related issue is treated in

detail.
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Table 5.3 / 5

Use of Table A.2 to Make Statements about Likely Values for =

T

Procedure and Equations Examples
Probability that ﬁais Between ﬂl and T, Suppose n = 10, “l = ,75, and n2 = .85
Y
Gi 2 n. gnd :
ivep ny x, 7, i m,
S (a) using the left-hand side of Table A.2, Example 1l: If x = 7, then

locate the row for n and x; .

(b)wlet TEl be the tabled entry in this

row under the column headed m i and

g (c) let TE2 be the tabled entry in this

row under the column headed w

(5.5) Prob (ﬂl <m < ﬂ2) = (TE, - TE_ )%

P% Credibility Interval for w
Given n, x, and P:

e (a) locate the row for n and x in the

rfght-hand side of Table A.2; and
(b) let (Hl”, ﬂ2) be the tabled entry
in this row under the column

headed P-Percent.

(5.6) A P% Credibilityllﬁterval for w = (m; , T,

O . . - Dq s
; - (1.e., there is a P% probability that

,

A Agrmmmm T is between w, and 7,)
al =}

)

b

TEl = 29, TE2 = 7, and
Prob (.75 < 7 < .85) = (29 - 7)%
Example 2: If x = 9, then
TEl = 80, TE2 = 51, and
Prob (.75 < m < .85) = (80 - 51)%
Suppose n = 10 apnd P% = 80%

Example 1: if x =17

A P% Credibility Interval for ™

Example 2: If ¥ =9

A" P% Credibility Interval for m

= 22%

(.5L,

(.74,

.85)

.98)

o

145
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By contrast, (b) fnswers the question:

"Given n, x, and some desired degree of certainty, (P%), what

is a range of Qalues which probably includes 72"

For example, given n = 10 and x = 8, Table A.2 reports that:

(1) with 67% certainty © is between .67 and .90;

(2) with" 80% certainty m is between .62 and .92; and °

(3) with 90% certa1nt§l§%Ls between .56 and .94.

Note that if one wants to have a greater degree of certalnty about the
range within whlch‘an examinee's universe scorg probably lies, then one
must tolerate a wider interval. For example, gﬁe interval (.56, .94) for
90% certainty is quite a bit wider than the interval (.67, .90) for 67%
certainty.

‘Aléo, given X and éome desiged degree of cértqinty, the width of an
interval - decreases as g’increases. .For example, given n = 20 and x = 16,
X = ?ho and from Table A.2 a 67% interval is (.71, .87). This Znterval
is shorter than the éorresponding.interval (.67, .90) for n = iO and x = 8.

In this sense one can say that long tests are better than short ‘tests, or,
i
more specifically, longer tests are generally associated with a smaller

average error of méasurement for examinees. This issue of test length
and its relationéhip with errors of measurement is treated iﬁ'detail in
Section 6. .k\

The intervals reported in Table A.2 are sometimes described as cred-

ibility intervals. sSpecifieally, Table A.2 reports 67, 80, and 90 percent

NS}

AR
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. credibility intervals associated with 6bserved mean scores of x i..SO/
for test lengths ranging from 5 to 30 items. Similar results aan be ob-
tained for other intervals, other test lengths, and/or other observed mean
scores using the procedure outlined iﬁ Table 5.4. Actually, an interval

obtalneg using the procedure in Table 5.4 is called a confidence interval

ratﬁggflhan credibility 1nterval and the interpretation of a confidence
interval is slightly different from the interpretation of a credibilitf
interval. However, for most practical purposes they can be interpreted
in about the same way. )

As indicated bf the example in Table 5.4, one can say with about

6€ percent confidence that an examinee with an observed mean score of

.75 on a 20-item test probabily has a universe score between .65 and .85.

By comparisdén, consider the "corrésponding“ 67% credibility interval provided
in Table X.2. This credibiiity interval extends from‘:65 to .83. Clearly, thef
two’interVAls are quite close, but not exactly the same. .In general, it
is recommended that. the credibility intervals in Table A.2 be used when-
ever éossible, and that the prbcedure in Table 5.4 be. used when Table A.2
does not apply. For example, Table A.2 does not provide 95 percent inter-
vals, but the procedure in Table 5.4 can be used to obtain such intervals.

(Note, however, that the procedure in Table 5.4 does not apply if

xp = 0 or 1; and this procedure involves a normality assumption that
¢ -
becomes less tenable as xp approQShes either 0 or 1.)

In this author s oplnlon, in’ domaln referenced testing, it is usually

By

advisable to determine credibility or confidence intervals for examinee

EI{I(? . o _ A . =
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Equations and Procedure.

.
5

(5.7)

Step 2:

number of items in test

examinee's observed mean” store

A P percent confidence interval for

tlie examinee's universe score extends from

- x_ + : :
P z 0(Ap) to x z O(Ap) 68 percent confidence interval extends from
where = 1.00 if P = 68 (percent) .75 - 1.00(.10) to .75 + 1.00(.10) = .65 to .85
\_‘} y
= 1.15 if P = 75 (percent) \\
= 1.29 if P = 80 (percent) 95 percent confidence interval extenWs from
= 1.65 if P = 90 (percent) -75 = 1.96(.10) to .7 + 1.96(.10) = .55 to .95
= 1.96 if P = 95 (percent)
Note. In Figure 1.1, z = 2 is used as an approximation to z = 1.96 when p = 95%.
Q ) imXy
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// . ‘

| universe scores--at least those examinees about whom important decisions
are to be made. If nothing else, such intervals are usually very reveal-
ing indicators of the amount of measurement error possibly involved in
using x as if it‘were 7. If an investigator feels that a speéific inter-
val is too broad for a specific decision, then the investigator might con-~
sider retes£ing the exaﬁinee.

Suppose, for example, that an examinee got 8 out of 10 items correct,
initially, with a 67% credib;lity interval for m extending from .67 to 90.
If the examinee were retes;ed and got 10 out of 10 items correct, thgn for
the combined tests n = 20, x‘= 18, and a 67% credibility interval extends
from .82 to 95. This latter interval is consid3§abiy narrower than the
former one; and, of course, the additional infofmation supplied by the

retest suggests that the examinee's universe score is probably higher

than originally expected.
™

\ ‘
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6. Group-Based Coefficients of Agreement and

Measures of Error

Section 5 considered errors of measurement and errors of classifi-
cation based on an individual examinee's score on a test. This section,

considers issues involving group performance on a test. Specifically,

the principal statisticé to be discussed are indicated in Table 6.1.

-The statistics 1 ’o and 02(4) in Table 6.1 are closely related
to errors of classification and errors of measurement, respectivelyi
Specifically, 1 - p_ can be interpreted as the probability of an incon-
sistent decision; and 02 (A) can be interpreted as the average value of
the squared errors of measurement for examinees. As such, these statis- .
tics provide information abo;t errors for a group of examineeﬁ, as opposed
to an individual examinee.

The other statistics in Table 6.1 are called agreement coefficients
in this handbook. Each of them has a value somewhere between 0 and 1,
with higher values indicating greater degrees of agreement than lower
values. The notion of "agreement" reflected by these coefficients in-
vélves consideringwhatwould happen .(hypothetically) if examinees were

administered many domain-referenced tests, with each test consisting qﬁ .

a different sample of n items from the universe. For a given test

(n), a high value for an agreement coefficient suggests that there would 3}

be a high degree of consistency in certain scores on these different

tests. For example, if we knew that mbst persons classified as masters

on one test would be cla

. P . . '
then one type of agreement would be relatively high. Although the above

ified as masters on most other tests, too,

conceptual explanation of agreement\ coefficients rests on considering



-

Loss Functions, Agreement Coefficients, and Errors

Table 6.1

Based on Group Performance on a Test

60

Type Agreement Coefficients
of Not Corrected Corregted
Loss For Chance For Chance Exrrors
o ) l...
Threshold P, Kappa TPy
Squared’ Error ¢(c6) "o a2 (n)
12
t}:.!’.
.
e
U]

O

ERIC

Aruitoxt provided by Eic:



61

multiple tests, in practice these coefficients can be estimated using a
single test, only; and in this handbook such single~test estimates are
the only ones given detailed consideration. |

The s;atistics in Table 6.1 can be classified into two categories
based on the type of loss function involved in defining them. , These
two loss functions are called "threshold" loss and "squared error" loss.
The subject of loss functions, per se, is é highly technical consider-
ation that Qill not bé treated.infgreat detail here. For present pur-
poses, it is sufficient to know that (a) a threshold loss function
involves consideration of errors.of classification, assumes that all false
positive errors are equally serious, énd assumes that all false negative
errors are equally sefious; and. (b) a squared error loss function in
domain-referenced testing'involvgs consideration of errofs of measurement
and dssumes that the seriousness of an error depends on (among other
things) the'squared distance between an examinee's observed and universe
scores. Later, more will be said about these two loss functions; for now
the reader should simply recognize that these two loss fuﬁctions involve
different approaches to addressing similar types of issues.

To develop some further understanding of the stétistfcs in Table 6.1,
suppése that test scores were available for a group of examinees on two
forms of a domain-referenced test. Undes this circumstance, the threshold

loss coefficient denoted p in Table 6.1 wduld be
o

-

.
Proportion of examinees.classified as

masters on both forms

Proportion of examinees classified

as non-masters on both forms

-
=

The coefficient P, is, in effect, the proportion of examinees consistently

classified into the same .category (mastery or non-mastegy) on the two tests.

ERIC LA
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It follows from the above paragragh that 1 -~ po is the préportion
of examinees who are iﬂponsistently classified on the two tests (i.e.,
classified as a master on one form and a non-master on the -other). This
proportion of inconsistent claséifications is a group-based measure of
error in a threshold loss sense, when scores on two tests are available:

The threshold loss coefficient po is not corrected for the expected i

-

"chance" agreement if all examinees were randomly assigped to a mastery

or non-mastery status on each of the forms. The threshold-loss coefficient

corrected for such chance agreement is called Kappa, which is defined as:

Kappa = (po - pc)/(l - pc).

where p 1is chance agggement. In a sense, Kappa is a "pure" measure of
c

agreement attributable to the testing procedure, under threshold loss

The reader needs to be cautioned not to take the above "two-test"

assumptions.

analogy too literally. It is offered simply as an aid in thinking about
these statistics. Again, in this section the procedures treated involve

N .

a single administration of a single form of a domain-referenced test.

As noted in Table 6.1, corresponding to each of ithese three thresholq_ﬂ,}
loss statistics there is a statistic for squared error los#. For example;
62(A) is the average squared error of measurement for the populatiqp of
examinees, and the two agreement co;fficients for squared error loss

involve g2(p). These squared error loss statistics provide a different

erspective on agreement {and disagreement).
g

.

-J
-1

(4] R , : i
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Throughout this section all reference to a cutting score, no , 1s
replaced by consideration of cO = xo/n, the advancement score in terms of
proportion of items correct. That is, in considering both squared error
loss and threshold loss, c0 is sometimes used when it might be argued‘that
no should be involved. To do so, however, would necessitate consideréble
complexities, no matter what loss function is involved.

Finally, it should be noted that some persons refer to the agreement

coefficients discussed in this section as "reliability" coefficients. The

° 1

\word "reliability" is not used here principally to avoid unwarranted asso-
ciations between the eoefficients in Table 6.1 and classical reliability
coefficitents for norm-referenced tests. Given this caveat, however, much
of tﬁis section treats issues traditionally associated ;ith measurehent
consistency, or "reliabilitfh considerations. (Also, in a sense mentioned

later, these issues have validity connotations for domain~referenced inter-

pretations.)

Squared Error Lpss '

Squared error loss statistics are conceptudlly more involved than
)

their threshold loss counterparts. Here, however, intital consideration is
given to squared error loss statistics because there ire certain computa-
tional conveniences in proceeding in this order.

Suppose that an n = 10 item test were adminsitered to k = 25 exam-
| .

inees; and suppose that after the items were scored, the resulting data
matrix was that given in Table 6.2. An entry in this data matrix is denoted

xpi , the score (0 = incorrect, 1 = correct) for examinee p on item i.

'

L]

O
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Table 6.2

Group Performance on a Test:

A Synthetic Data Set with Sample Statistics

Item ~

4

10

r~

i)

i

Parson

1.¢

o3

i

~

6

10
11

h

12
13

14
L5

17
18
19

0

20

3
]

23

24

.824

X

.76 .96 ..88 .84 .88 .80 .80 .e8 .76

.88

.0058

s2(x,) =

.076

s(x,)

»

\’-l’ r‘

O
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E
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Other statistics reported in Table 6.2 are as follows:

(a) x _is the proportion ofeitems tha®

examinee p got correct;
p 3N i
5 .

«

g
A

(b) S (;p) and s(;p) are the variancy % tandard deyiation,
F R

. SO &

respectively, of the scores xp; . . T

{c) xi is. the proportion of persons who got item i correct--i.e.,

the item difficulty level discussed in Section 2y
7

(d) sz(;i) and's(§i) are the variance and standard deviation,
respectively, of the item'difficulty levels; and

(e) x is the mean proportion of items correct for persons, or,

equivalently, the mean difficulty level for items. ) ,

)

Using these sample statistics, Tablé 6.3 provides formulas; with
illustrative computations, for estiméting agreement coefficients and '
v
other quantities of interest involving squared error loss. (These
formulas are used here because they are as computationally simple to )
use as aqy that can be‘'derived; however, other more computétionally
difficult formulas would be befter in £erms of reve;ling certain under-

lying theoretical issues.)

Universe score variance. It has been emphasized repeatedly ip RO
v .« . - Y .

3

previous sections that an examinee's observed score, x , i5 ‘not neces-

\

sarily equal to hié/hér universe score, np. It follows that the vari-

ance of examinees' observed scores, sz(xp), is not necessarily equal

to the variance of examinees' universe scores, cz(np), which is abbrev- o

iated 02(w) in .Table 6.3. Actually, 02(m) is almost always less than

Aruitoxt provided by Eic: ~ . -
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the observed score variance. 'This fact ig not immediately evident from
. L .

Equation 6.1 in Table 6.3; but the computation section of Table¢§.3

shows that g?(w) = .0165, a value considerébiyrsmaller than sz(ip) = .0282,"

. ¥
Note that the square root of a?(n) is simply the standard deviation of

examinee universe scores, which is o?(m) = ,129 for the synthetic data.
. LI : f

e . .
BError vardiance. ,Recall from Section 5 ;hat error of measurement

is defined as the difference between an examinee's observed and universe

scores:

p ‘p p .

If we were to square these differences for all examinees, and then get

the average of these squared differences, we would obtain UZ(A). of

y

course, np'is never knbhﬁ*exactly, so neither is Ap; and, consequently,
" R ’ LN Y

02 (A) cannot be obtained direét}y by averaging the squared values of

Ap. However, one cén estimate UZ(A)'using Equation 6.2 in-Tablé"6.3

, ; Sy ~

-and the square root of this value isnag.estimate of the standard devia-
o vt )

tion of examinee errors ofgmeasuremeﬁtt For the data in Table 6.2,

v i i . _
Table 6.3 shows that o2(a) = .0130'ané o(A) = .114. It is not immed-

v

iately evident:fi%ﬁﬁmable 6.3, but 02(A)’ depénds hpon the variance

Ry

Qis, among other things. In general, the:smaller’g’

T

N .

ficulty levels, tHe smaller the value oﬁIGZ(A).

‘3

. . e, . “'x 4 o : X34 }:'
Q . o0 Oy - . .
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Agreement coefficlent not corrected for chance.. 'The ‘above dis-

cussaion of universe score variance and error variance makes no ref- - -
" ~,v’f7‘(¢‘q‘-‘[‘]',;y )
erence to’mastery/non-mastery decisions. When such decisions are to .

/

be made, the.advancement score plays a role in the definition of an

agreement ceeffic@ent ‘not corrected for chance, although error variance
. & ) ! .

is still o2 (a). _This agreement coefficient is defined as:

N . 2 - 2
, o g () + (p co)

-

o2(m + (u - c )2 + oZ(a)
. L __,_‘@ [ ' (.v'
lS the a&vancémen‘t seore in tertis of proportlon of items

Ly ~ S

f?h?‘ ean scd '-"(j'ver the universe of items and the

5 w As such, g h

:, ; . -
o

8- §Jdepends "\ €5 )2, the squared dlf—
Tadvancem - edre. éor tChe synthetxc data

‘_).'... - 0'- % Tt

0 =t "“w ”6 3 show? that $(.9) = .62.

\?\ o ‘ V" o

wu

‘w{ o ib & e va{lqe of ¢(c ) 1f x actually

on?"G 8 T 2 an ar s pr&% Sy \ qua ion 6.4,
! g ] . ) i by E\ fnL
as Al dlscqssed %tew

»

'onrtant e e in estims tlng hreshold 1oSs ag,reem nt coeffl-
2\ ,‘3\43 S :./ ) g L ‘
y ',‘ r the sfri?? data KR-21 \354,‘\and thlS"'l th# smallest

ot ' 4 L : .
iy “Equatlon .3 can have. for these data--no matter what, the

R TR,
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,‘ i {“ '

Agpreemant. coefticlent corregd ' F‘chéngg; The agreemant:.. coaf-

Prdwhoted ¢, is easlily obtalned

UHlnqlﬁhe values of a2 (n)- and d2(Axﬁln Equation 6.5-in Table 6.3, for
f&hé'syhthetlc data, ¢ = .56,'a_va}ue very close to KR-21 = ,54.. Indeed,

'Q and KR-21 almost always have very similar values. This occurs prin-
, ot e

“ ‘ .‘- “ ¢ - B
cipally becapse ﬁe{ther one of them depends on;chance agreement, which

Nis:technicallv (4 -~ ¢ )2 for squared error losy.
R o

Interpreting agreement coefficientg,' Agreement coefficients (and

)

their reliabilip§ counterparts) are;discussed and used extensively

in educational measurement--perhaps too extensively! However,
. ’ N

they are frequently difficult to interpret correctly, no_matt%fvﬁhat’

loss function is involved. For this reason, whatever 'loss function is

i

’

’ ) R e | . . . "4,.
involved, the following characteristics of 'such' coefficients should
: ; ‘ P S ’ ’

be kept in.mind - : .jﬂr‘?s‘

(a)  an agreement coefficient generally fénges from 0 to 1, bug’

a Qalge of ,9ay, .80 is not nece§sdrily "twice as good" as a value of
. 40?'-". <3 ﬂ‘;" S C ' ‘ oy -,
. » ‘ R { S

%

’ o ' o o A
(b) ﬁhen;mq%glexamtnees have observed scores-close t8%the advance-

oy . : . 4 4
‘ment score, %g agreement chfficient‘ggg corrected for éhahcé will be & '
smaller than when most examirfBes have;observed.scores relatively far R N
. TR N = A

from the advancement score; ) SR~

(c) an agreement coefficient will tend to be. small whenever uni;
7 . . ' x‘. 'ﬁ_‘

verse score variance is small or error variance is large (even if the o

“w

coefficient is based on threshold loss);

(SN

D
n

El{l(j ¢ o :'*‘ S . : _ . ’
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(d) an‘agraemant coefflcient not corrected tar chdnpe retlects

the quallty (or consistency) of decisiona made about examinees, whereas

an agreement coefficient covrected for chance reflects the contribution

Pl

of tha test to the quality of such decisions. ‘This is another perspective

+

on the fact that a coeg%iciuﬁt corrected for chance is gmaller than its
. . Y N

not-corrected-for-chance counterpart. - : ' .

Threshold Loss - . : ER
.In the introduction to this section it was stated that a threshold

loss function assumes that all false negative errors are equally serious,

and all false positive errors are equally serious.

To clarify’ this pdint let uéiﬁkﬁpose that the test length is n = 10,

and c, = s = .90. Ubv1ously, an ex@ylneqmwlil not be advanced 1f he/she

Jsome of these examinees w111 be le& QL; »ifiegéds ,non-masters,
v ‘ \u* .
'néﬁﬁ ﬁhve universe scores

gets 0, 1, 2, . . ., B items correﬁﬁ 'é a%most certain that

\ °

" one never Xknows Whlch examnnegslare falsely

(\w SN

,rggg threshold loss it is assuméd that any

o

at or abogf

"~ declared t:cp‘ kiav y

J“' .- \ .
e d% serlous as any other sth error, no ¢

J @ .

matuer what the examinee's unvierse score actually is; e.g., failing

such false neg

N2\

xolle
an examinee with a universe .score of m = .91 is as serious an error
. ’ , AL ’ ‘ a v
C o I S Ty A o
as failing an exam1nee7w th égynlverse score of n = 1.00.

"Also, -the threshold logs functlon involves assuming that all false

" positive errors are .equally serlous For the above example,,thls means
N3 : ¥ .

ERIC -
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it \rw '

that pasaing an examinee with a unlverss score of, gay, n = .40 is as

Herfoud an error au passing an uxﬁﬁ%nea with a universe score of, day,

1
£y

mo= L, i

. o '
It should bae noted, howevek, that the threshold loss function
. $roy Y0
does not involve assuming that false positive errors are as serious as
. ) 4
talse negative errors.  That isgue is a question of loss ratio--a sub-

ject treatud in Section 4,

w .
Table 6.4 describes and illustrates the steps required to obtain

the threshold loss coefficients po (pot‘corrected for chance)  and Kappa

(corrected for chance). o
) Sy

C Step 1 sxmply 1nvo%yes recording results already obtained in Tables. . bl
- e

H

6.2 and 6.3 for the synthetic data. : ‘ . ' "
: o : ‘ Lo " )
 Step 2' involves computing a z—score‘bagéd ontﬁeadvancemEnt score,

PR

'co. For these data z = .45 Whlch ms ns that the mq?n. x, is 45/100th' ‘

above the adv&ncement score.

of a standard deV1atlon [s(xp)

Step 3 lnvolves determlml'ng vﬁ; proportlbn of examlnees would

) g .
have z-scores below z = .45 1f examinee scores wére normally dlstrlbuted.
To obtain this result, Table Ai@?*“ AppendleAslg requlred. For
: . L . “.*.. LA .
the synthetic data, this proportion is pz = .67, .
S T .

IS foa

Step 4 involves determining the proportionib

exammnees who would

,‘tésts{'

have ,z-scores below z = 45 on each of two (hypothétlcal) n—lte

2
S

" if examinee scores were normally distributed on both tests. For tfl!f‘
. . 4 .
1

synthetic data p__ = :53. This step makes use of KRZ1; and p. w111
Py ™ 3 . ; e ZZ

ne

ot

€5
-3

O

N - . R o
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Pable 6.4

A Procedure with Hnatrabive Compaitations for Batimating Agreement Coatlicientn

v 1

Procoedaro

Stad 1y s >‘()/’|\ andd calaunlate ®,

and Bxpoctod aoportlon of Tneonglgtent Uuutntunu with thuﬁhnld Losin

lxuu\[»lu Hulmq I)nm in 'l‘dlllu 6,4

Hpacity (:“ n“ ‘)/l() w4 ]
u(x“), and KR=2 1 (oo Haguation 6.4 Koo “ o Hdd u(xp) = ,lol
in tablo G 4). KR=-21L - o819
e ‘4*- . — By
Step 2 Compute the z-georo corrvesponding ,‘Zr;;;i"e;.,,
, A Ty
Lo ¢
0 - - )
z = (¢ = 8 (X 2 = L9~ Ld24) /0168 = L4452
g ey x) /8 [)) ( )/ 16 ]
e e e e e e e e e e e e s e e g L - — JUR
CStep 3: 0 Using the last column in 'Pable ALY, .
locate thoe row having tlfbwcll(&&lqgft;
value to the z-score in Step 2, , X
""" - p = .64
Rocord pz--the entry to the lefts d
of this z-score (under the column ] v ’
headed @‘.0())
. ‘ . :
___.__u___u_._.‘___.____,_“_ﬂ.._’.m__.y-h_,___-__._______.p-&____W_L___.__.,______\_____________,.._m
Step 4: Find the columi in Table A.3 having v .
. the closest value Lo KR-21 in Step 1. Using the column headed KR-21 = .55,
Record --the -entry in this column =, : R
‘ QCorc pzz e -en : y ir c_() umr pzz 533 o ” . PR
for the row located in Step 3. AR A
; T ) v e
______________ e = e e e o e e o oo e e e o e e e e e s e e e m e e R e e e e
Stép 5: Compute p_ and kappa *° '”
) : ,
= -2 - = "1 - 2 (.674 - .533) = .72
P, ,. 1 {p, = p,,) P, ( ' ) _
R P, - P N .533 - (.674)2 b,
~ Kappa = Kappa = , = .36 _::Jv. : G v(\l
b - p2 ' .674 - (.674) s 4
"f T z_.._.._.z__ _____________ __._‘._______..__.____._‘._-——-—*___..._.-._‘.—._______._
]: lCtep 6. Compute the expected progqrtlon of y
K ‘inconsistent decisions . ‘
__—.&__L.—____.LP ! = . 28 . . B4
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always be laus tha b, tnleds KR-21 gaolually aquals ona (a highly

unbikaly ocouvienee)
Htep b provides rovanlas For aut lmat lng A ad Kappa uslng p and
% ' 4 b4

o
54

., For the ayntlmtie data b, 7 A2, and Kappa = L, Aijain, Kappa

iy smaller than v, bacausy p , ratlecty bhe proportion of uxamineed

] ¢ .
gpigiatently classitiad, while Kappa raflecty the propartion ofF examinaaes
consLitont, by classitiold ovaer and bayond the propovtion Fhat would probab b

bo elaualtled conulygtontly by chance.  ['fTho propovtion probably

»
mluugifiud Oonﬂlutﬂntly by chanco ilu. L - 2 “z (L~ pz), which Lu .54f
_ £Gr the Synthoetie’ dvfita.]
Finally, Step & in Tdblng.d provides an estimate of the propor-~
tion ot axamineég who are Lnﬁonslstentiy elagsifled, i.c.,uthc proportion

Lt .-
of errors involved in the degision-making process, in the sgéﬁg%pﬂ?{
threshold loss errors. For the synthetic data, this proportion i3
.28,

The procedure for estimating P, and Kappa in Table 6.4 is based Qn

0

the assumption #hat examinee universe scores are normally distributed. .
In many domaln—referénced testlnq contexts this assumptlon is p obébly -
inot‘trqe, but in most caées it is unllkely that violations of phis .
assumption will éause p and Kappa to b;.péorly estlmated : ; ;%

It is imPortant to note that the statistics 61sc§ssedlabove refer
to a group of e#amlnees--ggg to individual examineés. None of these
statistics speéify which examinees afe_coﬁsistently or inéénsistently‘
clasgified. | .

T R
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Alga, rtor a liffavent group of axaminess, and/or 4 Jdiffavenl sample

af ltems, the results would alwost certainly differ. A wimdlar staba-
] ' .
mand  Appliag Lo the gtaclatley Fov uq&nrud avvay loss in Talile 0.1, !

dhiyd b

»

‘ g, ¥ ¥
dueh dirrevances do wot fuvalldata the staliatios Blugpyased abovey

“rather, duch differances result begaude what we dave really doing s

. )
nut‘lnm&;‘r[lmq quaneities (called paramerers) thalpwe ognnol obsearva

'

dlrnantly,

f ]
Tagt Langth .

Racall that o domaln-reforenced toest is'viewod as ' gawpla ot

/K itema from a Larger universe of itemg constructed to measure the con-

tent under conglderation. Algo recall thdt_thu axaminue s%urun one

1
would ideally like to know are the oxaminee universe scores--i.e.,

examinee scores on the universe ol items. These ldeal scores can

! ‘

ATl It

o WY P ~' . ' -
never be obtained; bit, in general, longer tests involve less error and
provide Better estimates of examinee universe scores,.

o X

Therefore, one obvious question is, "How long should a test be?"

v

There can be no universal statistical ¥ this question, because

involves answering at

1t

any specifip attempt”to apsweruit eventua
) . . N - .. A - ‘ . ‘ . Q
least one other questionr--namely, "How much error is one willing to

S o ey Lo P S RN

tolerate?” Clearly, the answer to this latter questioﬁ'ﬁECQSSitates
Subjective judgment by a responsible person who is well-aware of all

aspects of the testing environment ard the decisions to be made. Even

'so, statistics can help in making informed subjective judgments about

test length. . :"Qﬁ E

Q . . R
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Lt:*': clear that, ay test length Lncreadasn, borh o(A) and 1| - p
. )

decrease, but not very rapidly. I[n intevprating o(A) it {u ugeful to

keep in mind that (it can be no largor than 0,2% whon each ohserved
. B
item gcore takes on one of two possible values, as {a the case for the !
t ' . v/‘
the synthetic data in Table 6.2,

. The values of o(A) and 1 - p  reported in Table 6.6 are based upon
¥ - ! (@) .
synthetic data, but similar results can easily occur with real data.
; ek

T .

Furthermore, the values of o(A) and 1 ~ Py reported in Table 6.6 would
\ . * ' .

probably be judged rather large in most real contexts. Of ‘course,

these values can be reduced hy increasing testflength beyond 20 items.

-
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Illustrative Repults fgr‘Changes

Synthetic Data Exampleé

Table 6.6~/
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in Test Length'Using the
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n a(4) KR-21 l—po

.10 .11 .54 .28
| L y %o
15 .09 .64 .26
20 .08 .70 .25
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In beginning the above discussion of test leﬁ%uh, it was poilnted

:’out that -data, per se, cannot specify what the test length should be,
but data-can help in making an informed, but still subjective,’judgment ,
!‘5.

about test length\ In this regard, (A) and 1 ~ p are helpful; but Y

-

4

¥ a
of information, and/perhaps not equally useful information in a parti-

cular context In the extreme, if an investigator ware interested onlx

it must be recoTnized that these tWo statistica provide different types

in minimizing “lassification errors, then o(A) would provide irrelevant

. information; and, conversely, 1f an - investigator were interested oniy
J£N >
| in ‘measurement error, then'l - P, would provide irrelevant info ation.

R
2 '

. The perspective taken above is that. in most- realistic settings,
. } . -

.

" both types of error are likely to be of interest; and, therefore, conh-+

sideration has been given to both; Only.in a specifio_contert dan a
:; judgnent be made concerning which statistic is more appropriate in o
fé consiherationg'regarding test length. 3s discussed below, a similar-
:’argﬁment ap;lie§ to agreenent coefficients. - )

IR | B : ) ' * '
)

. ¢
. - , o

X S . o ' : -
» Y

- Throughout this section, squared error loss and threshold lofs .

oz ",_
Othex-Considerations

_§tatistics have been treated in parallel. If/, in a given context, an
_ - _ .

investigator has an unambiguous basis for choosing one loss function

' v

O
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indeed, it may be that neithet loss function is ideal. 1In auch situaJ

keeping in mind the different assumptions involved In. doing so, there

’n‘~ - ’ N 0
! . ’ ‘

L wi ‘ ! g . M ‘ P
avexr tha other, then, pf‘courseﬂ statistics. involving the other loss .

‘ . 2 d w o

flingtion become. irrelevant. However, in many aituationa, choice of

B
P an

‘a 1oas Eunation may not be a~completely unambiguoua decision anﬂ,

s

tionﬂu\one approach is to examine statistics for both loss functiona,

Ty -

.

is gome potential for confusion, but a theoretically better approach

N

‘would invdlve complex1ties far beyond the intended scope of this . hand—

’ A “ P

. book .’ . o . v \

. N .
./‘ I . \ « \
In this regard, it should be kept in mind that it is not aLways the'
case that a test is used to make a slngle type of decision. For example,
1§'cOuld well be that a given %est is sometimes used to make mastery/

non-mastery types of decisi ns assuming threshold loss, and at other . ~

times, the test is used slmply to estimate examinee universe scoresu

assuming\squareg error loss. Fpr suc; F test, both loss functions are
appropriate depending upon the use of the test. Indeéd, in choosing
S . e .

a
v

‘g “

~a loss function, the question of impOjfance is not what constitutes

O
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the test, but rather what constitutes the assuﬁpuions about the deci-

sions to be made using. the test.

Sometimes a domain-referenced test is used solely for the purpose oo

er o

of estimating examinee uq&yerse~scores, without any consideration of

a cutting score. 1In such situations (assuming that squared error loss :

-

s relebant), gkA) is still appropriate, ‘as is the index ¢ given by . E

o

@



- i 4

Equation 6. b tn Tabla &, 3.' In this sense, ¢ may be viewed ds a uenural—

purpoaa dgreambmt toeff;aiunt, -or index, of depandabillty, for a domain—
roferanced teat. Note that when a domaln~reterenced LusL 1s uued solely

{
to estimate examinee tiniverse sdores, threshold loss statlat cs like'
b : ' s .
- i ' * ) 4 A . ' ' )‘
those treated above-are meaningless, ;,? »w\,x) o
N L . -t . / . j o . /,
- H . . ( {
In the}introduction to this segtion, reference was made to thk

4
i.- @

‘fact that the agreement coeffjcients discussed above are sometimes

O
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calle? rellability coefficiehts. Actually, these agreement coefficients

‘ 5
carry w1th them a - connotation of valldity, too, ind the sense that they

involve, conslderation of, the universe of items which is often the

L . . ]
pr1n01pal "craterlon" of lnterest, or the only crlterlon available.
Indeed, one pe;spective on measurement suggests that notlons"gf ‘reli-
ablllty and vagﬁdlty can be blended tggether into a consxderatlon of the -

extent to whlch observed scores are generalizable to unlverse sgores.,

This perspectlve 'seems especially relevapt for domain~-referenced 1nter—-

pretatlons of test scores. In this sense, this sectlon<has consldered

.

.iksues relevant to both reliability and validity.
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' Tablgs

Tnble A, 1. {a based on thu Phanér*Wiluox-Huynh prooudure referenoed
in Appandix B ’ This table was developed usinq the IMSL (1979) subrou-
1. .v‘_'“.u’u .
tine MDBETA. C o

e 1
i

The reaulta repprted in Table A.2 are based on the asaumptions of

o

binomial likelihood and a uwiform beta prior (aee Appendix B). The
probabilities raported in Taﬁlg;h 2 wdre obtained using the IMSL (1979)

subroutin& MDBETA: andjthe credibility intervals were obtained using-'
i
CADA [Isaacs and Novick, and Jackson (1974)]. and some calculus.

:» -

jf: Table A. '3 was devloped ufing the IMSL (1979) subroutines MDBNOR
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NOYE. THE NIDTH OF EQLH INTERVAL IS INDICATED IN FARENTHESES BELOW THE LINITS OF THE INTERVAL.
ENTRIES IN THE TABLE ARE ADVANCEMENT SCORES FOR LOSS RATIOS OF 1, 2» AND 3, RESFECTIVELY, FOR EXAMFLEs A LOSS
RATIO OF 2 IS AFFROFRIATE IF FALSE FOSITIVE ERRORS ARE TWICE AS SERIOUS AS FALSE NEGATIVE ERRORS .
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10 ] 9 90 ?7 Y4 a9 80 449 91 30 10 ( .79, .97) ( .74, .98) ( .69, .98), -
10 10 ° 1,00 100 99 98 96 -91 83 69 4’1;3\ { .90, 1.00) ( .86, 1.00) ( .81, l..OO)I();)"




Table A.2 ' AContinued)
~  ®  Inferences aboyt ‘Universe Sgore Given
: n .and for?an Examﬁee o .
Probability that 7 is a/Zor above s Ered_ibility Intervals
LA — ’ 7 ~ :
n X - X .60 .65 .70 .75 .80/785 .9\0'_ .95 . 67 Percent - 80 Percent 90 Percent
11- 6 '55 - 33 21 12 5///5 0 0 0 ( .41, .68)- (. .37, .72) ( .35, .76)
11 7 64 - 56 42 28 -167 7 2 0" 0 ( .50, .76) -~( .45, .75) ( .40,  .83)
11+ 8 W73 77 45 ST 3%-21 9 3 0 ( .60, .84) ( .55, .87) ( .50, .90)
Yol 9 .82 92 85 75 41 44 246 11 2 - (.70, -.90) ( .66, .93) (_ .60, .95)
11 10 v 91 98 96 91 84 .73 S6 34 12 = «(..80, .97) ( .76, '.98) (.71, .94)
f1 11 1,00 100 99 99 97 .93 86 72 46 (.91, 1.00) ( .87, 1.00) ( .83, 1.00)
12 6 W50 23 13 6 -2 10 0 o /.37, .63) ( .33, .67) ( .29, .71)
12 7 .58 43 28 17 8 3 1 0 0 ( ~45, .71) ( .41, -.74) (. .36, .78)
< 12 8 V67 65 S50 35 ‘21 10- 3 1 0 ( .54, .78) . ( .49, .81) ( .44, .85)
12 9 75 83 72 58 42 25. 12 3 0 ( .63, .85) ( .58, .88) ( .53, .91)
15 10 83 94 89 80 67 S0 31 13 2 (.72, .92) ( .68, .94) ( .62, .96)
12 1Y .92 99 97 94 87 77 60 38 14 ( .82, .97) ( .78, .98) ( .73, .99)
12 12 1,00 100 100 %9 98 95 88 75 49 ( .92, 1.00) -{ .88, 1.00) ( .84, 1.00)
13 7 .54 31 18 9 4 1 0 0 "0 ( .41, .66) (.38, .70) ( .33, .74)
13 8 - .42 51 36 22 11 4~ 1 0 0 ( .49, .73). ( .45, .77) ( .40,. .80)
13 9 69 72 S8 42 26 13 S 1 0 ( .57, .80) ( .53, .83) ( .47,  .86)
13 10 77 88 78 44 48 30 15 4 0 ( .65, .86) ( .61, .89) ( .567 -.91) -
13 11 .85 6 92 84 72 55 35 16 3 ( .74, .92) ( .70, .94) -( .65, .96)
13 12 . .92 99 98B 95 90 B0 64 42 15 ( .83, .97) ( .79, .98) ( .75, .99)
,13‘-fj> 1.00 100 100 99 98 96 90 77 Si ( .92, 1.00) ( .89, 1.00) ( .85, 1.0;%
14 ' 50 21 11 5 2 "0 0 'O 0 (.38, .62) ( .34, .66) (.30, .70)
p 14. 8 W57 39 25 13 ., 4 2 0 0 0 ( .45, .68) ( .41, .72) ( .37, .76)
14 9 64 60 44 28 15 4 2 0 0 ( .52, .75)  ( .48,- .79) ( .43, .82)
14 10 ' 71 78 65 48 31 16 4 1 0 ( .60, .82) ( .55, .84) ( .51, .87)
14 11 V79 91 83 70 54 35 .18 &6 /1 (.67, .87) ( .63, .90) ( .59, .92)
14 12 .86 97 94 87 76 60 40 18 4 ( .76, .93) - ( .72, .95)° ( .67, .96)
14 13,93 99 99 96 92 83 48 45 17 ( .84, .98) ( .81, .99) ( .76, .99)
14 14 1,00 " 100 100 100 99 94 91 79 54 ( .93, 1.00) ( .®, 1.00) ( .86, 1.00)
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Table A.25 (Continued)

Inferences about Universe Score Given .
"n and x for an Examinee

Probability that w is at or above Credibility Intervals

L. x .60 .65 .70 .75 .80 .85 .90 .95 67 Percent - 80 Percent 90 Percent
1S 8 W53 - 2816, 7 3 t O 0 0 ( .42, .65) ( :38§%-.66) ( .34, .72)
7\\ ‘ 15 9 060 47- 31,18 8 3 1 .0 0 (.48, .71) ( .44, .74) ( .40, .78)
. 15 °10 W67 67 51 34 g8 2 0 O ( .55, «.77) ( .51, .80) ;( .47,  .83)
Y18 11 073 83 §%~ 55 20 8 2 0 . ( .62, .83) ( .58, . .86) ( .54, .88)
.15 12 .80 93 75 21 7 1 ( .69, .88)" ( .65, .91) ( .61, ".93)
15 13 .87 98 95 90 44 21 4 ( .77, .93) ( .73, .95) ( .69, .97)
15 14 .93 100 99 97 2 49 19 ( .85, .98)- ( .82, .99) ( .77, .99)
15 15 1,00 100 100 100 93 81 S6 ( .93, 1.00) ( .90, 1.00) ( .87, 1.00)
16 8 50 20 10 4 0o 0 0 ( .39, .61) ( .35, .65) ( .31, .69)
16 9 V56 36 21 10 .0 0 0 ( .45, .67) ( .41, .71) ( .37, .74)

16 10 63 \ 55 38 22 1 0 0 ( .51, .73) ( .47, .76) (

16 11 W69 74 S8 40 3 0 0 ( .57, .79) ( .54, .82) (

16 12 V75 87 77 ,61 10 2 0 ( .64, .84) ( .60, .87) (

16 13 .81 95 90 80 24 - 8 1 ( .71, .89) ( .67, .91) zi

16 14 .88 99 97 92 48 24 5 ( .78, .94) ( .75, .95) %%

16 15 .94 100 99 98 75 %2 21 ( .86, .98) ( .83, _.99)
16 16 1,00 100 100 10O 94 83 58 ( .94, 1.00) ( .91, 1.00)

17 9 53 26 14 ¢ O 0 0 0 ( .42, .64)  ( .38, .67) ( .34, .71)
17 10 V59 44 27 14 ., 2 0 0 0 ( .48, .69) ( .44, .73) ( .40, .76)
17 11 V65 63 45 28 14 S5 1 0 O ( .54, .75) ( .50, .78) &N.4Q, .81)
17 12 W71 79 65 47 28 13- 4 1 0 . ( .60, .80) ( .56, .83) (».52, .86)
17 13 76 91 81 67 48 28 12 3 0 ( .66, .86) ( .62,. .87) ( .58, .90)
17 14 .82 % 97 92 84 69 50 28 10 1 ( .73, .90) ( .69, .92) ( .65, .94)
17 15 .88 99 98 94 86 73 S2 27 6 ( .79, .94) ( .76, .96) ( .72, 4997)
17 16 .94 100 100 99 96 90 78 S5 23 ( .87, .98) ( .84, .99) ( .80, °.99)
95 85 40 ( .91, 1.00) ( .88, 1.00).

17 17 1.00 100 100 100 99 98 S .94, 1.00)




‘ T e e
\ C _ A rable A.2 - (Continued) L B = ~
ke :
& . Inferences about Universe ‘Score Given
‘ n and x for an Examinee g '
. . ' : /
\ = \ - - —
Probability that n is at or above . Credibility Intervals
n x % .60 .65 120 .75 .80 .85 .90 .95- 67 Percent = 80 Perceat - 90 Percent
- » : : A ..
.18 9 'S0 19 9 3. 1 o o 0 0 ( .39, -.61) ( .36, -.64) ( .32,, .68)
'18 10 56 33 19 8 (3_ 1 Q 0 0 . ( .43, .66) ( .41, .69) ( .37, .73)
18 11 . 61 S1 33 18 8 2 0 0 0 ( .50, .71) ( .47,7 .74) ( .43, .78)
18 12 Y 69 *S52 33 17 7 2 0 0 ( .56, . .76) ( .52, .79) ( .48, ..82)
186 13 W72 §4 70 53 33 16 5 (1 O . ( .62, ..81) ( .58, -.B84) '( .54, .86) -
18 14 Y78. 85 72 S3 33 .14 4 o . ( .68,. .86) ( .64, .88) '( 60, .90)
18 %15 .83 . ge 94 87 7ZA. S4 32 11 1> ( ( .74, .90) (..71, .92) ( .67, .94)
18 16 .89 9 98.95 89 76 S6 29 7 . (. .8L, _I195) ( .77, ..96)  (-.73, . .98)
N 187 17 .94 100 100 99 97 92 80 58 2% ( .87, .98) " ( .85,  .98) ( .81, _.99)
‘.18 18 1,00 100 100 ‘100 100 99 95 @& 62 ( .94, 1.00) ( .92, 1.00) '(..89, 1.00)
. ; .o 4 ' I ; i - i - o
19 10 W53 24 12-,5 1 0 -0 0 0™ o ( 42, .63) (ﬁ.&%,: .66) ( .35, .70)
Sy o191 .58 40 24 11 4.t 0 0 0 { .47, .68), ( :44,  .71) (.40, .75)
19 12 . .63 . S8 40, 23 10 3 1. 0 O ( .533. ..73) ( .49, ~%7¢) ( «45, -.79)
19 13 . .48 75 58739 21, 9.°%*2 0 0 , ( .58, .78) (-.55, *.8p) (, .50, .83) L
.19 14 .74 + 87 75 S8 38, 20 - 7. 1“0 o (.73, .82) ( .60, .85) %(..56, .B7)
19 15 - .79 -95 887 76 'S§9 IL17 084 0. (.69, .87) ( t66, .88) ,( .62, .91) . -
19 +.16 »84, ° 98 96 89 77 S9 35 13. 2 (.75, .91) ( .72, .93) °( .68, .94) .~
19 17 .89 100 99. 96 91 . 79 60 '32. 8 ( .81, -.95) °( .78, .96Y ( .75, ..97)
' 19 18 »95 100 100 99 98 93 B2, 1 26 ( .88, .98) ( .85, .99) - (-.82, .99)
19 19 1,00 100 100 100 100 99 946 887 44 ( .95, 1.00) (.92, 1.00) ( .89, 1.00)
%20 10 - .,50- 17 8 3 1._.0 0 0 0 ( .40, .60) ( .36, .64) ( .33, .67)
200 11 55 31 .16 7 2 0 0 0 0. ( .45, .65) ( .41, .e68) ( .34, .72)
20 12 60 48 29 15- &6 1,0 0 0O ( .50, .70) ( .46, .73).°( .42, .76)
20 13 W65 45 46 28 13 4 1 0 Q4 - ( .55, -74) ( .51, .77) ( .47, .80)
20 14 W70 80 64 45 26 11 3 0 O ( .60, .79) ( .57, .81) ( .53, .84)
20 15 V75 80 44 43 23 8 1 0 ( .65, .83)- l .62, .86) ( .58, .88)
20 16 .80 g\g 9180 63 41 20 5 0 (.71, .87), ( .67, -.89) ( .64, .91y 3§
20 17 85 9¢ 97 91 81 43 39 15 .2 (.76, .91) ( .73, .93) ( .69, .94)
20 18 - ,90 100 99 97 93 82 63 35 8 ( -82, .95) «( .79, .96) ( .76, .98)
20 19 . .95 100 100 - 99 98 94 84 64 28 ( .89, .98) ( .86, .99) (- .82y .B9)
o 20 gg/ 1,00 100 100-1Q0 100- 99 97 89 66 - ( .95, '1.00) - (..93, 1.00) - ( .90, 1.00) .

‘ ’ ' ' -~ o P M A o
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" 1 Table A.2 (Continued) - v ‘ : -
Coe o Inferences about Universe Score Given X
' o . 'n and x for an-Examinee: .
\ Probability that 7 is at or above ‘ Credibility Intervals
n. X X .60 .65 .70 .75 .80 _.85 .90 .95, 67 Percent ¢ 80 Percent 90 Percent
"21.11  0.52 23 11 4 1 0 0 0 .0 ( .42, - .62} ( .39, .66) ( .35, .69)
21 12 0.57 38 21 9 3. 10 0 0 ( .47, .67) ( .44, .70) ( .40, .73) .
210 13 Q.42 55 357 19 7 % o0°0 -0 ( .52, .71) ( .48, .74) ( .45, .77) .
51 14 0.67 71 S3 33 16 & 1o 0o ( .57, .76) ( .53, .78) ( .49, . '
21 15 0.71 84 70 51, 30 13 4 0o 0 (. .80). ( .58, .82) ( .54,
21 *16  ,0.76 93 84 &9 ag 27 40 2 0 ( .67, .84) / ( .64, .86) ( .60,
21 17 -:0.81 97 93 84 - b8 46 23 I VY ( .72, .88) ( .69, .990) ( .62,
21 187 /;0.86 .99 98 93 84 87 2 o172 ( .77, .92) ( .74, .93) ( .71,
21 19 %fo.9o 100 99 98 94 8% 66 38 9 . # - ( .83, 1.95)* ( .80,. .97) ( .77,
21 20 7 0,99 100 100 108" 99 . 95, 86 66, 30 ( .89, .99) .( .87, =99) ( .83,
21 .21 1.00 100 100 100 100 99 97 90i 68 © (.95, 1.00) ( .93, 1.00) w(
220 11 0.50 16 7 2 0 o 0 .o 6.7 (.40, .60)  ( .37, A= 0347 j”
DO PR 0,59 ¢+ 29 14 5 1 a o0 0 0 ‘ ( .45, .64) _( .41, 15 & i
220 13 0,59 44 26 12 4 "1 Q 0 0 ( .49, .69) ( .46, e 44
22 14 0.64 61 41 23 10 3. 0. O O y (.54, .73) ( .50, (- 4745”79)L IR
22 1% .0.68 76 59 38 20 7 2.0 0 . ( .58, .77) (. SN ERE .82)
22 157 0,73 88 7% 56 35 14875 1 Yo ( .63, .81) ( . (e .86)
220 17 0,77 95 87 73 53 31 12 2 0o 7 ( .68, .85) ( (- .89)
Co2@ 18 T 0.82 - 98 94 86 72 50O 26 7 0 .~ ( .73, .89) ( . o . .92)
22 1% 0.86 99 98 95 84 70 46 19 3. ( .78, .92) ( . (- .95) -
220 20-° 0.91 . 100 100 98 .95 87 69 41 11 {( .84, .96). ( i .98) .
20 21, 0,95 100 100 100 99 94 88 68 32 . (.90, .99), ( . o .00)
2222 1.00 100 100 100 100 99 98¢ 91 69 | - ¢ .95, 1.00) | ( (. .00)
: , L
23«12 0.52 21 9 3 M 0 0 0O 0 we..42,  .62) 6" ( .68)
23 13} 0.57 35 18 7 2 0O 0. .0/ 0 ‘{ .47, .66) ( .44, - .69) ( .40, .72) -
T23 4 0061 51 31 1% 51 0O 0 .0 t .51, .70)° (.48, .73) ( .44, .76)
23 1d 0.6% . &7 47 27 12 4 | B ¢! 0 ( .56, 74) ( .52, .77y. ( .49, 80)
23 1 0.70 81 &4 44 23 9 2 0 0 - ( .60, .78) ( .57, .80) ( .53, . .83)°
23 17 TT0.74 90 79 41 9 19T 4 1 0 -~ ( .65, .82) ( .62, '.84) ( .58, -.87)"
23 f18 0,78 - 96 90 77 S8 34 14 3 0 v, .( .69, .86) ( .66, .88) ( ,63,\ .90) '”m
in 23 19 0.83 99 96 8Y 75 5S4 29 9 1 ( .74, .89) ¢ .71, .91). ( .68, .93).
“r 9 .20 0,87 100, 9% 96 88 74 S0 21 3 ( .79, ¢93) ( .76, -.94) ( .73, .95)° l_lb
ERIC 21 o.91 100 100 . 99 96 89 72 44 12 ( .84, 1.96) =( .82, .97)" .79, ':98) "
e 22 0,96 © 100 100 100 ' 99 97 8Y 71 34 ( .90, .99) ‘( 88, .99) (

( .85, 1.00)




- Table A,2. (Continued)

~ ‘ . .
n X x .65>.65 .70 .75°.80 .85 .90 .95 ° - 67 Percent * 80 Percent ' 90 Percent
74 12 1 0.50 15 &4 2 G 0 0 o 0 ( .40, .60) (-.38, .62) ( .34, .66)
24 13 0.54 27 13 4. 1 0 0 0 0 ( .45, .64) ( .42, .66) ( .38, .70)
24 14 0.58. 41 23 16, 3 10 0 0 ( .49, .68) ( .46, .70) ( .42, .73)
24 15 0,63 58 37 19 7 2 .0 0 0 ( .53, .71) ( .50, .74) ( .46, .77)
24 16 [ 0.47 730853 32 1% 5 1 0 0 ( .57, .75) ( .54, .78) ( .51, .81)

24 17 0.71 85 49 49 27 11 3 0 0 ( .62, .79) ( .59, .81) ( .55, .84)
24 18 0.75 93 2 46 44 22 7 1 0 ( .66, .83) ( .63, .85) ( .59, .87)
24 19 0.79 Q7 92 81 42 33 16 a0 (.71, .86) ( .68, .88) . ( .64, .90)
24 20 0.83 99 97 91 79 H58 32 10 1 ( .75, .90) ( .72, .91y ( .69, .93)
24 21 0.88 100 99 97. 90 77 53 24 3 ( .80, .93) ( .77, .94) ( .74, .96)
24 22 70.92 100 100 99 97 90 75 46 13 ( .85, .96) ( .83, .97) ( .74, .98)
24 23 0.93 100 100 100 %% 97 91 73 34> ( .90, .99) ( .88, .99) {( .85, 1.00).
24 234 1.00 100 100 100 100 100 98 93 72 ( .96, 1.00) ( .94, 1.00) ( .91, 1.00)
25 13 0.52 20 8 3 1 O 0 0 ¢ ( .43, .61) . ( .40, -.64) ( .36<“ «67)

. 25 14 0.56 33 1464 -6 2 0 0 0 0 ( .47; .65) ( .44, .68) ( .40, -.71)
25 15 0.60 .48 28 13 4 1 0 -0 0 ( .51, .69) ( .48, .72) ( .44, .75)
35 16 0.64 64 3 23 .9 2 0 0 0 ( .55, .73) ( .52, .75) ( .48, .78)
2% 17 . 0.68 770 59 37. 18 6 1 0 0 ( .59, .76) ( .56, .79) ( .52, .81)
26 18 0.72 88 ~74 54 31 .13 -3 0 0 ( .63, .80) ( .60, .82) (" .56, .85)
2% 19 0.76 94 84 70 48 25 8 1 0 ( .67, .83) -( .64, .85) ( .61, .88):

¢ 25 207 0.80 98 94 84 -46 427 18 4 0 (.72, .87) ( .69, .89) ( .65, _.91)

-~ 25 -1 0,84 99 98 93 82 62 35 11 1 ( .76, .90) . .73, .92) (-.70, .93)
25 22 0.88 100 99 97 92 79 56 2 4 (.81, .93) " ( .78, .95) ( .75, .96)

25 23 0.92 100 100 99 97 .92 77 49 14 ( .86, .96) (.83, .97) ( .80, .98)

25 24 0.96 100 100 100, 9% °98 .92 75 38 (.91, -.99) ( .89, .99) ( .86, 1.00)

257 25 *'1396“_109 100 £00 100 100 ~ 99 94 -74 ~( .96, 1.00) ( .94, 1.00) (¢ .92, 1.00)
6 13 0,50, 14 5 .1 0 0 0. 0 0 ( .41, .59) " ( .38, .62) ( .35, .65)
26 14 0,54 25 11 4 1 0 0 ¢ 0 ( .45, .63) ( .42, .66) ( .38, .69)
26 15 0.58 39 20. '8 2 0O 0 0 0 ( .48, .67) ( .45, .69) ( .42, .72)
26 & 0.462 54 33 16 5 1 0 0 0 ( .52, .70) ( .49, - .73) ( .46, .76)
26 17 0,65 69 48 27 11 37 0 0 0 » ( .56, .74) ( .53, . .76) -( .50, .79)
26 18 0.69 82 44 42 M 7 - 0 0 ( .60, ,77) ( .57, .80) ( .54, .82)
26 19 0,73 90 78 59 146 16 4 0. .70 ( .64, /.81) ( .61, .83) ( .58, .85)
26 20 0.77 96 89 74 53 29 10 1 0 ( .68, / .84) ( .66, .86) ( .62, .88)
2& 21, 0.81 98 9% 86 70 46 21 5 0 ( .73,/ .87) ( .70, .89) ( .67, .91)

36 22 0.85 100 98 94 84 45 38 13 1 ( .774 +.91) ( .74, .92) ( .71, .94)
26 23 0.88 100 99 98 93 82 59 28 4 ( .82 .94) . ( .79, .95) ( .76, .96)

24 0.92 100 100 99 98 93 79 52 15 .( .86, .96) ( .84, .97) ( .81, .98)
25 0.96 100 100 100 100 98 93 77 39 (.91, .99) ( .89, .99) ( .86, 1.00)
26 1,00, 99 94 75 ( .96, 1.00)- (, .94, 1.00) (

2100 100 100 100 100

2 &+ 00)

l .
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‘Table A.2 (Continued) ‘ P

Inferences about Universe Score Given

. ' n and X for an Examinee
Probability that n is at or above ' Credibility Intervals
n X X .60 .65 .70 .75 .80 .85 .90 .95. 67 Percent 80 Percent 90 Percent
k| ! : : - =

-~ Y ’ \ .
2715 - 0.56 30 14 5 1 0 0 0 0 ‘ ( .46, .64) ( .44, .67) ( .40, .70)
27 164 0.59 A5 25 10 3 0 0 0 0 ( .50, .68) '( .47, .71) ( .44, .73)
2717 0.63 60 38 19 701 0 o 0 . ( .54,~ .71) ( .51, .74) ( .48,  .77)
27- 18 0,67, 74 54 32 14 . 4 1 0 0 ( .58, .7%) ( .55, .77) ( .51, .80)
27 19 0,70 35 49 47 25 % 2 0 0 ( .62, +.78) ( .59, ..80) ¢( .55, .83)
Dy 20 0.74 93 82 & 40 18 5 0 0 .( .66, .82) (.63, .84) ( .59, .86)
57 21 - 0,78 97 91 76 57 3z 12 2.0 (.70, .85) ( .67, .87) ( .63, .89)
27 .20 0.81 99 94 -89 74 S0 24 b 0 ( .74, .88) ( .71, .90) ( .68, .91)
N7 23 0.85. 100 99 95 86 69 41 14 1 ( .78, .91) ( .75, .92) ( .72, .94)
27 24 0.89 100 10C 98 94 84 62 31 5 ( .82, .94) ( .80, .95) ( .77, .96)
2725 0.93 100 190 100 9§ 94 81 54 16 - (.87, .97) ( .84, .97) ( .81, .98)
D7 26 - 0.96 100 140 100 100 98 94 78 41 ( .91, .99) ( .89, .99) -( .87, 1.00)
27 27 1.00 100 1o 100 100 100 99 95 76 ( .96, 1.00) ( .94, 1.00) ( .92, I.00)
268 14 0,50 14 5 1 0 0 .0 0 0 ( .41, .59) ( .38, .62) ( .35,  .65)
28 19 6,54 23 10 301 0 0 0 .0 ( .45, .62) - ( .42, .65) ( .39, .68)
g 16 0.57 36 18 7 2 0 0O o0 .0 ( .48, .66) ~( .45,' -.68) ( .42, .71)
28 17 o.61 " S1 30 13 4 1 0 0 0 ( .52, .69) (.49, .72) ( .46, .75)
28 18 0,64 66 44 23 7 2 0 0o 0 ( .55, .73) ( .53, .75) ( .49, .78)
28 19 0,48 79 59 34 17 % 1 0 0 . ( .6, .76) ( .56, .78) ( .53, .81)
28 20 L0.71 868 74 52 29 1i 2 0 0 “( .63, .79) ( .60, .81) ( .57, .84)
28 21 0,75 94 85 683 44 21 & 1 0 ( .67, .82) ( .64, .81) ( .61, .86)
28 22 0,79 98 93 81 &1 36 13 2 0 ( .71, .85). ( .68, .87) ( .65, .89)
28 23 0,82 99 97 w1 77 GA 24 5 0 ( .75, .88) ( .72, .90) ( .69, .92)
o8 24 0.86 100 9v 9& 88 V2 44 16 1 ( .76, .91) ( .76, .93) ( .73, .94)
28 25 0,89 100 100 w9 9% Ho L% 33 i ( .83, .94) ( .80, .95) ( .77, .96)
280 24 0,93 100 100 100 99 2% 83 HY 18 ( .87, .97) ( .85, .98) ( .82, .98)
28 27 0.96 100 100 160G LOO  w% 9% 60 A ( .92, .99) ( .90, .99) ( .87, 1.00)
o 28 1.00 100 100 100 100 100 99 Y77, ( .96, 1.00) ( ( .92, 1.00)

.95, 1.00)
i Q 1 .1. ) )
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- Table A.2

(Continued)
« Yw

Inferences about Universe Score Giveh
n and x fofr an Examinee

L

Probability that

n is .at or above

Credibility Intervalé

n X X .60 .65 .70 .75 .80 .85 .90 .95 67 Bercent 80 Percent 90 Pervent
2915 0.52 18 7 iy 0 0 0 0 0 ( .43, .60) ( .40, .63) ( .37,  .66)
2914 0.59 29 13 4 1 0 Q 0 0 ( .46, .64) ( .44, .66) ( .40, .69)
29 17 0.59 42 22, 8 2.0 0 0 o ( .50, .67) ( .47, .70) ( .44, .72)

29 18 0,82 7 035 186.7% 1 0 0 0 ( .53, .70) . ( .51,. .73) ( .47, .76)
29 19 0.46 71 49 27 1t 3 0 0 ) ( .57, .74) ( .54, :.76) [(-.51, .78)
29 20 0.69 82 44 A1 20 & 1t 0 0 ( .60, .77) ( .58, .79) ( .54, .81)
29 21 0.72 91, 786 57 33 13 3 ) 0 ( .64, .80) ( .61, .82) ( .58, , .84)
29 22 0.7 96 88 72 49.. 24 7 1 0 ( .68, .83) ( .65, .85) ( .62, .87)
29 23 0,79 98 94 84 65 39 15 3 0 , ( .72, .86) ( .69, .88) ( .66, .90)
29 24 0.83 99 98 92 80 5 29 7 0 ( .75, .89) ( .73, .%90) ( .70, .92)

0925 0.86 100 99 97 90 74 48 18 2 ( .79, .92) ( .77,@ .93) ( .74, .94)
29 24 0.90 100 100 99 94 88 48 35 b ( .83, .94) ( .81,° .95) ( .78, .96)
29 27 0.93 100 100 100 99 96 .85 59 19 ( .88, .97) ( .85, .98) ( .83, .98)
29 28 0.97 100 100 100 100 29 95 245 ( .92, .94) ( .90, .99) ( .87, 1.00)
29 29 1.00 100 100 100 100 100 99 96 79 ( .96, 1.00) ( .95, 1.00) ( .93, 1.00)
30 Y15 0.5 13 4 -y 0 0 0 0 0 ( .41, .59) ( .39, .61) ( .36, .64)
30 16 0.53 20 9 200 0 0 0 0 ( .45, .62) ( .42, .64) ( .39, .67)
10 17 0,57 34 16 5 1 0 0 0y 0 ( .48, .65) ( .45, .68) ( .42, .71)
30 18 0,60 48 4 11 3 0 0 0 0 ( .51, .68) ( .49, .71) ( .45, .174)
10 19 0,63 62 40 19 b 1 0 0 0 ( .55, .71) ( .52, .74) ( .49, .76)
30 20 0.67 7% 54 31 13 3 0 O 0 ( .58, .74) ( .55, .77) ( .52, .179)
30 21 0,70 & 69 448 23 7 1 0 0 ( .62, .78) ( .59, .80) ( .56, .82)

o 30 22 0.73 93 81 61 37 1% 3 0 ¢ ( .65, .81) ( .63, .83)- ( .59, .85)

L300 23 0.77 g7 90 764 S3% 2V 3 1 0 ( .69, .83) ( .66, .85) ( .63, .87)
30 24 0,80 99 %5 87 69 43 17 3 0 ( .72, .86) ( .70, .88) ( .67, .90)
30 2% 0.83 100 98 94 82 41 32 8 0 ( .76, .89) ( .74, .91) ( .71;’\.92)f
30 26 0,87 100 99 98 92 77 51 19 2 ( .80, .92) ( .78, ..93) ( .75, .95)

30 27 0,90 100 100 9¢Y 97 8y 70 38 7 ( .84, .94) ( .82, .96) ( .79, .97)
30 28 0.93 100 100 100 99 96 86 41 20 ( .88, .97) ( .8&, .98) ( .83, .98)
30 29 0.97 100 100 100 100 99 94 83 46 ( .92, .99) ( .9%, .99) ( .88, 1.00)
30 30  1.00 100 100 100 100 100 99 ‘94 80 ( .97, 1.00) ( .95, 1 00) ( .93, 1.00)
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.Table A.3
Probability that Two Standard Normal

Vvariables, with Correlation Equal to’ KR-21,

are Both Less Than or Equal to z.

_ . KR-21 | | |
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(Continued)
Probability that Two Standard Normal
Variables, with Correlation Equal to KR—21,
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- Table A.3 (Continued)

»
- Probablility that Two S8tandard Normal
Varigbles, with Correlation Equal to KR-21,
, j‘ are Both Tleas Than or Equal to z
______________________________________ ! .........._......--....-.-..-.-.-m....-._........_....-.......-..-..-.-....-:-.......\«..;.__,..-......._...n............'r.....'.........................
! KR-21 .
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4 0020 00"5 0030 003.) 004 004\.) 0050 0055 0060 0065‘0070 0075 0.80 0085 0090 0.?51000 V4
................................... e e e e e 6 o e P
O.Eh 0,504 0,510 0,517 0,524 O.Sjl 0,539 0.544 0,994 0,542 0,571 0,981 0,591 0.601 0.414 0,420 0,647 0,491 0,50
0,55 0,527 0,533° 0,540 0,544 0,553 0,560 0,548 0,575 0,583 0:592 0,601 0,411 0,621 0,633 0.647 0,445 0,709 0.55
0,40 0,550 0,956 0,562 0,549 0,573 0,582 0,589 0,594 0,604 0,612 0,621 0,630 0,441 0,452 0,666 0,684 0,726 0,60
4 0,65 0,573 0,578 0,584 0,590 0.597 0.60} 0,610 0,617 0,625 0,632 0,641 0,450 0,660 0,471 0,484 0,701 0,742 0.65
0,70 0.395 0,601 0,406 0,612 0,618 0,624 0,431 0,638 0,645 0,652 0,660 0,669 0,679 0,489 0,702 0,719 0,758 0.70
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! _ , .
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1,05 0,740 0,743 0,746 0.750 0.?54 0,758 0.7462 0,767 0,772 0,777 0,782 0,788 0,795 0,803 0.812 0,824 0,853 1,05
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1,35 0,837 0,839 0.841.0.843'0.845 0.848 0,850 0,853 0,854 0.859 0,863 0,867.0.,872 0.877 0,883 0,891 0.911  1.35
1.40 0,850 0,852 0.854 0.856 0.858 0.860 0.862 0,865 0,848 0.871 0,874 0,878 0.882 0,887 0.893 0,900 0.919 1,40
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. Appendix B

Tachnical Notes T . t .

* These notes are provided foxr two reasons: '(a) to clte appropriate
| .

technical background and references for each seLtion of the handbook;
! 4
and (b) to provide a limited amount of technical justification for

} .
equations: and/or procedures.that are not apecif#cally reported in readily , 3

' . [ v

avallable references. However,fthéra is no intent to cite all potentially *
: : 1
I

relevant rpferences or to Veriff in detail all équationa and/or proce-
! 4

dures.

In the body of this hahdbobk” distinctions have been drawn only

{ [

very rarely between éarametgrs and estimatea of parameters. In these -~
technical notes'suchxdistinctions are made ghrough thé ugse of a "hat"
(") above unbiased estimates of parametefs, w“}ch are denayed by Greek
‘letters. The reader showld be careful not to confuse this use oﬁ a

| "hat" with the use already maee of ;his'symbol in the body of the hand-

book . %pecifically, the "hat" symbol is also used to distinguish be- .
: ®

2fandv§2, where the former involves a denom-

tween thie sample variances s

inator of n and the latter involves a denominator of n - 1.. (Of .course,

s? is aq.unbiased estimate of a parameter, but usually not a parameter

. o
of interest, here.)

Section 1
'Berk (1980) provides an edited book of readings on the subject of

domain-referenced (or criterion-referenced) measurements. Most of‘the

Q : . ; . ; i e
ERIC | 1=€




*e

tupLua’truatud tn thiy huudboék are also covared ln garkf(lﬂuﬂ). Alao,
flamb latun, ﬂwamluutnan, ALuLnn,Kand Coulaan (1978) puovtgg a tauhnteal ra-
viaw ot many Larnan tnuatad hara; MiLLlman (1979) Prnvidan'% hrlof vaview
wr lttan pring p?lly for punutltunwnu; and Nitko (1980) raviews the many
variotian of grliterton-referancad ’g:cmtu. lL whould be notﬁ;}i, howavar,
‘that there are clear differences bthuun‘txla handbook and’the above

refarences~~dlfferances ln emphawis) and scope, as wall as occaslonal

diffaronces in purupective_gnd app
Many Lntroductofyimea‘qxamyn X

to defining objectives dn Q?blﬂvz ‘specificationa. Reeently, Ellis

and Wulfeck (1979) and bllis, Wulf”c ' ﬂnd Fredericks (19%9) have devel~

“
oped a taqk/content matrix for spec@fig use in Navy training that in-

volves domaln-referenced<gka€ing.Ar // \

[

Section 2 ; R . o v

!*_

{5 : BN - -
# N N ¢
Most introductory mﬁésurement ?Extbooks provide detailed disvussion

of item analysis procedures. Even{ ?I\ugh such discussions usually empha-
size norm-referenced testing, mangmbf the guidelines typically sudgested
are relevant for domain-refenenced testing, too--with one noticeaple

A

‘this author, it is not generally a qbed

exception. In the opiniongg
o 4
practice. in-domain-reference

¢

‘testing to select items in a systenatic O

manner so as to obtain some pre-specified distribution of item difficulty

¥y : " Tt
levels and/or discrimination indices. * More specifically, this is not a

! . o . L
good practice if a test is to be used solely for the purpose of ma;xng

domain-referenced interpretations of test scores.

v
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Tha deoriminacion index, 8, dlsoussed Ln Beotion 2 la treated by

Hrannat (lﬂ?l).f/&ara recently, Haveis und.ﬂilaox (1980) havae uumantad

on this index,

gection 3

The p}ocuduru suggested in Secotlion 3 fér astablishing a cutting score
is a slight modifipat;on of a procadure oriqinally'propouad;by Angof f
(1971); and tha developments involving ﬁ(§) are discussed by Brennan
‘and Lockwood (1980). The speclfic equations for d(y) in Table 3.2 can -
bae derived in the manner odtlined below.
Let the probability asaiqnea by rater r (r=l, 2, ..., t) to item i

(i=1, 2, ..., m) for a set of m items be:: ) B i

+

yri = )\ + Arm + Aim + Arim

.2

o ' S .
where A is the grand mean and the Av are score effects as discussed by

5

Brennan and Lockwood (1980).* It can be shown that unbiased estﬂma;es

of the variance of these score effects, in terms of the sample Qtatis—

o

tics reported in Table 3.2, are:

“2 iy o 2 . 222 _ ) E

g (ri) = [ﬁ Si(?ri) t s (yi)]/(t 1) - . (Bl)
§2(r) = 82y - F2(ri)/m L (B2)
g2(i) = 52(§i) < g2(ri)/t . . (B3)

7
~
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: 3
Pop vandow wamples of t vatars and random samples of 3 Liews (4 naad

ot aiual w) an unbiased adtlnate of a4 (y) s "

o a2 (x) G L a¥(rl) ‘
Y (y) = S R - (B4d)
L I nt
f
Us kg .,‘l::q\.mt:tmm Bl to B Lo B4 we obtain
ﬁ“(G‘) A%y ) radly ) a2 (y,)
. o . v -1 )
\ 02 (Y) - + - N— (15)
n S mt (t-1) ‘mt~1)

v

where the bracketed term in Equatlion BS ls 62(r1)/tm, which yl)x\utipl\xteu
the {\_-'-tarm defined in Table 3.2. The square root of Equa’t':’ién BS is
Equation 3.2 in Table 3.2; and whex;x n equals m, the square root of
Equation BS is Equation 3.1 in'Téble 3.2,

Finally, as n + «, it is evident from Equation B4 that

o2(y) = o2(x)/t

and-using Equation B2, ) -
02ly) = s2(y)/t - 0% (ri)/mt
- ;2(§r)/t‘— a . o (B6)

The square root of g2 (;) in Equation B6 is Equation 3.3 in Table 3.2.




Segtion 4

Tabla A L, whitoh la dlacudsed Ly bBeotblon 4, tasulta Eram applying
a4 mindinax, proceduve presan tad tn_uuynh (b0, pp, 170-178) ., As auch
thid provadura id badleally an axtension of an appeoach @uggested
by Fhanav (1974) and treated by Wilcax (1970). it should be nated,
howaver, that where Huynh talks about the loss rvatio Q, this author
talks about LA a.,y., LF ralbe poditive arvors ave twice ad seyious
an false nagative arvors, Huynh ways the loss ratio im Qlw L0, and in
Jection 4 this losw ratio is ldentified ;x,hhﬁo w 2, Of courme, thisa
difference ia simply a questlon of definition,

[t iy sugqgestad In daction 4 that a contldence interval for nu
frdm a cutting score study be considered as one poqgtble way to dafine
an tndifferencg zona. In doing so, it wmight be arqued that one is

?
implicitly violating the assumption of 0 - 1 r;ferral loss, which s
an agsumption made by Huynh (1980) in his formulatiofiof the minimax
procedure uvged to genarate Tablae A.l. Another appfc::jx that might
be considered is toﬂeliminate the indifference zone and usa, ; and

o(?) from a cutting score study to establish an ogive-shaped referral

success function, but this is considerably mpre complicated than the

approach taken in this handbook.

Section 5
With respect to technical issues, Section 5 is based principally on
Table A.2 which was devégkped under ube assumptions of a binomial like-

lihood and a uniform beta prior dlgqxibutlon for ™ (sometimes called

154
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A - bafobmab pya e bag)

SpecifidaNy, an eifry i the lafe hapd part af talile A2 1a;

Braky (0 ¢ uln, K) = 1 - b (w v 1, u-n + 1},
U L ] U 13

wheota g aml "l' are an sxamlnes's ohassved and upiveras acuiles, vesjisd-
3!

tivaly; and l“(xp U T oot 1} s the fncumplaete beta function with
1

A

patanetara “l' L and n = KL* L. An antiy tn the vight-hand part of
Table ALl 1H a4 Baysslan dredipllity interval for o under the assumgt tun
af A upbfom hata priom dlst e tbut ton., Teclmilcally, these intervales are
called highest denwity reglona,  (Home mnlght t|\la;nnl .th valbliing an

intoival a highest denalty veglon when n = x.) Readers unfambiliay with

U |

thewe Hayeslan concepts can consult Novick and Jackson (1974, Chapter %.)
A principal reason for using a l)ét:\ prior ‘.hu‘m 18 that this assump~
tion rasultys in a Bayestan credibility interval, which mm;)l;a one to
make probability ntl;at;mnantu about. tha paramaeter w, Uy (l:nutr.aut, a
confidence interval allows one to make probabllity statements about
intervals covering r. Some might argue that in spacific contexts, a
uniform beta prior is Eraquentlyi unrealistic because a dacision;maker
may,know a great deal about an examinee. However, to assess "informative"
(i.e‘:‘.\\, non-uniform) beta priors in a decision-making process virtually
necessitates an interactive computing system such as CADA (Isaacs and
Novick, 1978). Furthermore, a decision-maker would need to justify the
épacific ."informative" prior chosen in each and every individual case.

7
i
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2;.' lul
e sl b e ik ;t‘mi the Pligier R uos  Bugill appirGacti Lo aatabi
Llaliling an advanceiit. aviite, Jdlacuaaed i S3act b 4, bivalved woieldes -
Aty ol falae pualilve and falae liegyalive eriova, byl a u‘ulruum list o
prabas ba nat assinied Ln‘thgl; apiprrvach, Th;ta la, thﬁsqrn;g. 4 deyida uf
digcantlnuliy belwaeai d;&;l'.‘hﬂin 4 and 3.‘ (For Lhe puspuase F aatalillah-
by an advandestient avuite, a antfoim heta palal ageuegit Lan Tor a4 gedup
Of axamijiess aesis Bightly wivealtativ to thia author,  One nighit avgud
that. an informative bata pilor could bhe uaad, but, as Lidboabtad ptuvluuuly,

the process of dolig 50 ta Far from trlvial and vieavly heyond the seope

uf thies handhook,)

tiwct fon 6

Thea Hmnxm'h.::\l rra‘;mw«nk uned In Yection o for {ntegrating squared
arro loms and threshold loaw approachas Ls provided by Kane and Brennan
(1980) . In addition, a conmiderable number of {m‘pmu have bhaen publiashad

!

that tnvolve conalderation of one lomd function or the othar,

N ¢

Concarning thraeshold lows, the t’«)l.l"‘uwlnq publications, among othera,
are raelavant:  (a) Hambleton and Novick (l.‘)'li) provided tha first inte-
grated pr::atment ot threshold losy a?xd domain-referenced testing i{gsues;
(b) Sweur,\.i.nat‘hdn. Hamblaeton, and Algina(1974) suggested using coefficlent
Kappa; (c) Huynh (1976) and Subkoviak (1976) provided procedures for
estimating threshold logs coefficients based on a single test; and (d)
Subkoviak (1980) has reviewed much of the work in this area.

Concerning squared error loss, the following publications, among

others, are relevant: (a) using classical test theory assumptions,

ERIC :

Aruitoxt provided by Eic:



Bdwloigaban (1984} pitsapsimend a ;ul;qulntg” Lihe Cimflivisnt Ffui Jaimal
rtafaimincad taata;, (b valiy gyesissalleabilliey theosy, k\tqmmn Al Magie

Cladd a, b peapeiaml Cwa cuelffloclaite bl a defialiluan of e@ibug wasl o

ancmi (] BrasHah (1309) Das provided # Ccompubet progean Falk pek fasming

compedt at bunna bivobybng aguared e ok Liae cobia bhlasat boia wiDh Qo b

N

safarancad tadtbig; ad (1) Brapnan (19801 haa seviawad mich of tha wisk

P thia arma. o

- The fuditulas in Tabile 6.4 are camputal lonally sady to uaa, bt thay

are dather uynusual oxpiasalons o sal lnatos of Thals teapectliva tiala

wiaterr @, Foit tlila saano, fha das tvat banae of (hnhéakplnn‘ah'ﬂnq EeR-)

Birlafly outl Hinad bhdlow,

Let the obgarved gcore Fory person p (p=l, 1, .., K} o 1tam |

Aoa ey

(i1, J, : n) b

i

X - w b gt oyt oap i
pi 1 pt

whora 1 is the grand mean in the population of persons and univaerse of

ftams; n v

iw thae gcore effect for pevaon p
p

(n w b myv); By ie the
P P i

gscore effect for ittem {; and ng 1,'\1 iy the offect for the interaction
: pi

of person p and item 1, which 18 confounded with experimental evvor.

{$see Brennan and Kane, 1977 a, for more detail.)

. . . o > .
It is well-known that an unbiased estimate of 0o*{w) 1is:

.

aZ(m) = (MS(p) - MS(pi)]/k (B7)

i
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where "MS" is "mean square"; and, it is relatively easy to show that,

for dichotomous data, Equation B6 can be expressed as Equation 6.1 in
Table 6.3.

In a similar manner, it can be shown.that

. nlk s2(x,) + s2(x ) - %(1-%)]
~ i p
02(B) = (B8)
. ‘ (n - 1)(k - 1)
nk [x(1-x) - sz(ip) - s2(§i)]
and o2 (nB) = : y (89)
(n - 1){(k - 1)
Now, )
62(8) = [02(B) + o2(nB))/n (B10)

and replacement of Equations B8 and B9 in B1l0O gives (after simpli-
fying terms) Equation 6.2 in Table 6.3.

Brennan and Kane (1977a) report that a consistent estimate of
d({c ) is:
o

IS

== g= )
) 1 x(1-x) s (xp)
d(c) = 1 - — — — (B11)
\ ° n-1 | (x=c)? + s2(x)
\ ) i
i ) [x(1-x) - 52<§p>17<n-1y
- = 1 - - — . (B12)
(x-c )2 + s2(x)
- -0 o
B

The numerator of the term in braces is simply 02 (A) given by Equation 6.2

in Table 6.3; consequently, Equation Bll can be expressed as Equation 6.3

124
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in Table 6.3. [Technically, o%(4) in Eqﬁation'6.3 should be GZ(A);ibut,
as previously stated, notational distinctions between parameters and esti-~
mates are not made in the body of this handbo§k.] Equation 6.4 follows
from the fact ‘that a(co) equais KR-21 if co‘= X (see-Brennan, 1977). The
expression for KR-21 in Equation 6.3 may appear strange because it invol—
ves GZ(A), but it is easily verified that this expression is algebra-
icglly identical to thé well—knpwn éxpression for KR-21.

The steps p;ovided in Table 6.5 for obtaininé estimates of thres-

'

hold loss coefficients of agfeeﬁent are based on Huynh's (1976) normal
approxmimation procedurei(se;,_also, Subkoviak, 1980), without using
anarésiﬁetfansformation (see Penéw& Suﬁkoviak, in press). In Table 6.5
/ " refeérence is made to using the "closest" value in Tablé A.3; alternatively,
. one can obtain better estimates uéing linea; interpolation (seeﬁﬁuynh}
1978--different context, but same process). Huynh (1978)’provides a
computer program fof estimating threshold loss coefficien é; as well

as tables of estimates of po , Kappa, and their standard errors for

test lengths of 5 to 10 items (see, also, Huynh & Saunders, 1980).

Since the procedure outlined in Table 6.4 is based on a normal approx-
imation, estimates obtained using this procedure may be'somewhat biased.
~However, the degree of bias is likely to be small unless n is quite

small and/or c0 is quite close to one.

5;\ ; EL_ o i
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In Taﬁle 6.5, Equation 6.6 is simply [32(8) + az(ﬂB)]/n'; and the
remaining equations and steps/gonstitute a spmewhét ad hoc approach for
using Huynh's normal approximation prqcedure to estimate the proportion
of inconcsistent decisions for a test of length n‘._

Bxennan.and Kane ;1977b) show that GZ(A) is algebraicall& equal to
the aver;;e of the squared values of a(Ap) in Tabif 5.4. Note also that

G(Ab) is identical to Lord's (1957) formula for the standard error of

measurement of. an examinee's mean score.

-]
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