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CAUSAL MODELS WITH UNMEASURED VARIABLES:
AN INTRODUCTION TO. LISREL

ABSTRACT

L)

N Recent methodological. advances (Joreskog énd S6rbom; 1978) now

allow the estimation of caquJ models which incorporate struqfura1'
relationships among latent var1ab1es§‘and.confirmatory factpr.pro-
'ce&ures to es£1mate latent vdfidb]es énd the‘measurement properties

of their manifest 1nd1cators. The examinat1[9‘of structural effects |
among theoretical variables not d1rect1y measurable offers great ) \\ig
promise for deve]op1nq and testing theory in educationa] research. )

This paper presents an introduction’to such mode]s
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CAUSAL MODELS WITH UNMEASURED VARIABLES: -
AN INTRODUCTION YO LISREL 4 .+ '

bl . .
d

Whenever one uses ordinary least squares (OLS) regression, one {s:-

4

mak1ng an implicit assumption about measurement error, As B1alock

-

(1964 p. 49) noted one assumes that "there may Be errors of* -
measurement with respect to the dependent var1ab1e Y, but that 311 of
the 1ndependent var1ab1es have been measured w1thout error." Such an
assumption is obviously unrealistic for most'spc1a1 data. Unt11“ s
-recentty,'one had three alternative methods for~est1mat1ng such
regress1on models. By far the most common was to na1vF1y assume that

. the var1ab1es were measured w1thout error, and w1stfu11y hope the
resulting estimates were robust. A second alternative was to corrgbt
correlat1on coeff1c1ents for attenuat1on and use the corrected estimates
as inputs to the regress1on analysis. The procedure, however, required

a prior knoW]edge of the reliability- coe§f1c1ents for the var1ab1es, )

furthermore one had to assume the reliabilities were 1nvar1ant from one

app11cat1on to another, These restr1ct1ons have severe]y lTimited the use .,

of regress1on ana]yses based on corre]at1ons corrected for attenuat1on

Yet % third a1ternat1ve was to measure 1mp11ed coeff1c1ents between‘latent

variables for which one had multiple manifestfﬁﬁﬁ%%tors.”'Siege1 and,
,1/ﬁ%dgé (1968), fgr examp]e,'exp1icated severaf such-mode1s in their paper

, dip cted to soc1o1og1sts, furthermoré they noted that corre]at1ons
-§8giected for attenuation were mere]y spec1a1 cases of their mu1t1p1e

&

indicator models. (One should note that the sociologists' preoccupation

¢
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with p>th analysis and causal models as approaches to m@nhuremant arror
we?e antlcipatod by bewe11 Wright nearly s1xty yaars agu. “For a summary

and appreciatlon of. wr1ght § seminal work tn’ srruuturn1 modullnq. see
¥
Go]dborger [1972] ) . . S £ v I e ‘-:f |
The problem with tha th1rd alternat1ve as noted by”® Hau;ertqnd o )

TR

B Go]dberger (1971) - and Lonq (1976). 1s 1ts casual approach towarﬁ‘statis~

<u?

",tjcal estima;1pr ‘Qd hypothesis test1ng.. The prob1em Lesul&i from oo
. N AV L I
over1dent1~ e mode]s, which. y1e1d mult1p1e e/;jmates of the assoc1ation5\
' | ~#
among 1atent var1ab1es. In- response , _sofe authors have chosen to ignore
one or moré of the 1dent1fy1ng vAt1ons e qaﬁ=B1a1ock 1970- Land, 1970 _
; ' 4
\\‘others have averaqed the est1mates froj the. severa} equat1ons (e. g., & {m
Hauser, 1970). A better alternative w uld be to obﬁaltjest{mates of Sthe, b,L\
overident1f1ed parameters by max1mum‘§1ke11hood est1ma on (MLE) These '

A ]
, procedures grew out of the work of Lawley (1943) but immense,compu- f{

%, ¥
" tational 1oad requ1red for their 1terat1ve est1mat1?n pXe entedgt e1r

app]1cat1on 1n pract1ce. Thus, the app11cat1on of move adequate sbat1st1ca1

procedures 1angu1shed until Joreskog (1966, 1967, 1969) d1sqovered an

,J*V efficient MLE computat1ona1 procedure, soon to be fo]]owed,bx a computer ag}

dﬂﬂhprogram for conf1rmatoryvfactor analysis (Joreskog, Gruvaebs and van y

Thi11o' 1970). The resu1t1ng var1ances and<§oyar1ances of the 1atent
factors could be used to est1mate the parameters of a structura1 mode]
assumed to ex1st among the ﬁ;ctors, and Joreskog and Sorbom (1978) have
provided a program which 1ncdrporates max1mum likelihood est1mat1on

procedures‘for both ‘the conf1rmatory factor analysis measurement mode]
/

3‘ and the Tinear structural model among the factors. This program s ca]]ed

LISREL, an acronym for linear structural relat1onsh1ps, and possesses ther

" &
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potential ro' rqyo?utionlzlng the way socia’l’ stienti:ts test hypurheuired
re1atlonbh1pp among thegretlca). unmaasured latent. %df1dh|ﬁﬂ. Yat |
has{en to taut1onfboch users of LISRhL. and- thoye whn would untritixally
"*accept lIbR?L solutions; strong models, wh1ch yield usefut jnfovmatlon,
result From(researchers who know their :ubJect Matter, and who postulate
| disprovable Nypotheses (Platt 1964), As Fooley (1978) ‘reminded us,
o somet1mes a s1mp1g?tont1ngenc¥ table analysis prov1des better causal
estimates than more ‘comp Fex est1mation procedures when the reaeﬁrcher

gsing the cont1ngency tab]e uses the" right var1ab1es, and ther?Py contron

for a]ternat1ve exp]anat1ons for observed assoc1at10n§ dklEBEL is, a
v [ ,u ~
therdforea 11ke most e;timat1on procedures, ‘1d to th1nk1nq about one S

/

_subject matter. It is not a substitﬁ%@ Re ders add ed1tors!) shou]d
not be lulled 1nto the belijef that LYSREL#w 1ut10ns @ﬁ@ jpggnfacto good
”‘ research Duncan (1975) drew the udz 1 d1st1nctdqh between thé easy part
3@{ of'eau5f1 mode11;:/(the est1mat10n of dausa] parameters, and their a?ggpraic

ma Mulation) andythe hard~Na}¢ (know1hg oné's }pbject matter and haV?ng

R
a styTish' apprec1at1 n-of a]ternat1ve exp}éﬁgt1ons) ‘ Sp1v1ng the easy k
prob]ems shou]d»nof<:1sléad anyohe to be119ve that the hard prob]ems havenw

been'resolved ‘This paper w111 become d1$:;§u1t enough,both smeDJ1ca11y

and a]gebra1ca11y, but does: not/even appro

0
s

f -

doing good research. . L
s ”ﬁ . ¢ '
The purpose of th1s paper ts to provide amhonmathe ‘t1ca1 introduc-

-

. tion to LISREL. “ Those 1ntere%ted}£n bhe b sic pqpers tha
F») v /l ‘ : hﬁ‘ﬂl

mathemat1cs of LISREL may read dgreskog an Sorbgh (1979) Those inter- "fj”

ested in read1ng well- founded app11cat1ons of LISREL (oﬁ ear11er versions

4 AN

of .the -program) may read Mason, et. av (1976) and Mare and Mason (1980)r‘%'

the complexity 1nyo1vedi?n Zﬁkyﬂ

.: ) - Q,-';\‘
devglop;the ,fyt

L
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who analyzed the errors (nvalved in children's reports of parental
characteristics; Wialby, et al, (19£7), who analyzad a LISHEL mudel af
status attatmment and compare the resulting estimates with QLS astimatas;
and Warts, et al. (1977), who develop a shiplex model of acadenic
achlevement aver tiwe. Fur those Inrerastad in dltarhative introductions

. to the apalysis OF tﬂVdedHtﬁ structures, soe nur (lﬁ/i) or Lang (19/6),

SPECIFICATION OF A LISREL MODEL

In.presenting any causal moQ}l. it is convenfent to use a path
dlaqrdm;..dneﬁsuch model is shown In Flgure 1. In Flgure 1, variables
< enclosed 1nellipses are 1ateht, dnohserved variabies; varfables enclosed
v | .
1n‘rectang1us are manifest, observed variables; the unenclosed variables
represent errors of measurement and residual errors of pred1ct10n. A
‘ one-way arrow represents a hypothesized causal effect; the arrow poinrs
toward the affected variable. A curved, doublejheaded arrow répresents

s ®

a correlation to which no causal interpretation is attached. Dashed 1ines
represent associations added to the mode] in subsequent analyses; these
will be explained below. . »
Before proceeding to discuss the model in Fﬁgure 1, let:me explain
why the d1scuss1;n is couched in matr1x notat1on represented by Greek
uﬁ'ﬂ]etters. These’ mereJX follow the trad1t1on estab11shed by Joreskog; - thus,
learning the notation, once pays off when reading any of the basic papers
on conf1rmatory factor ana]ys1s Moreover, setting up the LISREL
computer program involves spec1fy1ng ‘the type and size of several matrices,
*and involves specifying whether the e1ements within these matrices are

fixed at prespecified values, or are free parameters‘to be estimated by

v




Figure 1. lISRLl Model of the Development and Stability of Attitudes Toward

Work and Family; white High School Graduates, 1972 (N= ISI)
&
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n redding the LISREL 1iterature, aid in us iy bthe LISHEL peogram,

there ave elybl matvices In the LIWEEL model | and a iz ting n}
them will help ta unders tand the Alscusston ta follow,  One Baste Jdist i

tiaon ta keap To wmind iy belween caenaus var fables, whose Causes e

unanalyzed tn the model, and emdagenons varfahles, whose auses dire

-

dne Tuded in the model . Another d1sUin f1on o made betlween fhose maty foes

that define “The measvuwrenent portion of the model, and those matifces that
define the <tructural portd on of 1 he modet . The measurament model i
defined by two regression matvices, and two VJV‘JH(U.LﬂVﬂrqﬂHAﬁ MAtr i
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VArTance-covartance matrix anomg the orrars o Sednureien

tor the p endogqenous manitest vartables, when ane g oooon
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speciftied to be a diagonal matrix of order o;
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endogenous factors Th1s 1s not a'shortcom1ng of the LISREL mode] but

is 1nherent to the model.'s mathema 1ca1 1og1c. Thus, LISREL est1mates .

o
are unstandardized ‘even when ana]yz1ng a corre]at1on matrix; standard1zed

so]utlons? are.ava11ab1e in LISREL by adJust1nq the unstandard1zed

| ,est1mates by est1mated standard deviations for the,E and- m factors.
. RN

‘>,The exacg\igec1f1cat1on Qf these so]ut1ons is g1ﬁen 1n Joréskog and v

. Sorbom G1978, p. 60). N ".-~f4:,; .;*g;?;r: o ;:, o

.. . . .
' Al ‘ B - o

" THE 'STRU,CTURAL MODEL =

With these matrices in mind, we may again consider the model
depicted in Figure 1, and then expreés the re1ationships in matrix terms,

Figure 1 represents a longitudinal model of the deve]opment and stab111ty

{

of att1tudes toward work and faml]y Respondents in the dtional
{
Long1tud1na1 Study of the High Schoo] Class of 197,

'(see Levinsohn, et
al., .,1978) were asked "Howu1mportant is each of the fo]]owjng’to you in
}our 1ife2" r
| A. Béing successfu] in my line of work,
Finding the r1ght person to marry and having a happy
_fam11y,

.. Having lots of' money,

Being able to find steady work,

X m (ep]
. .

Living close to parents and relatives,

Q: Getting away fromatbjgzarea of the country.
Items A, C, and E were used as indices of attitudes toward work, while
items B, H, and (theyadditive inverse gfi) I were used as indices of

attitudes toward the family. (Items omitted from this 1list dealt with

o

ko



measures of commun1ty or1entat1on ) The respondents were asked to 1nd1cate
whether these statements were either not 1nmortant, somewhat important,
~or very important. The items were thus scaled or rescaled such that
higher numbers reflected more imporsance; but item I was scaled to 1ts
'add1t1ve inverse. There is 11tt1e reason to bg concerned about the
ordinal measurement of the manifest 1nd1cators, they are assumed to be
1mperfect 1nd1cators of under1y1ng interval-level scales. It is granted
without question that the ord1na1 measures are not exactly 1somorph1c
with the underlying latent var1ab1e assumed to be normally d1str:buted
and therefore eff1c1ency 1s lost to the extent that there is a 1ack of
'correspondence. This may be. thought of as a form of measurement error, .
% and in no way suggests that interval-level stat1st1cs are 1nappropr1ate1y
applied 'to these data (see Borgatta and Bohrnstedt 1980).
~ These attitudes were measured twice (in th1s appfdcation in 1973
and 1974), and - the model specifies at time 1 that latent attitudes about
work and'fami1y are caused by the respondent's abi]ity, sex, and the v
~socioeconomic status of their family of or1g1n. At time 2, work and .
- family attitudes are specified to be caused by the previous expression
of these attitudes. Thus, socioeconomic status, sex, and ability are
assumed to cause work and family attitudes at time 2 only to the extent
that these exogenous‘variab]es'affect the development of the same
attitudes at time 1. Furthermore, no causal nexus is assumed to exist
between work and family attitudes at either time 1 or time 2. The causal
mode1 among the latent var1ab1es is therefore h1erarch1ca1 but not fully
'recurs1ve, in another context Wolfle (1980a) has ca11ed such models

block-recursive.

%

|
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The specification of this causal model is arguable. For eXample;
how realistic s the postulation that the exogenous variab]es‘hare no
direct‘inf1yence on work and family attitudes at time 2 ? }n this case,
the postu]ation is easily testable. One may simply respec1fy the model

4 With the appropr1ate paths included, and determ1ne if the paramete§#
| estimates are equal to values w1th1n appropr1ate ‘ranges expected by
chance if the parameters were in fact zero. In another instance, why
specify that work at time.2 depends upon family attitndes at time 1,
o and converse1y @hat family at time 2 depends upon work at time 1 ?

Why not instead specify that work and fami]y,at time 2 are reciprocal
causeguofdeachvother? :In‘this case, there is no statistical test to
”ta11 back upon. To permit both sets»of effects ereates an underiden-

tified model, wh1ch has no un1que so]ut1on. Thus; one must choose- between 'é
mode]s on the bas1s of one's know]edge about .the sq?gect matter, or the
ana]yt1c purpose of the model (see Wolfle, 1980a pp. 203-204) . To the
extent that the reader finds these cho1ces 1mp1aus1b1e thus will the
results be implausible (regardless of the method of est1mation) In my

. view, the ad{g:tage of path d1agrams and ana]yses of structural models is
that their pr entation requ1res a degree of exp11c1tness which a]]ows
readers to decide for themselves how plausible or implausible are the
mode]s | ' )

In essence, all we have considered so far in this discussion of the
structural model are the two matrices of regress1on effects, gamma and
beta. There are two further matr1ces to consider, phi and psi. Phi is
the symmetrical variance-covariance matrix among the three exogenous

factors; this matrix will have five unknown parameters to be estimated --




.f"1o-_.' ‘ o

three covariances, and the variances of the soc1oeconom1c and ab111ty
factors. Here, sex 1s shown to be a\mamfest variable, hence its var1ance .
is known a prior. Ps1 1s the variance-covariance mathx among the four

g4 (i =1...4), In an initial estmatmn, this matrix is assumed to

-

be a d1agona1 matrix, 1mp1y1ng ‘that none of the res1dua1 terms are

~

correlated. Later apphcatmns w111 relax this assumpt1on. . N

These re]atmnships may be expressed a]gebra1ca41 1&5

A\ -

ny = Y1151 + Y1‘252 *t yi383 t 5,

/ . Wnp = Y2151 + v2282 * Y2353 + L2 -
~n3 = B3zinp.t Bszonp * §.3 o v
Tony = 3’41”1 + Byony t gy

u ;
Rearrangmg the equatwns o) that all of the eta vamab]es are to )the

Cleft of the equahty, allows the expressmn of .this set of equat1ons in

m/tmx notat1on' . : A : T
‘ : : N 3 ]
Tayerge, 0 0
. b o . - ' ’ /‘\\\\ o .
where rj'. = (n1s Nzs N3y Ny, . E' = {c1, 22, T3, 2y), and §'" = (815 £35 &3).

B is a 4 x4 matrix such that:

1.0 0 ‘ 0 0 .
0o 1.0 o0 0
B = .
- -B83; "-B3» 1.0 . O
-By1 =By 0 1.0 e
L J .

I is a 4x3 matrix such that:

o)

k-
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%
- - .
Y11 Y12 Y13
LR L (X . :
- 0 0o 0 N
< « . o
00 0 s
. . , LI ' !
Furthermore,.let v = diag (v, v,, wi@ $y), and: .
‘ r “ f A T - 0w
) P ’ R o | .
11 e . .
IS 3 S FP
. ﬂel 932 O33| ,

in which cJ denotes the var1ance of s . and d*k (i # k) denotes the

R R "

- -

" ‘covariance between f and Ek

. - «
+
I - 8 - é k/

Est1mat1on of the free parameters-of these matr1ces in LPSREL requ1res

. that the user spec1fy for each element .in each matr1x whether the e1ement

.

is free (a va1ue to be est1mated by the program), or f1xed If\the

1atter the usér has to spec1fy the fixed va1ue. For example, the

’

d1agona1 of B is to be f1xed at‘Un1ty, but other e1ements of B and some |

in I' are to be fixed at zero. Furthermore, oy, iS to be f1xed equa] to

o

‘_{4 R ’ j

. . .« o
s
~ o
.
-4 s

In the strutturai portioh of:the mode],itpe vectoreﬁh,and g are not

" the var1ance of the man1fest var1ab1e, sex.

THE MEASUREMENT MODEL,

-observed, but y =’(y] .. .y]z) -and x
that

(x].‘.. x8) are observed, such

<
1]
¢
4
]
+
o
-

N
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A{*ME’ o | |
in which € an § are vectors ofsersgrs//t measurement in y and x, .[:
respect1ve1y These errors of measurement represent both specific and ‘
‘random components of var1at1pn (A1w1n and Jackson, 1979) 'The vectors P

<€ and 6 are ‘assumed to be uncorrelated w1th n, E, ‘and Zs but may have *

e1ements 1nterna1 to ‘each wh1ch are corre]ated to-oth'er e1ements of the

[

_same vector (LISREU does not perm1t elements it ¢ to be corre]ated w1th

P e e

«_ elements in 6 but th1s is eas11y evercome by speclfy1ng a11 of the

variables to be endogenous ) The matrices A (12)(4) and Ay (8)(3)

* [- are regression matr1ces. | - . ;;// i o \ >
\ . .

In th1s ana]ys1s,,sﬁc1oeconom1c tatus of thé respondent S fam11y

'

hvliof origin is indexed by

N P

_ather s occuy ational status, father S educat1ona1 '

atta1nment and mother S. educat1ona j tta1nment These man1fest 1nd1cators

" were taken from the NLS data f11e V2468 V1627 and V1628 respect1ve1y

< (see Lev1nsohn, et a] ., 1978); these measures were compos1te var1ab1es of

1

, the f@ther s Duncan (1961) soc1oeconom1c indéx, and father s and mother S
/

2ducation. This model Spec1f1es that thése three var1ab1es have a common

]
A -t

cause, assumed to bé‘fam111a1 soc1oeconom1c status. The model is not

/”'ﬁete<§1n1st1c, however, and assumes that the under1y1ng factor does not

gomplétely determ1ne the: ob%erved variation in the three manifest )

N

var1ab1es, th1s Spec1f1cat1on is represented by the three 61 (i = 1 2, 3).

|
|

These error terms have been 1oose1y ca11ed errors of measurement but in
|

fact contain both randomlind specific errors-of prediction from the

LE ' , . ' \

under]ying factor. . . ‘

P
@)
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- Aiwin and Jackson (1979) have’dtscussed the'setera1 measurement
- models that are app11cab1e to such models. There is therefqre no need to
. go into such a discussion. in detail. A brief revwew, however, will
sens]t1ze us to-assumpt1ons being madeﬂahoht the models of measurement.
Consider the’three equations from socioeconomic status: - .
; . X1 = A€ + ey + oy i% \F\\'

\

X2 = X216 * e + up ¢ : . - T

X3,7 X318 * ey +.U3a{:

-

in wh1ch the x are the thre//han1fest variables spec1f1ed above; A, ] are A

st

regression coeff1c1ents, € is a 1ateqt\factor of soc1oeconom1c status,
?4

-ei are random components of .error; and u; are-components of error spec1f1c
* to each ‘manifest variable. In pract1ce the e, and u are inseparable;

akl one is ab]e to est1mate are the ﬁ = ei + u..

b

A metric for 51 is 1mposed by set¢1ng A11 1.0; as’ a result the .
A1] have arb1trary 1evels, but regard]ess of Wh1ch .one of the Asq are .

spec1f1ed to be unity, the rat1o of the A, i1 to each other‘wi]] be
constant. If the equations aboﬁe are squared, and expectations takenr' .

’
- i .

. [ K . .
one obtains: , ‘ . _ }

52 =02 + g2 4.a2
g .ag g —J=
X1 & e uj

02 =1%,02 + 02 .+ o2 ' ' SR

e : Xp g1 ez JUZ ) - . ) -
02 =A2,02 + g2 + g2 RO . BV
o %1 g e u“ o . .

X3 -81 . e3 3 .

This is called a common-factor measures model; for each manifest variable
there exists a component of error that is’'due to random error, and a g

-

A . ' :
Sy SO T
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* :component specific to each manifest'yardable;* LISREL* assumes as the mo$t

N : : ' A L . L
‘general case the common-factor model, which is not a classical true-score :

model. Therefore; if one wants to ihteroret?the coefffcients in terms of

R
c1ass1ca1 true-score theory, one has to make restr1ct1ve assumpt1ons

t about the nature of the error term. Joresko (1971) wed~@he common-"

: ,factor model to c1ass1ca1 true-score theory by def1n1ng the qongener1c

measures model. ‘In such Q mode], each .of the manifest var1ab1es, X

is assumeéw'o have a separate true score g] 5 wh1ch are perfect1y (r
v corre]ated w1th each other, with the 1mp11cat1on ‘that a random var1ab1e,

£ exﬁsts such that all of the 511 are 11near]y re]ated to it:

M

By T Myt e ‘?] )

A

By making .the further assumpt1on that the errors across measures are

ent1re1y random (1 e, Uy ='0), and because Xy = &5 ¥ e1,>1t;follows

that: . Vo ot ~
- o . ‘ R

. =y fAE, te, to T

S B TS B B , , :

Y

;f;these;three equations are squared, and expectations taken, one obtains:

v B .
b}

2 = 52 2
o] =0g< +o0
g X1 €1 e
: 2 =32 42 2 :

gr = A5.0¢2 + g0 S

X2 2178, e . SN, . ;
52 = 12 02 + g2 -

X3 : 31 gl €3 e

A}

" Alwin and Jackson (1979) suggest that it is difficult to imagine a latent

factor so pure that a11 var1at1on between its manifest 1nd1cators is due

3

':vto the factor alone. The congeneric measures’ mode] is thus an ideal to

_ be sought after (Bohrnstedt and Borgatta, 1980). As we will see below,

Lo
i
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‘the model being djscussed,in this paper exhibits some congeneric

v

constructs, but’ others def1n1te1y fa]] short of the ideal.

o

If one is willing to make a further restriction in the measurement

“model, namely that Al1 ® A1 = A31, the model becomes:

Y :
~2 = o2 2 . .
) =g + o .
CoXy €1 e . . :
C * 3
2 = 42 2 . 8
.o =90¢- '+ 0o .
Xo €1 e.z
2 o 2 2 . . ‘
g = + R
. X3, 051 ,083 >, . _ . : ,”.

e ~

which is called a tau-equ1Ya1ent measures model. The LISREL program
allows users to Spec1fy, i add1t1on to f1xed and frée parameters, para-

© .meters that aré equivalent. Thus, the tau- equ1va1ent model may be
. . ' ' N
estimated by specifying x;; = A5, =23, , on the assumption that u; =0,
~which imp]ies‘that % 5. =0 for all i # j. . o .

: LRV
F1na11y, by spec1fy1ng not on]y that us = 0, and that Ap1-= A21°= A31.,

but - in add1t1on that o2 =02 =02 , one obtains the parallel measures

1 €2 €3 . .
model: - e 4/ : / §
. . .2-_ _ 2 2v '_ ) N N
lof =g + g
X1 . & e - .
. . a’ . ﬁ,‘ . -
: 2 = 42 4 42 - , ' -
o] =g o] . - .
N X2 . &1 € A
o} =g +' g o ,
X3 .El :

\
-

This is the most restrictive, least seldom seen in app11cat1on, of the

.
MY

"measurement models. | S - | ;

T

Of these mode]s, this analysis assumes that father's occupational

status, father's:education, and mother's education are congeneric measures
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of secioeconomie‘%tatus This assumptlon implies that uj (i =1, 2,3)=o0;
yhat is, the only error of prediction 1s random, A.test of this assump-
tion is poss1b1e to the extent that the overident1fying‘restrictions n thef’
measurement model may be‘re1axeq by permitting covariance parameters
. among measurement'error terms to be free pahameters in the model.
;A second exogenous variable, sex, is included, not as$ a latent,

. - , s
factor, but as a single manifest variable. This variable is a%tomposite
.measure of sex- (V1626) taken from the NLS data file (Levinsghn, et al.,
1978). It is incorporated into the LISREL model by specifying:

X4 T G2

'that,is; qu_;1.69 and §, =40, : \ .
'Seveha1 ability subtests were administered to the NLS respondents
during their senior year ef'high school. Four of these, reading. (V618),
1etter groups'(V619),'vocabu]ary (V614), and math (V620), are assumed A
to: be congener1c measures of .a ‘tatent ability factor
" The measures of the endogenous latent factors, ,work and family, haVe

‘been’ descr1bed above Here we adopt, a common-factor measures model,

because it. seems un11ke1y ‘that the u/‘=‘9;\\1nce errors of measurement
of a part1cu1ar att1tude at t1me’1 are 11ke1}\tg\he\eorre1ated with
the corresponding errors at time 2. ‘ e
" The measurement port1on.of the model 'is defined by 20 equations,
l~ re]at1ng each . of the 20 manifest variables to its respective latent factor
These have been om1tted here the measurement model is more eas11y\
represented in matrix notat1on For the exogenous variables, the

'

appropriate equation is:
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‘)- X2 - )
“1n‘Wh'iCh ).Sl = (x]’ X8)’ E' = (81’ 52’ 53)) f' = (61’ LI ] 58)3
and " \
-~ g
r.. \//— - At
1.0 0. 0 -
{ \a; O 0 \
A3 0 0
o 1.0 0o ‘
= ' . /
A;( =
~ 0 -0 1.0
0 0 A3
0 0 Ay
O 0 Aga . ’ . . ' W

Furthermore, 1et e be the symmetr1ca1 variance-covariance matrix among
the 6 (1 =1.. f8). In1t1a11y, this matrix is assumed _to be diagonal
(all off-d1agona1 elements are f1xed at zero) with- the further specifica-

-tion that e =0, ' : ' B X
Sy L : S

. For the endogenous variables, the measurement modefuis defined by:

Y

inwhich y' = (y;5 ..., ¥9p)s 0" = (n1s nps ng, n)s €' = (ers e a5 €12)s

and

D , ,
~ D s e




18

1.0 0 0 o |
\a) 0 0 0
A3 0 0 0
0 1.0 0 0
0 XS; 0 0 ‘
0 Aga 0 0
v 0 0 1.0 0
0 Ag3
0 0 Ag3 0
0 0 0 1.0
‘ 0 0 0 M1
. 0 0 0z

<

Furthermore,-let,ge_be ﬁhe symméfrica],yariance-dovariance'matrix among
the € (i=1...12). Initially, this matrix is assumed to be diagonal.
This completes the definition of the initial LISREL model. Below
. we will consider certain alterations of‘the model, some to be made on
practical grounds, some to be made en the bas1s of more theoret1ca11y

oriented concerns.
IDENTIFICATION OF THE MODEL

Before the model is estimated, the 1dent1f1cat1on prob]em must be
examined. In the f1rst case, an equat1on such as:

X = AE +6
cannot be direcf1y estimated,:since evekything on-the right side of the

7~
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equation is unobserved. Thus, the covariance structure of the observed
variables is analyzed:in terms of the postulated causal structure. If
the equation above -is multiplied by x','and expectations taken, one

obtains the variance-covariance matrix of x:

T = E{xx! = N+ 5\‘_ s C\iﬂ%
~x ' ‘-(..)f ) E[(.-x: ~/\~x: ~! < ‘
= A_dAl + o,
xZix o Ys
e . \t) .
In a more complicated way, the variance-covariance matrix of y, and the
o %

covariance matrix, ny’ may be derived (see, for example, deg, 1976).

Analysis of the model in terms of cqvafiancefstructures does hot,

_however, resolve the identification problem. The mode1.wifﬁ be under-

‘identi?ied unless certain contrain§§ are made. Specifically, there must”
S /r“ 7

Y

be fewer free parameters than there are elements in the Tower trian
N , hv/ v

of the observed variance-covariance matrix, including the diagonal.

If there are t free parameters, then: )
: s 4 . ©

t < (4)(p+q)p+q+1)

In this,mode],.p =12 and q = 8; thus t must be less than 210. As

specified above for the structural portion of the model, there are 4

~ free parameters in B, 6in T, 51in &, and 4 in ¥. In the measurement

portion of the model, there are 8 free parameters in Ay’ 5 1in Ax’-

- ~

12 ino_, and 7 in o

s+ Thus, t.= 51, which is clearly less than 210.

_Unfortunately, this condition is necessary, but not sufficient, for

identification.
In addit{on, each and every equation in the model must be identified.
In the measurement portion of the model, this may be accomplished by

setting one element in each column of the two A matrices to some fixed

s

L Bt

-~



value, usually 1.0. This becomes the reference indicator, and serves to

provide a metric for the underlying factor. One may alternatively .fix
4

~

the variance of the underlying factor; this is commonly set to unity when

énalyzinc standardized-solution medels. Notice, however, that this isj
ssible only for Lhe exogencus racters in the @ matrix, The variancss

" of the n factors may not be fixed. Thus, reference indicators must be

specified for the endogenous factors éven when analyzing é correlation

matrix. In each column of Ax and Ay there must also be ore fewer zeros

than there are n and m factors respectively. Examination of Ax and Ay

~ ~

reveals that there is 0 in every column, and at least 2-zeros in each

column of fx and 3 ze each column éf fy' Satisfaction o¥ these rules
is still only a necessary condition for identification.

The stchtural portion of the model must also be internally .
identified. This means thaf excess ‘degrees of freedom in the measufément
model may ngé be used to identify an underidentified structural model.

In this case there are () (m+ n)(m+n+1) =28 variaﬁces and covariances
in the sEructura] mode]l, and 19 free parameters; thus the-stfuctura]

model satisfies the counting rule for identification Uhfortunate]y,

| it is often difficult to deFerm1ne if every parameter is estimable, and
}Kp&e exists no general set of rules that applies to every model. Rules
have been developed for certain types of models (see refecgnces in Joreskog "
and Sorbom, 1978, p. 10), but the so]ut1ons are often ted1ous

Users of LISREL should be aware that the program does provide
so1ut1ons for under1dent1f1ed models. Under1dentification simply meaﬁs
that there 1S no unique solution to the model; the LISREL program simply

stops when it finds one of the solutions. Use different starting values,
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ahd qne would obtain another so]ut16n. This fo1b1e of~LISREL has~caugﬁt

£

at least one author unawares, who published h1s substant1ve 1nterpretat10n

of an underident1f1ed mode] Fortunately, LISREL does provide a check

for identification. The iterative subprograh that calculates the'
‘standard errors of the est1mates beg1ns by ca]cu]at1ng the 1nformat1on

matrix for all the independent unknown parameters.

If th1s matrix is pos1t1ve definite tt is almost certain that
the model is identified. On the other hand, 1f the informatidn
"matrix is singular, the mpde1 is not identified and the
‘ following message will be printed ”
| THE n-TH FREE PARAMETER MAY NOT BE IDENTIFIED .
This is a strong indication that the n-th free parameter in the
pattern vector is not 1&ent1fied ‘The n-th parameter is usua]]y

“the ]ast parameter in a group of parameters connected in an

F

1ndeterm1nacy (J6reskog and Sérbom, 1978, p. 11).
t ' . l‘;i@

As a result, it is recommended that one always request on the program's
output parameter card that the standard errors be calculated and
printed. Publishing these standard errors is in good taste, and |

should also be encouraged. _ N

<

ESTIMATION AND TESTING

N . |
The independent parameters in the model are estimated by the method

, _ : 4 8 .
of maximum likelihood estimation as described by Gruvaeus. and Joreskog
(1970). Th1s method assumes the distribution of (y , X ') is mu1t1var1ate

normal; the loss of eff1c1ency by violations of this assumpt1on has not

2
~1
<
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yet been established.  The estimation problem 1s essehtialiy that of
fittinq the variance~covariance matrix jmposed by the mode] to the sample
variance-covariance matrix.. A f1tt1ng function (see Jdreskog and S8rbom,
1978, p. 13) is minimized by using first and second order derivatives,
and converges rapidly from most arbitrary starting points. If there

are several ]oca] minima of the fitting function. however, there is,

" no guarantee that the method will: égnVErge to the abso]ute minimum.
AUsers are well advised to reestimate mode]s w1th different starting
va]ues in case the program has converged -to a local m1n1mum of the
fitting funcation.

When the maximum 1ikelihood estimates of the parameters have been
ohtaihed, arxzemeasure‘(as distinguished from X2, which is the sampling
distrdbution to which X2 is compared) .of overa]] goodness of—fit of the
model is ca]culated. This statistic may be reqarded as a test of the
specific model against the most general alternative that the estimated
Variance~covariance matrix‘is any positive definite matrix.- The‘likeii?

hood ratio X2

statistic is ( N/2) 0 where Fy 1s the minimum value of,
.the fitting function, and N 1s ‘the sample size. In 1arge samples this -
stat1st1c is d1str1buted as X2 with degrees of freedom:

df = () (p+aq)ptq+l) -t ,
where t is the number of independent parameters. This test tells if the
model fits or does not fit; but if the Tatter cannot tell where the
model does not fit. | |

The 11ke11hood rat1o X2 stat1stic 1s‘sens1t1ve to even sma11

deviations from perfect fit. Part1cu1ar1y when the sample size is 1arge,

o

<8
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it 1s common to find large, or even very large, values of X2 relative to
the degrees of freedom. When the samp]e size 1s large, one common rule
of thumb is to adopt as appropriate a model in which X /df is 1ess than 5,
‘ Another alternative is to fit a more restr1ct1ve model against a
less restrictive model, and to compare the resulting two X measures,l
The difference between the two 1ikelihood ratio X2 measures 1s distributed.
approximately as x° w1thldegrees of freedomieqUa] to the difference Th the |
number of {indgpendent parameters in the two models. If there is a large
drop in X2 from-one model to the other re1at1ve‘to-the di fference in
degrees of freedom, then the changes made in t'e second model represent
a real improvement 1n f1t These procedures will be 11lustrated below; -
Bentler and Bonett (1980) have-1nve§tigated s1gnificance testihg in
models such as these. _

| Sometimes changes in mode]s can be suggested on the basis of 1og1c
For example, the model under consideration in this paper postulates no
d1rect effects from the three exogenous factors to work and family
attithdes at time 2. If the initial model. does not fit, perhaps it
would be wiseuto‘relax th1s'restr1ct1ve assuhption, and see if the new
mode produces a real improvement in the fit. In the measurement portion
of this model, the initial model as specified assumes that the errors of
measurement for work and family att1tudes are uncorre1ated.from time 1
to time 2, However, it is often the case that such errors of measurement
are corre1ated. Accordingly, a new model may be estimated with these
covarianceslincluaed_as free parameters. The difference in X° measures

would tell us whether the errors of measurement were in fact correlated.
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At other times, changes in the model may be euggested by an inspec-
1t1on of the first-order derivatives of theAf1tt1ng function with respect
to the fixed parameters. This table is available in LISREL, and 1t is a
good practice to request its pr1nt?ng. Srbom (1975). has published a
useful example describing how the procedure works in practice.  One may

want to relax the restriction in the(model which is least probably zero.

The table of first-order der1vatfves sug s which fixed parametef if

set free will give the largest decrease in tfe fitting funct1on.‘ If
do1ng‘so does not violate the 1og1e of the fcausal structure, one should
find the fixed parameter whose abselute va]ue of its f1ret-ordef'dek1Vat1ve
is the greatest. A new model is then fitted with the restriction removed;
and the X2 measures from the two models compared to see i1f the less:
restrictive model provides a significant improvement in fit. In aey

event it is wise to keep in mind JBreskog's adV1ce, "Ultimate y the
criteria for goodness of the mode] depends on the usefulness ofjit and

the results it produces (Joreskog, 1969 P. 201) "
THE DATA D

Data for the model dep1cted.in Figure 1 were obtained from the
National Lon§1tud1na1 Study of the High School Class of 1972 (Levinsohn,
'n et al., 1978). The NLS was designed to provide data on the development
of the educational, voeationa], and"persenal aspects of the lives of
: ado]escenfs as they make the transitionvfrom_high school to the adult
world. The population ana]yze? here includes only those white }espohd-.
ents who completed the study's abi]ity tests‘in their senior year of

high school. There were 12,844 such respondents. From this group,
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ﬁii a random subsample was selected, and correlations calculated for all
those with 1istwise presant‘dafa.' The analysis to be descr1bed beld@
was therefore baged on 751 wh1te‘respondents.»’The corralations and
standard\dq¥1at1ons for the 20 var1ableslafe'sdown in the append1x.‘

FITTING'THE MODEL

¥

. Because LISREL 1s an iterat1vewprogram, it must be provided W1th
starting vd]des for all of the‘eIements 1n1evenj matrix not defined to
be either en'1dent1ty matrix or a zero matrix. The default value
assumed by thelprogramnjs zero, so only these start1ng values for
non-zero fixed parameters, and free parameters need be spec1f1ed
These start1ng values may be chosen arbitrarily, but must in the first:
1terat1on prodUCe an est1mated variance-covariance matrix wh1ch is
pos1t1ye definfte. If this does not hold, the program. terminates
abnormally, _ » |

Se]ect1ng appropr1ate starting values is not a]ways easy. Because

“the correlation coeff1c1ents of one variable with two other var1ab1es
restr1ct the range of. the corre]at1on\coeff1c1ent of the second and
third var1ab1es, it is possible to.generate estimated" corre]ations or '“;

. covariances in the first iteration which are 1qterna11y inconsistent.
Indeed with the model at hand several d1fferent sets of start1ng
values were required before,the program would run, It is a good idea

'to.crease’Simp1e summated factors of the variables in the analysis, and
use OLS regress1on to estimate appropriate starting values of LISREL.

Not on]y does th1s help avoid the problem of producing a nonpositi&e
matrix, but it reduces the computer time of LISREL by promﬁ?1ng it

». [t

&
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start1ng values more 11ke1y to be close to those in the final solution.
(ay the way, a m1stakg 1 f1nd myself repeating 1s to forget that o
e]ements in,8. Jre reversed \n sign.) | |

We w111 now turn fB the presentation of results for'the mode] \
described above. Summarywjoodness of-fit statistics will be presented
for a number of speciﬂcetiens. -When a model is found deemed to be
best, its parameter estimates will be discussed 1n substantive terms.

- The summary measures of%goodness -of-fit are shown in Table 1,
Model A of Tab]e ) assumes errors of measurement are entirely random,
and imposes a causal structurefamong the latent factors as shown in
Figure 1. The 11ke11hood ratio X? value for this model is 715.29 with
159 degrees of freedom. At firstﬁbHuSh,'this va]ue suggests the model
does not fit the data very we]] but there 1s more wrong with this
mode] than a mere lack of f1t An examination of the LISREL est1mates
‘(not shown here) reveals that the resjdua] var1ance for fami]y at time
'_2 is a negative number. " This occurrence a]]*too frequent is known as
the Heywood Case (aprocrypha]]y after the Rev.,Christopher Heywood, who
kept com1ng up w1th a negative number of ange]s who‘tou]d-stand on the
head of. a p1n) Var1ance est1mates zero Or greater are logically
permissable; negat1ve values are, not It 1s ent1re1y poss1b]e, however,
as in this case, for maximum 11ke11hood estimates to converge at a value
less than zero. The standard f1x for the Heywood Case is to constrain
the offending var1ance to zero, or a sma]] positive number. In this
“instance, yy, was set to zero, and the mode] reestimated Substantive]y,

this means that family attitude at t1me 2 is assumed f% Jbe perfect]y

pred1cted by some linear comb1nat1on of fam1]y and work ett1tudes at



Table l. Goodness-of-Fft Stat1st1ca for Models of Development and/
Stab111ty of Att1tudes toward Work and Fam11y :

 Model ,= S dr prob. ax®df. Prob.

A. Random errors 715.29 159 0.0
B. Random errors; y,, =0 ~ 744,81 160 0.0

‘€. Random errors;-y,, =0; N R ‘
Yy, free - : 733.97 159 ' 0.0 10.84 1 .001

D. Random errors; wuu.”O; _
Y21s Y33 free 731.02 158 0.0 ) "2.95 1 .086

E. Random errors; y,, =0; : o . .
Y21 Wy3, T free 728.00. 152 0.0 5.9%2 7 .543

F. Covariance betwéen work
and family errors time

1 and time 2; gy, =0; u E : ) |
¥, free 333.85 153 0.0 400412 6 0.0

G. Model F, with o, free 321.57 152 0.0 12.28 1 .001

Hr Model G, with o, free 315.13 151 0.0 644 1 0N

I. Model H, with 06“1 free 313.04 150 0.0 2.09 1 .148
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tima 1, Th\ new result is shnwnlin’ﬂ?dal B of Table 1, By setting g,, = 0,
ane degree of fraedom has baen gained:fand the 1ikelthood ratio Xz 1s

744.,8] with 160 degrees of ﬁréédom. Afﬁ-qf the LISREL estimates in the

new model are‘1qg1call¥ipermi§sable. bﬁp'th X2 value suggests a poorly

fitting model. How should the model be- changed to see 1F a better

5i‘

‘f1tt1ng model 1s possibla? One reasonable strategy, suggested by Kenny
(1979, p. ]61).'&; to fit a'Just-ident1f1ed structural model. Any lack .‘f
of¥f1t of the md ei to the correlations could therefore be attributed to

" \ .

speci fi aﬂ@on

Is

§r$ in the measurémént model, This was dpné in stages.
An é%am1ﬁ :ﬂonfpf the first-order derivatives among_fhe structural
.“matr1ces p&bduceé&ﬁy%ﬂodel B sugge§ted that the covariation between
£, and czng.e.;?m§45\vas the value most 11ke}y-not to be zero. In
substant1éﬁ tefms, 8h1s indicates. that the thrée exogenous factors have
not exp];ﬁbed al]-éf\the covariation between fgmj]y attitudes agpd work
aft1tud4; at t1@g§1§hjt s 1ikely that the mulﬁfp1e partial corre]étion.
between;wQRK73 iég FAMILY73 is nonzéro. Perm1t£ﬁﬁg thjs;parameter,to be

free]ygéstimated in a new model, Model C, provﬂdés a significant improve-

_ | ‘KS;Jgt\of the model; the X2 Va]ye’1s 73@597 with 159 degrees of
- freedom, iT ; differerice between the szmeasuresgfor Models B and C is
10;84, which is distribufed as x2 with one deg}ee of freedom;.the value
is significant. ' | L "
An examination of the table of first-orderzderivative§ from Model C
revea]ed that, among Fhe fixed structural coeffiéients, Y33 was the new
value mos t 1ike1yvnot to be zero. This is the direct effect of'ébility
on work at fime 2. Model D was estimated with this value set Ffee, but

the improvement of fit between Model C and Model D was not significant,

e
s
Y
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Model E was estimated (as suggestad by Kahny. 1979) with the structural
portion of the model cumpletaly {dentifled, These rqsulta reveal two

| tams ofnﬂncarasc. First, the X“ value of 728,00 uu<uests a savera

lack of fit, but because the structural model“is compﬂate1y fdentified
(save for g, = Of:wé now know that the lack of fit mLst be 1n the
measurement portion of the model. Second, comphrihg the X2 measures of «
Model E with Model C reveals that the seven. additional parahetars sat:
free in Model E do not yleld a significant improvement in fit. That is,
the seven additional parameters d1ffer from zero only as a matter of
chance. Thus, our initial postu]at1on that the background factors do
not directly influence work and family attitudes at time 2 1s confirmed.
Furthérmore, the covariance between work and family attitudes at time 2

1s almost completely explained by the previous expkession.of these

attitudes. The only change we have made in ‘the structural portion of the ;i;

model is to allow the residuals of work and family at time 1 to covary;
this mére]y represents the inabi1ity of the three exogenous factors to
completely ekp1a1n their covariation.

‘Model C represents the best fitting of the structura] mode]s, but it
must be admitted that it does not fit very well. The model assumes that
errors of measurement are random, but the mode]'s lack of fit-suggeéts
that the assumption is not tenable. The model contains the same variables
measured at two different times. It is well known that when the same
measuring instrument is used at two or more occasions, there is a
tendency for the errors in each variab]e.to covary over- time because,of

memory or other re-test effects. Accordingly, Model F was estimated with

the errors for each of the three work manifest variables a]]owed'to cbvapy'

P
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\ .
with the aquiva]ent ervura for the quastinnﬁ repeatad at time ah the
aqulvalant parametars were also set free far family attitudes, ECumpaww
Is0n of the Fit of this wodal will ba made to that of Modal C, S\ncq
Model C was the acceptad structural wodel, The difference in Xz WGd$uPQﬁ
was 400,12 with 6 degrees of freedom. This 15 a maior 1mprnveman& in
fit, and suggests that we ware well advised to consldaw tha pusslbﬂl!ty
of correlated errors ovar time, L

[t 15 st111 possible, of course, for there to be other source% of
covariation among the errors of measurement. For example, respondeﬁt;
who exprass a desire forbeing successful in work may systemat1cally
over1dent1fy that response with the desire to have money. Thus, the
errors of measurement for these two questions will covary to the extent
that the underlying factor is unable to explain the covariation between
the manifest indicators. The chb1ce of ekamp]e was prophetic. An
‘exam1nat1on of the first-order derivatives of the fixed parameters in
Model F revealed 6831 was the.value most Tikely not to be.zero; this is
the covariation between the questions at.time 1 about being successful
in work and being able to‘f1hd steady work. Model G was estimated with
this new parameter set free. The difference in X2 measures between‘Model
F end Model G was 12.28 with one degree of freedom -- a significant
improvement in fit, A

The process continued. The first-order derivatives for Model)G
were exam1ned with the result that 9, €76 was discovered to be the value
most 11k\1y not to be zero. This is the covariation between the errors

for the question-about mov1ng away from one's fam11y, asked at time 1,

‘and the question about being successful in one's work, asked at time 2.



w0

One can see how this may be plausibly explained; raspondents who
systematically overstated or understated their desire th move away at one
thne may ha those who avarstate oy understate th&;r déai}a rnr'suaeea;
at, auuther thne,  [F 1 had hean‘unahlc to construct a plausible axplan-
ation, I would not have estimated Model H, which allowed this parane tey
to}he free. This dactston obviously want beyond the statistical
information avallable (see Blalock, 1972, p. 448), and reflacts my bhelief
that no model may be sald to fit, whléh‘phoduceﬁ uninterpratable resuylts,

Model H, when compared to Model G, suggests a signlficant tmprove-
ment in fit, An examination of the Fihst-order derfvatives from Model W
revealed nm.l was. the value most likely not to he zero. Model [ was
therefore estimated with this paraméTer set free, bug-the improvement of-
fit over that of Model H was not significant. Thus, Model H 1s accepted
as the best't1tt1ng'model to explain both the structural and measurement
properties of a model of the development. and stability of attitudes

toward work and family,

EMPIRICAL RESULTS | 5
This section presents the results from the measurement and structural
analysis of Model H, The measurement properties will be discussed first.

‘These results are shown in Table 2, and m1rror the LISREL so]utions

reproduced in the appendix which also conta1ns the LISREL program set
. )
- up used to generate the parameter estimates. ab]e 2 contains the
L

.....

parameter est%ma%es for the true score variances)error var1ances, and

the slopes of’ the manhfest variables as regressed on the latent factors.

f'uq
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Tahle 2, Model H Measurement Paramerar Estimates

/

Latant Martl Fast True Senre Fvrar :

Factar - Varfahlas* Varfance Vartance Slopa  Haltabitity

Work 79 VRS 0 A0 1.00% 096

Ve/ ' L 171 B B ¥

V6 BRI L 540 R

Family 73 V686 A9 . 1o 1,00 Lloe

V69?2 . 154 1.477 108

V69 : I P2 79 02

. Work 74 V14673 XY, 164 100 114

‘ VIH75 S8 1440 201

. V1577 - 143 2.20% 575

Family 74 V1574 , 035 161 1.00% 179

V1580 - .68 1.228 125

V1581 .382 271 .007

sogtoaconomic y)q6q 204,782 340,066 1.00% 376

V1627 72 .083 .891

V1628 .662 .04 .342

Ability V618 59,244 27.346 1.00* .684

V619 44,007 .705 .401

V614 42.170 .89 527

V620 B 37.382 .897 .560

* Fixed parameter.

** Variable labels from Levensohn, et al. (1978).
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The last column shows the estimated religbtlity Coarficients, These Ha
.ﬁa sytimatad by
v (adfad
{j( !1, !'}
(Walkla, 1980b), whare Afl 13 the eatimated slupe OF the |-th manifest
variable reyressed on the j-th latent factor, ui I the estimated varlance

.uf the j-th latent factar, and of 15 the sample variance of the i-th

|
manifest varfable; or they may be estimated by: e
(S RED I (N W NS BT REY. s
( f] '.)1 / ” i i) (/ |
(Jdraskoy, 19/71), whare xf' and u? are as previously defined, and m; Iy
the estimated errar varfance (from either the o or n\ matrix) of the
L€ o )

f~th mani fest lwd!éntur. These two expresatony are algebratcally equiva-
lent, and in elther case measure an indfcator's ralfability as the propor-
tton of its expected variance due to the variance ot fts abrrmspundlnq
latent factor, or true score.

The estimated yellability coefficiants for work and Famtly attitudes
are vary low. We have ﬂiraady sean that tho measurement ervors contafned
unfque components that were correlated from one admintstration of the
survey to the next. We now see that there are also rather large random
errors associated with these varfables. There is, of course, some
variance explained among the manifest indicators by the latent true
scorei; and to that extent there do seem to bévunder1ying factors whiph_
measure one's general‘attitudes toward work and family. Insofar as
measuring these constructs is concerned, however, these manifest variables
do not do a very adequate job. .Most of the variance in the manifest indi-

cators is explained by errors of measurement, both unique and random.

iy
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Amuny the exagsnauy Favtors, we have alveady confliwed (hat
Tathav's dﬁfff"t!un gitd aducatlon, smd wother s educaliun, are Jonhgeier b
\ n
- mgadyres of salugcagnomic 3€a€ys, [hat Is, we found evidarice o yuygeast
thate arravy of medayrament ware proiably Just vandam,  The same may alaa
be salyd of the Ffour imjioators of atit ity . bxamintog (he extimated
velfafiligy CO8FFicients, une aees that Father’'s education 13 by far the
wast raliable Tndleator of sociaecanomiy atatus; this rveault ;llglgixii"fz
~ :
a stmilav analysis raportad by Woltle and Kabertzliaw (1antYy o Amonyg the
bidlcators of ability, the veading and math sublitestis are more reliable
than the letter-group and“vurdhdlary sublests, thiz result also §s
rafledted tn ather analyses tncorporat ing (h:‘ac vartables (Walfle and
‘ . .
Llohtman, 1981, Wolfle and Robertshaw, 1981},
o We turn now to the discussfon of the strgctural portion of Model H,
These pesulls are shown in Table 3, When Hﬁ: development of atti(mln;
taward work are consldered, 1t may ha'senn thpt the effect of scio-
aconomic status 15 not stgniticant, The v&itnhlu, Sex, was coded 1 - @nle
and 2 = female, therefore the neqgative coaffictent fndicates that women
consider work values lass ifmportant than do men, ceteris partbus.  The
effect of ability 4 negative, that s, the qreater one's score on the
abf}i;y factor, the less fmportance is attached to work values. Attitgdes
toﬂsﬁz%fami!y.va1ues are also negatively influenced by ability and socio-
economic status. Women, however, plgce more {mportance on family values
than‘db men. These exogenous variables explain about one-fourth of the
variance in work and family attitudes) but do not contribute to the

further measurement of these variables once previous measures of the.same

attitudes have been controlled for. Both work attitudes and family attitudes

P

O ) : - .
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Model H Structural Parameter Esfimates

Table 3.

. Independent Factors .
Dependent — Proportion
Factors Socjoeconomic , Explained

“=Status Sex Ability Work 73 Family 73 Variance
Standardized Coefficients
Work 73 . -.052 -.350  -.276
Family 73 -.249 .241 -.255
Work 74 - - - - - - - - - .780 .046
Family .74 - - - - - - - - - .053 978
Unstandardized Coefficients*
Work 73 -.000 -.094 -.005 99
(.001) (.020) (.001) *
Family 73 002 066 -.005 "
’ (.OO]) (.022) (.001) :
work 74 - - - - - adl ] 10124 0065 65
- (.213) _ (.105) *
Family 74 - - - - - - - - - 074 1.329 1.00
: (.159) (.255) .

* Standard errors shown in parentheses.

/
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33 | )
are relatively stable variables (that is, the latent factors, not their
manifest 1ndicators);_the correlation between the work factors implied by

this analysis is .799, and the correlation between family factors over -

time is .999 -- a very stabte construct, indeed.

)

CONCLUSION

Previous introductory di§gussions of LISREL (e.q., JBreskog; 1974;
Long, 1976; Joreskog and Sorbom, 1978) have produced a number of examp]es
covering a range of possible app11cat1ons, but none have gone into the _
development and estimation of a single model to fhe extent rendered
here. The lengthy specificatiod of a single model mdy have seemed
tedious ;o some; I hope it proses useful to others.

I wou]d 11ke to close w1th some reflections on the utility of
LISREL. Ker11nger (1977) has said that we are in the midst of a revolu-
tion in research thinking, and cited LISREL by way of example, - A year
later Cdg1ey (1978) reminded us that knowing one's subject matter is
very much more important than usidg any perticular set of methodo]ogiea]

tools. Using LISREL is andaid to thinking about and analyzing some

complex causal models, but like" many new ana]yt1c techniques runs the

~ risk of being faddishly adopted to implausible applications. Us1ng

LISREL presumes one has multiple indicators of underlying variables which

are of theorefica] interest. This means that one knows beforehand which

- indices accurately measure variables of theoretical interest; or that one

has obtained alternative measures of underlying traits. This may mean
conducting panel surveys as repofted in this paper, or using alternative

means of collecting data at one point in time (e.g., mailed questionnaires,

telephone surveys, and personal interviews). In any event, the collection

A9
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»

of such data is likély to be expensive. In other words, like Leontief's
1npu£10utput charts of the economy, LISREL may not simply be used in
place of OLS regression or exploratory factor analysis, but requires
changes£1n=the data collection process, and the way researchers think
aboufltheir analyses. Such-Changes will not come easily or cheaply, and
we arel1ikély to see implausible and incorrect analyses using LISREL
along the way. Yet in the 1ong-rﬁn, I share Ker]%nger's (1977)
optimism. LISREL provides a synthesis of analytic procedures.former1y.

) considengﬁ disjointly, and in applicable situations wii] allow the
analysis of theoretical models not previously estimable. The accumula-

tion of knowledge of educational relationships will benefit accordingly.
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CAUSAL MODELS WITH UNMEASURED VARIABL&S- AN INTRODUCTLDN TD LISREL
DA NI=20 NO=751 MA=CM
LA | B
"%SUCC73' 'MONEYT73 - 'STEAD73* 'MARRY73¢ 'CLDSETB' YAWAYT3
- "SUCCT74" 'MONEYT4® *STEADT4' 'MARRY74! 'CLDSE?Q' 'AHAY?#' :
"*FAQCC® *FAEDUC® "MAEDUC' 'SEX' 'READINP' 'LETTERS' 'VQCAB'-'MATH'
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e . LISREL IV

CAUSAL MODELS WITH UNMEASURED VARIABLES: AN INTRODUCT ION TO LISREL

NUMBER OF INPUT VARIABLES 20

: _ NUMBER OF Y - VARIABLES 12
' NUMBER OF ¥ - VARIABLES . 8
#NUMBER OF ETA - FACTGRS 4
NUMBER OF KSI - FACTORS 3
NUMBER OF OBSERVATIONS 751

MODEL SPECIFICATION

LAMBDA Y FULL , FIXED LAMBOA X  FULL o FIXED

BETA " FULL » FIXED  GAMMA  FULL » FIXED
PHI SYMM., FREE PSI - SYMM., FIXED
, THETA EPS SYMM., FIXED  THETA DELTA SYMM., FIXED

QUTPUT REQUESTED

MATRIX TO BE ANALYZED YES
| TECHNICAL GUTPUT NO
STANDARD ERRORS YES

MATRICES OF T - VALUES  YES
CORRELATIONS OF ESTIMATES NO
SIGMA, RESIDUALS, ETC.  YES
FACTOR SCORES REGRESSICNS NO
FIRST CROER DERIVATIVES  YES
STANDARDIZED SOLUTION  YES




.CAUShL MODELS wlTH UNMEASURED VARIABLES: AN INTRODUCTION TO LISREL
HATRIX TO BE ANALYZED

. SUCCT3 0.187

‘MONEY73 0.028 O. 326 : 14

STEAD73 0.077 . 00786 0.360

‘MARRYT73 0.019 =0.004 . 0.032 0.179

CLOSE73. O.0l4 0.023 0.044% U.022 0396

ANAYT73 0.001 T =0.046 =-0.005 . V.022 0.024% 0.339
SUCC74 »i 0.066 0.021" 0.045 0.009 -0.001 0.0238
MONEY74 0.040 O0.163 0.077 » Q6010 0.024 -0.034%
'STEAD74 OoOSl 0.065 Qel44 0.031 0.016 00013‘
MARRY T4 0.021 U.005 0.033 0067 0.032 0.031
CLOSE74 0.0l11 0.018 0.038 0.024% 0177 04031
A“AY74 0.004 (-000‘6 ‘00003 00010 00019 00143
FAOCC 0.062 - : =0.396 -0.371 -0.774 —-1l.418 -le224
FAEOUC ‘ 0.011 -0.008 -0.075 -0.064 -J.081 -~0.004
MAEDUC : =0. 001 -0.019 -0.029 -0.046 =0.065 -0.028
SEX -0.009 -0.048 -0.055 Ue01L5 0.033 0.027
READING - ~0.288 =0.445 -0.596 -0.235 -0.736 0.036
LETTERS =0.041 =-0.327 -0e340 0.004 -J.086 0.256
VaCAB -0.295 -0.235 =-0.765 =0.335 ~Qe666 -~0.268

MATH. -0.036% -0.505 =0.420 = =0.260 -0.687 0.437

MATRIX TO BE ANALYZED
‘”fﬁuﬂﬁlﬁ__ MONEY74 ~ STEAQ74  MARRY74  GCLUSE74 AhAlli;_‘

SUCCT4 .. 0e201 . :

MONEY74 " 04057 0.385

STEAD 74 0.089 . Qells 0.336

MARRY74 1 06025 0.020 0.040 0.196

CLOSE74 0.013 0.043 0.020 0.039 0.420

AWAY 74 0.012 -0.054 -0.008 . 0e.020 0.013 0.385
FAQCC =-0.221 =0e375 -0.430 ~l.044 -1.022 -Q0e233
FAEDUC -~0.024 -0.033 -0.065 -0.073 -0.105 -0.019
MAEDUC "=0e027 -000&5 ‘00026 '0.062 —0.050 -00022
SEX -0.007 -00054 ) -0.057 00015 . 0.Q034 Ue32
READING -0.392 =0.534 -0.958 -0.612 =0.904 0.398
LETTERS, -0e.153 ~0.649 =0.719 -0.122 -0.314 0.524%
VUCAB =0e4498 '0.484 -0q839 ‘00625 ‘00863 00047
MATH -0.100 =0.678 -0.628 =0e491 -0.686 0«403

MATRIX TO BE ANALYZED

- ‘EAQCC  EAEDUC = MAEDUC = SEX  READING.  LETTERS
FAQCC 544.849

FAEDUC 17.119 1.588 .

"MAEDUC 71.471 0691 0.999 = :

SEX " =0e526 -0.032 -0.049 - 0e250

READING 404705 Je 146 2.167 ~0.184 86.590 :
LETTERS 19.800 1.913 1.043 0.520 39.985 T3.416
vacas 4l.105 3.418 2.328 0.019 ‘554407 33.705

MATH 35.211 2.786 1.590 =0.631 51.853 44.764

MATRIX TO BE ANALYZED

YOCAB = MATH
- VOCAB 894157 B

MATH 444254 85.019

&

(&




. ‘CAUSAL .MODELS WITH UNMEASURED VARIAELES: AN INTRODUCTION TQ;LI:SRELv

‘PARAMETER SPECIFICATIONS

>\§\~,_ LAMBDA Y

, ETA 1 EIA 2 EIA_ & . -
SUCLT3 0 0 0
MONEYT3 1 0. 0
STEAD73 2 \\\ 0 0
- MARRY73 = "0 M 0
- CLOSET3 -0 3 0
AWAYT3 0 4 0
SUCC74 0 0 0
.. MONEY74 0 0 0
- STEAD74 0 o 0
MARRY 74 0 0 0
CLOSE74 0 0 7
ANAY T4 0 0 8
LAMBDA X
. KSI 1 KSI 2 .
FAQGCC -0
FAEDUC . 0.
MAEDUC 0
SEX ‘ . '\,.0
READING 0
LETTERS 0.
" VOCAB 0
MATH 0
BETA
ETA_ 1 ETA_ 2 ETIA 3 TTEIA_ 4
EQ. 1 0 .0 -0 0
EQ. 2 0 ‘ 0. 0 0
EQe 3 14 .15 0 0
EQ. 4 16 - 17 0 0
GAMMA
. KSI 1 KS1 2 XKSL 3
EQ. .1 18 19 20
EQ. 2 21 22 23
EQe 3 0 0 0
" EQe 4 0 0 0
PHI _
K3I 2 KSL 3 N
KSI 1 24 :
KSI 2 25 0
KSI 3 26 27 28"
PSI
g EQ. 1 EQe 2 £9.. 3 £0. &
EQ. 1 29
EQe 2 30 31
EQ. 3 0 0 32
EQ. 4 o} 0 0 0

51

ro.
3
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e .

- 'succ?3
MONEY73

 STEAD73

 MARRY73
© CLOSE73
 AWAYT3
‘SUCC 74
MONEY 74
~ STEAD74
MARRY 74

CLOSE74

AWAYT4

SUCC 74
MONEY T4
 STEAD74
MARRY 74
CLOSE74
AWAYT4

- FAOCC
FAEDUC
MAEDUC
SEX
READING,
LETTERS
VOCAB
MATH

VOCAB
MATH

. . THETA. EPS

L2

3
:

33
0 34
EY 0
0 0
0 0
0 0
%0 0
0 43
0 0
0 0
X 0 0
0 0
‘THETA EPS )
- %2 :
| 0 44
0 0
0 Q
. 0 0
0 0
THETA DELTA
53
0 5
.0
0
) 0
0
0
0.
THETA OELTA
" YOCAQ MAIH
58
0 59

OSCOO0O0O00 &

W

-
cCoowococoaoooo

[eNoNoNoNoNV;

E

w

+
OCO~NOCOOODOO~

[cNeNoNoNeo)

o1
9

CLOSET3 = AWAYZ3
38
0 39
0 4l
0 0
0 0
Q 0
49 0
0 51
L 0SET4 AYT
50
0 . 52
READING  LEITERS
56
0 57
0 0
0 Q

A
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‘sTARTING VALUES

. SUCCT3
-MONEY73 .

STEAD73
MARR};3
cLOSEY3

:‘HAYTB

KSI

SUCC 74
MONEY74
STEAD 74
MARRY7 4
CLOSE74

_ANAYTS

FAEDUC:
MAEDUC
SEX
READING
LETTERS
VOCAB
MATH

EQe.
€Q.
£Qe
EQ.

S WN

m

[ >

[ ]
&\»haé

KSI
KSI

WA =

EQ.
EQ.
EQe
£Qe

> wiom

CO000O00O

LAMBDA Y

1.000 -

1-500
2.100
0.0

CoOO0O0O0OO0O0O0

LAMBDA X

1.000
0.090
0. 050
0.0
0.0
0.0
0.0
0.0

BETA

1.000
0.0

—0.06 |

KSL 1
S 9e0
i 0.0

PHI
KSI_ 1
205.200
0.100.
37.810

PSI
0.210

0«0
0.0

0o0 —

F
i
E

- 00
oy -y}

CO00OLOrr-rOO0GC
]
[eNoNoNoNoN N i JolNoNoN o

F

6 6 6 6 6 6 8 o

cooQo o
0‘30
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1000
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. ' THETA EPS

s . S!Iccza
.SUCCT73 - 0.100

‘MONEYT3 0.0 0.270

STEADT3 0.010 0.0 0.270
MARRYT3 - Qe 0 0.0 0.0 0.190
CLOSET3 0.0 0.0 0.0 0.0 Q.370
" SUCC T4 0.010 00 0.0 0.0 0.0 0.010
MONEY 74 0.0 0.010 0«0 8.0 J.Q 0.0
- STEADT4 . Va0 0«0 ‘ 0.010 Q.0 Q.0. 0.0
‘MARRY 74 - Qa0 0«0 0.0 Q010 .0 . Oe0
" AWAY T4 - Q.0 . 0e0 Oe0 0.0 J.0 0.010
THETA EPS
‘ - SUCLTS MARRY74  CLOSET4 . AwAYZS&
. SUCLT4 - 0.160 |
- MONEY74 0.0
STEADT74 0.0 O.1
MARRY74 Q.0 0.0 ‘0.0 0.170
AWAY T4 0.0 0.0 0.0

0.0 0.0 0.389
THETA DELTA

EAQCC EAEQUC =~ MAEDUC SEX _~ READING LETTERS |
FACCC 343.000
FAEDUC 0.0 . 0«150
MAEDQUC 0.0 0.0 0.680
SEX . 0.0 0e@ 0.0 0.0 :
READ[NG Q0.0 0«0 " 0.0 0.0 27.00¢C
LETTER§7 0.0 0«0 Ve 0 0«0 0.0 43.000
VGCAB .0 0«0 Q.0 0.0 0.0 Q0.0
MATH . 0.0 0«0 0.0 0.0 0.0 0.0
. . »f' : -
. - THETA DELTA
~ i
- MATH ) -
vacas 42.000
MATH 0.0 37.000
L A
2 —
N
 §?
Y A, o
7 VR




. LISREL ESTIMATES

SUCCT

MONEY73

 STEADT3

MARRY 73

CLOSET3.

AWAY73

- SUCC74

. STEADT4

MONEY74

. MARRYT74

 CLOSET4

AHA?74

FAQCC

- FAEDUC

 EQe

"EQe

MAEDUC
SEX
READING
LETTERS
vQCAB
MATH

EQ.
EQ.

S~

EQ.

EQ.
EQ.
EQ.

W -

KST 1
KSI 2
KSI 3

FIMWN Ny

LAMBDA ¥

1.000
l+458

0.0
‘0.0
0.0

0.0
 0e0
Oe0

1 0.0
0.0

0(0

LAMBDA X

1.00
0.08
0e 041
g 0.0
0.0
0.0
040
0.0

BETA

- ETA __1
" 1.000
0.0
~lel24%
-0.074%

GAMMA

K3l 1

-0.000

w. -0.002
- 0.0
0.0

. PHI

K31
204.782
=0.44Q
39.588

PSI

0.0l%
0.007
0.0
0.0

2.546

FEPETS

o
o

oCcCooC~ooo0o

0.0
© 1.000
'300065
-1.329

KSI 2
-00094'

0.066
0.0
g.0

0.250
'0.149

0.014

0.0
0.0

w *

59.244

ODOO0OO0OO0ODOOOO
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1.000
1.228
0.271
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;

‘GLOSET3
AWAYTI
UCCT74

MONEYT4

STEAD74
MARRYT4

CLOSET4

AWAY 74

‘SUCC 74
.MONEY T4
STEADT4
MARRY 74
CLOSET4
AWAYT4

' THETA DELTA

FAOCC
FAEDUC
MAEDUC
SEX -
READING
LETTERS
VOCAB
MATH

VOCAB
MATH

o
THETA EPS

.

0.164
0«0

. 0e0
0.0
0.0
0.0

EAOCC
3404066

0.0
0.0
0.0
0.0 '
0.0
0.0
0.0.°

THETA DELTA

42.170
,0.0

TEST OF GOODNESS OF FIT

0.0

0.308

OO0
]

0el172
0.0
0.0
0.0
0.0
0.0
0.0

M‘ .
37.382 °

Q244 .
0.0 0.160
0.0 (a0 °
Q.0 - 0e0
0.0 -0
00 00
0.02% 0.0
0.0 . OeQ4l
OOQ 000 .
0.0 0e0
0.143 o
0.0 "Oelbl
0.0 0.0 .
0.0 0.0 "
MAEDUC = SEX
0.662
0.0 ”'000 .
0.0 0.0’
0.0 0.0
0.0 0.0
0.0 0.0

CHI SQUARE WITH 151 DEGREES OF FREEDOM 1S

PRUBABILITY LEVEL = 0.0000

SRt {
e

0.355 - -
040 04329
0.0 0.020
0.0 .9."
0.0 0.0 °
Q.O" E 0"0
Tel30 . 4"“ 0.0
Y 0.0 Qa136

0.368 ' -
0.0 0.382

BREADING ﬁ*Lﬁ;IERﬁ.
} { £
A

' 21_.346 ‘

"Je0 444007 ;
0.0. Qa0
Q0 0«0
.315.1317
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Ik .
!

2 6A

'STANDARD ERRORS

LAMBOA Y v
. EIA——Z EIA——J EIA——A
STEADT3 0.450 ' 0.0 0.0 0.0.
MARRY?3 0.0 0.0 0.0 0«0
CLASET3 0.0 0.366 0.0 0.0
ANAYTI " 0«0 0.252 0«0 0.0 .
SUCCT4 0.0 0.0 0.0 0.0
MONEY 74 0.0 0.0 04193 0.0
STEAD74 0.0 0.0 0.310 0.0
"MARRY74 = 0.0 0.0 - 0.0 0.0
CLOSET4 0.0 0.0 Q.0 0.254
AWAY T4 - Q0e0 0.0 0.0 0177
LAMBDA X
o KSI 2 K31 _ 3
_FAEDUC- . 0.006 0.0 0.0
MAEDUC ' 0.003 . 0.0 0.0
READING ' 0.0 0.0 0.0
LETTERS Qe 0 0.0 0.042
vacas 0.0 0.0 0.046
MATH 0.0 0.0 0.045
‘BETA
. EIa__1 £EIA_2 ETA _3 E1A 4
. EQe 1 0.0 0.0 0.0 0.0
’ EQ. 2 0.0' 0-0 0.0 0.0
EQ. 3 0.213 - 04105 0.0 0.0
EQ. 4  0.159 04255 0.0 0.0
GAMMA *
K31 . 1 K31 2 - K31 _3
EQe 1 0.001 0.020 . 0e001
EQ. 2 0.001 0022 0.001
EQ. 3 0.0 0.0 : 0.0
EQ. (f 0.0 N . 0.0 . 0.0
PHI
KL 1 K31 2 KsI 3
KSI 1 - 25.105
KSI 2 0.276 - 0.0 ‘
pSI
EQ. 1 £Q. 2 £0. 3 £Q. 4
EQe 1 0.005
EQ. 2 ‘ 0.002 0.006
EQ. . 3 040 0.0 04004
3 Q.0 0.0 0.0 - 0.0




“a “ﬁm;“n:TH'TAﬁ‘?s‘fﬁ

0.0 . Q<014

0.009 0.0 Q.022 _

o . 0.0 ' Q.0 Q0.0 o 0.010

- .GLOSETI 0.0 ' 0«0 ' Q0.0 B Y 0.021

- -ANAYT3 0.0 - . 0«0 0.0 0.0 R Y Jo0L17

- 8UCCTA 0.007 . 0«0 . 0.0 0.0 - 0.0 - V«008

" 'MONBY 74 0.0 0.013 0.0 0.0 0.0 0.0

- STEAD74 0.0 0.0 - 0.0146 Q.0 0.0 0.0

- MARRY T4 0.0 - 040 0.0 0.008 0.0 0.0
CLOSE7‘. 0.0 . 0.0 0.0 0.0 0‘-01.7 0.0

- AWAYTA 0.0 0.0 0.0 s «0 ’ 0.0 ‘ Q.014

THETA EPS :

. SNGCT4 . MONEYT4 .  SIEAOT4. . MABBYT4 . GLOSETS  AMAYZ4

- SUCCT4 0.010

© MONEY74 - 0.0 0.019 :

MARRY 74 0.0 ' 0.0 0.0 - 0.011
CLOSE74 0.0 - 0.0 0.0 0.0 - Qe023 .
" ANAYT4 0.0, Q.0 0.0 . 0.0 0.0 0.020
- THETA DELTA

L EAQCC = FAEQUC = MAEDUC = SEX =~ READING  LEYTERS .

- FAOCC  ZLe340 s
FAEDUC 0.0 0.082
MAEDUC . 0.0 , 0.0 0.040 ’

) SEX '. 0.0 ' . Q«0 0.0 0.0 ‘

" LETTERS 0.0 " Qa0 0.0 0.0 0.0 ‘ 2605
vOCAB 0.0 0.0 0.0 0.0 0.0 0.0
MATH 0.0 *0e0 0.0 0.0 Q0.0 . 0.0

THETA DELTA ‘
' YOCAB = MATH
. VOCAB 2.787 . '
MATH - 0.0 24582 ”
Q &0 :
ERIC V6 P




'CAUSAL MODELS WITH UNMEASURED VARIABLES) AN INTRODUGTION TG LISREL

L T=VALUES

LAMBDA Y
. . . ] .
© SUCCT3 040 0.0
‘MONEY?7) 4.783 0.0
STEADT] 5 653 0.0
" MARRYT3. 0 0 - Q.0
CLOSE73 0.0 4«034
AWAYT3 0s0 2.488
. SUCC T4 0.0 0.0
MONEY74 Q.0 0.0
STEAD74 0.0 0.0
MARRY74 0.0 " 0.0
CLOSE74 0.0 0.0
AWAY 74 0.0 0.0
LAMBDA X
KSI 2"
FAQCC 0.0 0.0
FAEDUC 13.437 0.0
" MAEDUC 13.589 0.0
SEX 0.0 0.0
LETTERS 0.0 0.0
vacas " 0.0 0.0
MATH 0.0 040
BETA
‘ ETA 1
EQ. 1 0.0
EQe 2 0.0
£Qe’ 3 -54287
GAMMA
. M - i
EQ. 1 -~0.917
EQe 2 . =34045
EQe 3 ‘e 0
EQe 4 0.0
_PHI |
KSI 1 . 8. 157
KSI 2 -1.595% - .
KSI 3, 7.060
i PSI B
1 3.055
2\5 2.984%
3‘ * 0.0
l-’ .

19,497
. - 20.066

s 8

4 &

LwWEobDCcoOoOOoOOoOCO

NG
~Ng

45, 00000000060

0.0 “’"*U" w7 :;:‘_ o ,-“‘ p X -"
‘162871 R g




.;1
; L] » u“ .
Y00 l?‘g@L'
) k&-’aq nh
- T 20607 o«oi
GLQ§‘7 040 4‘:j" Qe 0
"QNAV73‘ LS Qe T a0
SUCCTH L7 0923 "~ "0e0
 MONEY 74 //:‘0-0 Soo . 9120
STEAD74 " 7 .7 Qe0 . 00
“MARRY T4’ ' 0 0' - 0.0
CLOSETS - ,B 0.0
AHAY74 o 0.0 _' 0«0
{
PR THETA EPS ‘
PRI sunaza__ mnu&xig_
pﬁUQCIQN, o LQ.?&&
{MONEY.T% - '~ Q.0 l6.384
STEADT4 _.° 0.0 . 0.0
MARRYZR4 | - 0.0 0.0 B
CLUSE74 l‘ ,’0.0 ///////// __V____Qoo T
”ﬁHAY?# ”i, Qa0 0.0

— ‘

;,uv.y THETA DELTA

, 2
‘ ‘ \

EAQCC = EAEQUC
FAncé 15.935
0.0 24093
000 ' 0.0 .
0.0 - 0e0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
THETA DELTA
<~YOCAB __ MATH
154133 '

o .'fvnn‘im“m,. e .

10,927

Q0.4 16190
040 040 1l6.613
0.0 ' Q.0 Q.0
0.0 0«0 - 040
0.0 0.0 0.0

- 1629 Q.Q 0.0

. 0.0 Je0Lll 0.0

0.0 0.0 4544

0.0 00 0«0

AIEAQTs  MARRYT4.  LLOSE74

5.983 -
__0.0 144093
0.0 0.0 16.138

0.0 0.0 ) .0

16.692
0.0 0.0 "
0.0 . 0.0 11.189
’ 0.0“ ‘ 0.0 . 0.0
0.0 0.0 0.0
0.0 0.0 0.0

184857
2.528
0.0
Ve
0.0
0.0
9.670

19,232

16.894
Ve0
C.0
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%

. SIGMA, RESIOUALS, ETC.

SIGMA
0 SURAZA...  MONEYT). AIEAQTA.  MARBYZA. CLOSEZA. AwdYZd .
'succsa ' O.188
MONEY 7?3 0.0206 0324
STEADT3 Q079 0.0066 04360 ,
MARR Y73 04007 0.0L1 0eU19 04179
CLQOSE?3 C 0e011 0.0Lb 04028 0.028 0396 ,
AWAYTI - 0.008 04007 0.013 0.013 0.019 0.338
-SUCC T4 . 04068 04030 0.092 0.009 0e0l4 0.026
MONEY 74 04030 0.143 0.076 0.014 0020 0.009
MARRY 74 . 0011 0.016 0.028 0067 . Ve038 0.017
" CLOSET4 " 0a014 0.020 - 0.035 0«031 0u176 g.021,
ANAY T4 0003 0.004 . 0.008 0.007 0.010 O0elé4l
FAOCC 1 "“0.24“7 "0.-360 "0.629 "0.696 "1.027 "0“072
- FAEDUC L =0e021 -0.030 «0.052 -0.058 ~0.085 ~0.039
MAEDUC 1 =0.010 -0.015 -0.025 ~0.028 -0.042. ~0.019
SEX - =0e022 ~0.033 ~0.057 0.018 04027 0.012
' READ‘NG : ) : ‘0.259 -Qe421 -0.735 "'0.373 -0e 550 "‘0.253
LETTERS ' =09203 -0.297 ~0.518 ~0+263 -0.3488 ~0.178
voCAB L =0.257 ~04375 -0.655 ~04332 ~0.490 . =0.225
MATH ~0.259 -0.378 ~0.659 -0.334 . =0e494 ~0.227
SIGMA |
SUCCT4 HQN@XI&_ STEADTS MARRY74 CLOSET4 . AnAYI4 |
SUCCT74 0.201 S .
MONEY T4 " 0054 0.386 :
STEAD74 . 04085 0.122 0.337 .
MARRY T4 . 0l.0l4 04020 0.032 0.196
CLOSE74 0.017 0.025 0.039 0.042 "~ 0e420
ANAY T4 © 04004 . 0.006 0.009 0.009 0.0Ll1 - 0.385
FACCC . . =0e323 -0.467 -0..738 -0.942 ~1le157 -0.255
FAEDUC ' =0.027 ~-04039 -0.061 -0.078 ~0.0906 -0.021
MAEDUC "=04013 = . -0.019 -=0.036  =-0.038 -0.047 -0.0104
- SEX =0.024 -0.035 ~-0.055 0.023 0.028 049
READING -0.349 -0.504 -0.797 =0e5L7 . ~0.634 . . ~0%TH
VOCAB -0.311 -0.449 -0.710 -0.460 -0e565 = =0.125
. MATH =-0.313 ~04452 -0.715 -0e463 -0e569 = =0.125
SIGMA
FAQCC 7 5444848 _ ) ,
FAEDUC _ - 17.025 1.588
© MAEDUC ¥ | 84305 0.690 . 04999 o
SEX ‘=04 440 -0.037 -0.018 0.250 _
READING 39.588 3.291 1.605 -0.149 864590 ‘
LETTERS 27.892 2.319: le131 =0.105 4l1.741 73.4l10
VOCAB 35.256 2.931 1.430 -0.133 '52.761 37.173
"MATH 35,499 84951 0 le44Q0 - =0e.134 . 534125 37.430
SIGMA. ' &,
| vOE£.AR MATH \
VGCAB 89.157

":r7.311 454019




o
¥

' c ¥

-~ 'sucer3

* MONNYT3,

. STEAQTY
MARRYT3
. CLOsATI
"ANAYTA
CSUCL T4
MONEY 74
3TEADTA
MARRY T4
CLOSE?4
AWAY T4
FAQCG
FABDUC
MAEDUC
SEX
‘READING
. LETTERS
- VOCAB
MATH

. SUCCT4
MONEY 74

STEAD74

MARRY T4
CLOSE74
 AWAYT4
FAOCC
FAEDUC
_ MAEDUC
SEX
READING

LETTERS

VOCAB
MATH

FAQCC
FAEDUC
MAEDUC
SEX .
READING
LETTERS
VOCASB
MATH

vacas
MATH

RESIDUALS ¢ § = SI0MA
'
-0.33&
0,002 0001
=0+002 0.009
0.042 =0.0L5
0+ 004 0,007
«Q0.004 . ~0,0%3
-0.001 ' f*O-OOQ
0.010 Q«000
Ve 004 =0« 004
0010 -0.011
=0+003 -0.002
0.001 =3+0%0
0.309 ~04023%
Je03l 0.022
" 0.009 ~Q4Q04
000‘4 -0,015
0,001 =0.024
0.163 -0.030
. =04037 0.140
0.223 =-Qel27
RESIDUALS 3 § - SIGMA
MONEYT4
0.000 .
0.003 -0.001
0.004 ~0.008
0.011 -0.001
‘0.005 00018
0.009 -0.060
Q.102 0.092
0.003 0.005
~0.014% -0.026
0.017 -0.019
-0.043 -0.030
0.093 -00293
-0.188 ‘03035
0.213 ‘0.226
RESIDUALS : § - SIGMA
EAEDQUC
0001
0.Q094 0.000
‘0.&34 0.001
1.117 ‘00145
FL- -84092 -0.406
. 54849 0.487
—0.287 -0.165
RESIDUALS 1 S — SIGMA
yacas MATH
0.000 o :
-30057 . 0.000

ESTIMATED COVARIANCE MATRICES

Q

ETA - ETA (

= () :

|
|
|
i,

AIEAD23. ,uAkax;an

!

Y
P
04000 | /|
0014 | 1 =0.000
0«0L6 1 04009
~0e007 7, 1 110,009
~0+008 3" Y 1 0,000
04001 © | /~0.004
; =0.000 3 0.009
) 04008 = - *0'000
0,004 ‘*00007
! -“Q.0L1 0003
.25 - g .078
! -(0e022 % «Q06
"=0.003 Ty 0olid
) 0002 +~0¢003
i 0el40 i Gel38
' O«1748 | « 264
. ?0.111 M1§u003
| 0239 f 0175
’ ‘|% ’
’. "
ALEADT4.  MARRYZS
. KH
=-0.000" ;.ﬁ
0.008 ¢.000
-0.020 “01004
-0.016 04011
0.307 -0.102
~0.004 0006
0.003. ‘0.024
. ‘0.002 ‘00008
-0.161 ~0.096
'0.157 00242
-0.129 =0.165
0.086 -0.028
MAEQUC = SEX
0.000
‘-0.031 0.000
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