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Overview summary,K (p, major innovation of the current project
was the use of eye fixaticns to track reading comprehension processes.
It was previously believed that the eve fixations of a reader were not
related to the cognitive processes he was executing. The analogy was made
to other systems where the rate of input is not related to the underlving
processes of interest; for instance, the rate at which coal is shoveled
into a furnace may be only roughlv related to the rate of the furnace's
turning process. This view was challenged bv the current project that
showed a very close correspondence between the eye fixations and the
underlying reading processes. Unlike the furnace example, there tends to
be no lag between what the eye fixates and what the mind is processing.
Such results are important since they make it possible to use eve
fixations to study comprehension.

The goal of the initial experiments was to demonstrate hat readers
spent more time on words, phrases and sentences that required more semantic
processing. In a typical study, some comprehension process would be made
diggicult or easy by varying the reading material. The issue was whether
the reader's eye fixations showed an effect. In one study, some paragraphs
required a more difficult inference and some required a simple inference,
An example of a simple inference was:

The millionaire was killed on a dark and stormy night. The
murderer left no clues for the police to trace...

The inference relating the two sentences is simple because the relationship
between killed and murderer is direct. Another subject would read the same
paragraph, but a slight change in wording made the inference more difficult:

The millionaire died on a dark and stormy night. The murderer
left no clues for the police to trace...

When the reader encounters the word murderer, he must make the inference
that the millionaire died an unnatural death, and some person caused his
death. In two studiles, with a total of 40 college students, it was fourd
that the subjects took longer to read the sentence with murderer in the
condition where the inference was difficult. An analvsis of their eve
fixations indicated that they spent much of this time on the word murderer
itself. These data suggaest that inference is made relativelv soon after
first seeing a key word. Equally important for the current research, the
eye fixations can be used to identify when this rapid inference process

occurs (Carpenter & Just, 1977; Just & Carpenter, 1978).



Other studies showed that where a reader fixates also depends on
his comprehension process. This seems to be true of regressive fixations—-
fixations back to previously read material. For example, one sot of
studies indicated that skilled readers sometimes look back at the
referent of a pronoun, like he or she. The regressive fixations that occur
during skilled reading often indicate the reader's attempt to fit in what
he is currently reading with what he read in previous sentences.

The link between eyve fixations and cognitive processes is not
specific to reading; another project has indicated that the relation is
equally strong in visual problem solving. In these tasks, subjects were
required to judge whether two visually presented figures were the same
or different. These tasks required the subject to mentallv rotate one
figure. The decision process was reflected in the sequence and duration
of eye fixations (Carpenter & Just, 1978; Just & Carpenter, 1979).

Our general theory is that mental processes cause eve fixations and
not the other way around, eve fixations do not initiate the mental processes.
To demonstrate this in visual problem solving, we found that blind subjects
and blindfolded, sighted subjects show similar patterns of overall response
times in these problem solving tasks, even though eve fixations aren't
involved (Carpernter & Eisenberg, 1978). An analogous point can be made in
reading. The eye fixations in reading reflect comprehension processes
that cause the reader to pause longer on a word or to continue on. Good
readers tend to have different patterns of eye fixations because their
comprehension processes are different. One cannot make a poor reader into
a good reader by trying to alter his eye fixations.

More recently, the research goal has been to account for the total
time readers spend on particular words, as a function of the text and
their reading goals (Carpenter & Just, in press). This research, which is
described in detail in the second part, is the first attempt to account for
reading times in terms of a detailed mcdel of the comprehension processes.
The model that accounts for reading time includes three main processes:
encoding a word and retrieving its meaning, parsing, and integrating. The
results are extremely promising; the model gives a fairly accurate account
of the time skilled readers take to read the various parts of a scientific
passage.

The passages are scientific paragraphs excerpted from Time and Newsweek.
These passages convey information that is sometimes fairly technical, vet
the style is readable. 1In fact, they provide a way for non-specialists to
learn about a specialized area.

The passages all follow a somewhat similar format and that can be
described by a grammar. For example, the first sentence usuallv mentions the
general topic, a new scientific discoverv or process. There is often some
background material, such as where, when or how the discoverv was made.
Definitions are given for new or unusual terms to relate the new term %o
something the reader already knows. The passage then develops the theme by
giving a description of the process. This development consists of a number
of subtopics and details. Finally, there is often some statement of the
consequence or importance of the finding.




We have related this grammar to the time readers tali¢ to process the
various parts of the paragraph. The hypothesis is that the time a reader
spends on a particular riause will reflect the time it takes him to
understand and integrate the new information with what he already has
learned from the passage.

In a second aspect of this research, we varied the reader's task
by giving him specific reading goals. 1In the initial experiment, readers
were told that they would have to answer some true-false questions about
the paragraph. This reading goal is similar to the one used in reading
comprehension tests. In addition, we have examined recall and question-
answering tasks.

The goal of this research is to account for the time a reader takes
to comprehend a passage and to relat= it to his later memorv for that
passage. The theory has three primary components. The first component
is word encoding and lexical retrieval. There are two major factors that
affect these proce ses, syllable length and word frequency. Longer units
of text take longer to read and, moreover, infrequent words take longer--at
least the first time they are encountered. The second component is sentence
parsing and representation. This component is influenced by factors such
as the number of case-grammatical relations in a sentence. The third
component of the theory is how the information in the current sentence is
integrated with information already extracted from the passage. Here, the
semantic role plays an important role. In particular, details are easv
to integrate--because the existing superstructure allows the details to
be added on. By contrast, when a new subtopic is introduced, it takes
more time to determine its relation to the previous material.

There were an average of 10-15 readers in each task. Their eye
fixations were monitored and scored for location and duration. 1In the
data analysis, each passage was divided into a number of sectors
corresponding to clauces. The primarv dependent measure is the reading time
on each sector. The data analysis relates the various factors, svllable
length, word frequency, semantic role, and number of propositions, to
reading time using multiple regression techniques.

The results show that these factors account for a significant portion
of the reading time of scientific passages. Svllable length accounts for
one part of reading behavior; in the true-false task, readers spent about
22 msec/letter. Infrequent words (less than 25 per million in Kucera and
Frances) add an additional 53 msec/word.

As predicted, different kinds of information (e.g., subtopics vs.
details vs. definitions) take different amounts of time to read. For
example, in the verification task, our readers spent relatively little time
on details. Topics and definitions took considerably longer than details,
an extra 85 msec/word. Similarly, subtopics took somewhat longer,

50 msec/word. This translates intc a considerable effect. An average
topic sentence might be 15 words long--thus, a reader spends an extra 1275
msec on the topic sentence. The extra time spent on a topic might reflect
the time it takes a reader to retrieve the correct information from
long-term memory to prepare for the subsequent passage. This would be

Q analogous to opening a file in a computer program.




A final interesting aspect of the data is that readers pause at the
end of sentences. Sectors corresponding to the end of a4 sentence take as
much as 300 msec longer than sectors that are not at the end. This
additional time may reflect the time necessarv to integrate the currently
read sentence with previous information.

Some of the parameters of the model varv with the task. Others are
relatively stable. For example, word frequency, which has its effect on

encoding is stable. By contrast, semantic roles are influenced bv the
readers goals.

Another aspect of the research has examined the cognitive processes
that differentiate readers who are very skilled from readers who are less
skilled (Daneman & Carpenter, in press). The hvpothesis is that individual
differences reflect differences in working memorv capacity, specifically,
the trade-off between processing and storage functions. A poor reader's
processes may be inefficient, so that they lessen the amount of additional
information that can be maintained in working memory. A test with heavv
processing and storage demands was devised to measure this trade-off.
Subjects read aloud a series of sentences and then recalled the final word
of each sentence. The reading span, the number of final words recalled,
varied from 2 to 5 for 20 college students. This span measure correlated
with three reading comprehension measures, including verbal SAT and tests
involving fact retrieval and pronominal reference. Similar correlations
were obtained with a listening span task, showing that the correlation is
not specific to reading. The general argument is that beyond the earlv
stages of reading acquisition, the same cognitive processes are
responsible for both listening and reading comprehension. Poor readers
may also be poor listeners. While this is onlv an initial investigation,
the results are extremely promising.

Implications for education. One goal of basic research is to
determine fundamental relations and rules that have wide applicability.
For instance, in physics the laws related to force and momentum explain
and predict the behavior of phvsical systems as diverse as automobiles
and nuclear reactors. Similarly, one goal of research in basic skills is
to describe basic cognitive mechanisms that operate in a varietv of
domains. It is impossible to specify what all the applications will be,
but there appear to be at least two major areas of potential application,
communication and remediation.

Research in reading comprehension mav suggest how a writer should
construct his message for the potential readers. Compretending an
instruction can be a major source of difficulty in performing evervday tasks.
We sometimes encounter complex instructions where there is no conceivable
purpose for their complexity. This is true in educational settings; for
example, complex instructions often occur in tests that are not supposed to
be tests of language comprehension. It also occurs in many other aspects
of everyday life that aren't formallv educational. For example, complex
instructions occur in government forms, instruction manuals, and even
recipe books. 1In these situations, the primarv purpose of the instruction
should be to help people perform correctlv and efficiently. The instructions
should be written to minimize comprehension difficulties. A theoretical
approach to understanding what texts are more difficult for readers will
suggest ways of making everyday instructions easier to comprehend.

- ‘
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The second potential area of application is remediation. Basic
research in reading should suggest wavs of identifving specific reading
problems and ways to avoid or eliminate the problems. One interesting
suggestion from the current research is that there is a very close
relation between reading and general comprehension skills. As Sticht
(1972) pointed out, adults who are poor in gaining information from a
written text are often equally poor in understanding spoken instructions.
If this turns out to be generally true, it could suggest a slightly
different fccus for reading remediation. Adult reading skills might be
improved by focusing on listening skills as well as specific reading
skills. 1In the very least, these results highlight the fact that reading
comprehension involves much more than word recognition. More generally,
reading research is converging on a set of basic processes that
characterize skilled reading. This richer characterization of normal
reading may allow a more precise analysis of specific reading problems.
Finally, a developmental perspective might have implications for early
childhood education. A developmental model of normal comprehension
would be useful in determining how particular skills can be fostered
at particular points in a child's education.

In sum, basic research in reading might suggest how to optimize
communication between the writer and reader and how to identify and
improve the skills of poor readers.
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Overview. This paper develops a process model ot reading comprehension, as well as a
more general theoretical framework to explain why and how reading changes with the task,
the text, and the reader. The model focuses on the processes of word encoding, case rowe
assignment and text integraticon and tries to account for how long readers spend an various
parts of a text. Readers make longer pauses at points of increased processing that
correspond to encoding infrequent words, integrating information from more important
clauses, and making inferences at the ends of sentences. The model predicts the gazze
duration of college students on each clause-like unit of scientific text as a function of the
involvement of each of these processes. The durations of some or the processes change
when the reader’s goals change, for example, when the same text is read under different
instructions. The fiexibility of reading is ascribed to processing goals that control the
extent to which the stages of encoding, case role assignment and integration are executed.

Since eye fixations may be an unfamiliar form of data, Table 1 presents an excerpt that
may dispel some misconceotions and illustrate some characteristice of eve fizations that
motivate the reading model. This table presents a protecol of a college student reading a
technical passage about the properties of non-radioactive isotopes. The rezder’s task was
to read a paragraph and then perform a simple true-false comprehension test. The
sequence of fixations within each sentence is indicated by the successively numbered
fixations above the word being fixated. The duration of each fixation (in mesec) is shown
below the fixation number.

Insert Table 1 about here

One possible misconception is that readers are selective about which words they will
fixate in the previously unread portions of the text. The data here (and most of cur other
data) indicate that under virtuallv all non-skimming conditions altmost every content word
and many function words are fixated. Another possible misconception is that the time
spent on all words is approximately equal. once word length is taken into account. Thne data
in Table | show this not to be the case. For examole. the words radioispinpes and icons
were fixated for a long time. This paper will show that the longer fixations are due to
longer processing caused by their infrequency and their thematic irnportance (so that the
reader integrates them with previous lonp—-term knowledags). Also, the fixations at the enr]
of each sentence tend to be long. For example, this reader had fixations of %% msec and
482 msec on medical research at the end of the first sentence. and 450 msec and 450 msec
on being oroduced at the end of the second sentence. Thece long fixations will be shown to
reflect a processing episode that is evoked at the end of a sentence.

The link between eye fixation data and the theory rests on two assumptions. The
first, called the immediacy assumpticn, is that a reader tries to understand each content
word of a text as he encounters it. oven at the expense of making guesses that sometimes
turn out to be wrong. "Understanding" refers to processing at several levels, such as
encading the word, choosing one meaning of it, assigning it to its reterent, and determining
its status in the sentence and in the discourse. The immediacy assumption posits that the
interpretations at all levels of processing are not deferred; they occur as soon as
possible, a qualification that will be clarified later.

17



_ Table 1

The eye fixatione of a college student reading a technical passage
in order to later verify true-false statements. The sequence of fizaticns
within each sentence is indicated hy the successively numbered fixations
above the ward being fixated. The duration of each fixation (in msec) is

shown immediately beiow the fixation number,
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Radioisotopes have long been valuable tools in scienptific and medical

5
183
0 1 2 3 4 & 2 7 9
463 317 250 347 41¢ 333 183 450 650

research. Now, however, four non-radicactive isotopes are being produced.
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They are called "icons" -- four isotopes of carbon, oxygen, nitrugen and
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The second assumption, the eve-mind assumption, is that the sye remains fixatad on a
word as long as the word is being processesd. S0 the time it takes to process a
newly—fixated word is directly indicated by the qare duration. Or course, comprehending
that word often involves the use of intormation from preceding parts of the text. without
any backward fixations. So the concepts corresponding to two different words mav be
compared to each other, for example., while only the more recently encountered word ic
fixated. The eye-mind assumption can be contrasted with an alternative view that data
acquired from several successive eve fixations are internally buffered before being
semantically processed (Bouma & deVnogd, 1974). This alternative view was proposed to
explain an unusual reading task in which the phrases of a text were successively presented
in the same location. However, the situation was unusual in two ways. First, there were
no eye movements involved so the normal reading processes may not have been used.
Second, and mora telling, readers could not perform a simple comprehension test after
seeing the text this way. By contrast, several studies of more natural situations support
the eye-mind assumption that readers pause on words that require more procescing (Just &
Carpenter, {%7&; Carpenter & Daneman, Note Z). The eve-mind assumption posits that
there is no appreciabie lag between what is being fixated and what is being processed. In
the research to be described, the durations ot the individual fixations on a particular word
or phrase of the text are cumulated into a single gaze duration. Then the immediacy and
eye-mind assumptions are used to interpret the gaze duration data in the development of a
model of reading comprehension.

The paper has four major sections. The +irst briefly describes « theoretical framework
for considering the processes and structures in reading. The second section describes the
eye fixation experiment in reading. The third section describes the model itself., with
subsections describing each component process of the model, and applies the model to a
guantitative analvsis of the eve fixation results. The fourth section describes mechanisms
that allow for changes in reading precesses in different situations, and provides results
from a cecond experiment that pinpoint some of the changes.

Theoretical Fram=awnork

Reading can be construed as the coordinated execution of a number of processing
stages, such as word encoding, lexical access, assigning semantic roles. and relating the
information in a given sentence to previous sentences and previous knowledge. Some of the
major stages of the proposed model are depicted schematically in Figure 1. The diagram
depicts both processes and structures. The stages of reading in the left~hand column ara
shown in their usual sequence of execution. The long-term memory on the right-hand side
is the starehcuse of knowledge, including the procedural knowladge used in exacuting the
stages on the left. The working memory in the middle mediates the long-term memory and
the comprehension processes. While it is easy to informally agree on the general
involvement of these processes in reading, 1t is more difficult to <soecify the
characteristics of the processes, their interrelations, and their effects on reading
performance.

A T = e T T T ot e T TS T s P T T T TP e T

The nature of comprehension processes depends on a larger issue, namely the
architecture of the processing system in which they are embedded. While the human
architecture is very far from being known. productiLa svstems have been sugoested as a
possible framework because thev have several properties that might nlausibly be ghared by
the human system. (Detailed discussions or production svetems as models of the human
architerture are presented elsewhere, Anderson, 1974; Newell, 1973, 1%80.) There are
three wiajor properties of particular relevance here.
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Aruitoxt provided by Eic:

1. Structural and procedural knowledoe is stored in the form of conditien-action rules,
such that a given stimulus condition produces a given action. The productions "fire" one
after the other (serially) and it is this serizl processing that consumes fime n
comprehension and other forms of thought. ,In addition to the sernal productions, there are
also fast, automatic productions that produce spreading activation amono associated
concepts (Anderson, 1%74; Colliins & Loftus, 1775). These automatic productions operate 1n
parallel to the serial productions and in parallel to each other (Uewell. 1720 These
productions are fast and automatic because they operate only on constants; that is, they
directly assoriate an action with a particulsr condition (such as activating the concept
"dog" on detecting “cat"). By contrast, serial nroducticns are <low hecause they operate on
variables as well as constants; thev associate an action with a class of conditions. 4
cerial production can fire oniv after the particular conditien instance is hound to the
variable specified in the production. It mav be the binding of variables that consumes time
and capacity {(Newell, 1780). This architectursal feature of two kinds of productions permits
serial comprehension processes to operate in the foreground while in the background,
avtomatic productions activate relevant semantic and epicscdic knowledge.

Z. Productions operate on the symbols in a limited-capacity working m2mory. The
symbols are the activated concepts that are the inputs and outputs of productions. Items
are inserted into working memary as a result of being encoded from the text ar being
inserted by a production. Retrieval from long-term memory cccurs when a production fires
and activates a cencept, rauvzing it to be inserted into working memory. Long-term memory
is a collection of productions that are the rencsitories of both procedural and declarative
knowledge. In the casz of reading. this knowledoe incdudes orthograshy. phonology, syntax
and semantics of the langquage, as well as schemas for particular tovics and discourse types
(cf. Schank & 4belson, 1977) A new knowledge structure is acauired in long-term memory
if a new production is created to encode that structure (Newell. 1781, This occurs if the
structure participates in a large number of processing episodes.

One important property of working memory is that its capacity is limited. so that
infarmation is sometimes lost. One wayv that capacity can be exceeded (causing foraetting)
is that the level of activation of an item may decay to some sudthresheld level througn
disuse over tirme (Collins & Loftus, 1775 Hitch. 1978; Reitman, 1974) A second forgetting
mechanism allows for processes and structures to displace each other, within some limits
(Case, 1978). Heavy processing reguirements in a given task may decrease the amount of
information that can be maintained. perhaps by generating too many competing structures
or by actively inhibiting the maintenance of preceding information. There is recent
evidence to suggest that working memory capacity (as ooposed to passive memory span) 1s
strongly correlated with individual differences in reading comprehension performance,
presumably becauce readers with greater capacity can integrate more elements of the text
at a given time (Daneman & Carpenter, in press).

2. Production systems have a mechanism for adaptive sequencing or processes. The
items in the working memory at a given time enable a piven production to fire and insert
new items, which in turn enable another production. and so on. In this way. the
intermediate results of the comprehension process that are placed in working memory can
influence or sequence subseauent orocessing. There is no need for a supercordinate
controlling program to sequence the mental actions.

The self-sequencing nature of productions is compatible with the model depicted in
Figure 1. The composition of each stage is simply a collection of productions that share a
common higher-level goal. Tne productinns wnthin a stage have similar enabling conditions
and produce actions that serve as conditions for other productions 1n the same stage. The
productions within a stage need not be bound to each other in any other way. Thus the
ordering of stages with a production system is accomplished not by direct control-transfer

i.f)



mechanisms, but an indirect self-sequencdng accomplished by one production helping to
create the conditions that enable the "next" production to fire,

This architecture permits stages to be executed not only in a canonical order but also
in non—canonical orders. There are occacicns when some stages of reading appear to be
partially or entirely skipped; some stapes seem to be executed out of sequence: and some
"later" stages sometimes seem to be abie to influence "earlier" stages (Levy,. this volume).
Stages can be executed earlier than normal if their enabling conditions exist earlie- than
normal. For example, if a context strongly primes a case role. then the case ascignment
could precede the lexical access of a word. Having read John pounded the nail with a
—————— , & reader can assigh the Jast ward to the instrumantal case on the basis of cuss
provided by the words pound and nail, before encoding hammer. This organization can
permit "context effects" in comprehension, where a strong preceding context c<hortens
reading tim= on a given word or clavse. This might occur if a processing stage that is
normally intermediate hetween two others is partially or entirely eliminated. It could be
eliminated if the preceding stage plus the context provided sufficient enabling conditions
for the later stage. Analogously, a misleading cuntext could lengthen comprehension time
by providing elements that enable conflicting praocesses.

The production system organization can also explain how "later" stages can influence
"earlier" stages, so that higher-level schemas can affect word encoding, for example. If
the productions of the normaily-later stage are enabled earlier than usual, then their
cutputs can serve as inputs to the normallv-earlier stage. The ordering of stages does not
have to be entirely reversed to obtain this top-down influence. It may be sufficient fo-
just a portion or the productions of the "later" stage to fire in order to influence the
"earlier" stage.

In this view of processing stages, several stages can be executed cotemporaneously in
the sense that firings of productions of two or more stages mav be interleaverd.
Consequently, data and control can be transferred back and forth among different stages,
somewhat similarly to computer programs arganized into co-routines. Co-routines are two
or more sub-programs that have eaqual status (i.e. there is no master-slave relationship):
when one co-routine obtains control. it executes until it detects a condition indicating it
ehould relinquish contrel, and then another co~routine executes. and sa an. One interesting
difference between co-routines and the production system model is that co-routines
generally transfer data between each other only along specified paths, used especiaily for
this purpose. By contrast, productions "transfer"” data by pladng it in the working memoryv,
so that all processes have access to it. In this sense. the working memory serves as a
message center, and communication among stages is by means of the items in warking
memory. This is distinct from one stage feeding its output directly to another stage.

The Research

The texts. This section describes the texts that were used in the reading research
because their properties, both local and global. have a large influenee on the processing.
The giobal organization of a narrative text has been shown to influence how a reader
recalls the text (Kintsch & van Dijk, 1973} M™Mandler & Johnson, 1777: Mever, 1975;
Rumelhart, 19777 Thorndyke, 1%77), The experiment reported below shows that the
- prganization has at least sart of its effect when the text is being read. Scientific texts
were seiected from Newsweek and Time because their content and style is typical of what
students read to learn about technical topics. The pascsages discucsed a variety or topics
that were generally unfamiliar to the readers in the studv. (When readers were asked to
rate their familiarity with the topic of each passage, the modal rating was at the "entirely
unfamiliar" end of the scale.}) There were 15 passages, averaging 140 words each. One of

7

the passages is shown in Table Z. While the texts are moderately well written, they are on




Table 2
A scientific paragraph used in the experiment

Radioisotopes have long been valuable tools in scientific and medical
research. Now, however, four naon-radioactive isotopes are being producec.
They are called "icons" -- four isotopes of carbon, oxygen, nitrogen and
sulfur. Each icon has one more neutron in its nucleus than the number
usvally found in carbon (12Z), oxygen (14), nitrogen (14), and sulfur (32).
The odd neutron gives the isotopes a distinctive magnetic characteristic.,
These isotopes have some of the same characteristics that made radioisotapes
vseful for tracing chemical reactions and even powering some of the
scientific instruments left on the moon by Apoilo astronauts. Eut the icons
do not have the damaging radiation of radioisotopes. Consequently, icons
offer good prospects for pharmacological research, for pollution monitoring

and for clinical medicine.
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Subtopic

efinition  Setting Cause Consequence Definition /Setting Cause Consequence

Expansion Expansion  Expansion  Expansion Expansion Expansion

Detail Detail Detail Detail Detail Detail

"igure 2. A schematic diagram of the malor text-grammatical catepories of information in the scientific
aragraphs.
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Table &

A classification of the ican passage

into text grammatical categories
Radioisotopes have long been valuable tools in
scientific and medical research.,

Now, however, four non-radioactive isotopes
are being praduced.

"They are called "Icons"

the four isotopes of carbon, oxygen, nitrogen
and sulfur.

Each has one more neutron in its nucleus than the
number usually found in

carbon ¢
(

2), oxygen (i1&), nitrogen (14), and
sulfur Z) .

i
The odd neutron gives the isotopes a distinctive
magnetic characteristic.

These isotopes have some of the same characteristics
that made radioisotopes useful for

tracing chemical reactions and even powering some of
the scientific instruments left on the moon by Apollo
astronauts.

But the icons do not have the damaging radiation of
radioisotopes.

Consequently, icons offer good prospects

for pharmacological research, for pollution monitoring,
and for clinical medicine.
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the horderline between "fairly difficult" and "difficult” on Flesch’s readability scale (1%51),
with 17 words per sentence and 1.4 syllables per word.

~

Insert Table Z and Figure ¥ about here

A simpiified grammar was developed to categorize the comnonents of the texts. The
grammar (shown schematically in Figure 2) classifies the text units, orten clauses but
sometimes whole sentences or cingle words, into a structure that is guasi-hi=srarchical.
This ahbreviated grimmar captures most of the regularities in our short passages (see
Vesonder, Note t, fur a mo~e complete grammar for longer scientific passanes). The initiai
sentences generally introduced a topic--a scientific developmant or event. The beginnings
of the passage sometimes gave details of the time, place and people invoived with the
discovery. Familiar concepts were simply named, while unusual concepts were accompanied
by an explicit definition. The main topic itself could be deveicped through snecific
examples or through subtopics that were then expanded with further descriptions,
explanations and concrete examples. Censequences, usually toward the end of the passage,
gave the importance of the event for other applications. Table % shows how each text unit
or sector in the Icon passage was classified according to these categories (consecutive
sectors belonging to the same category have been merged in this table). All 1% pacssages
were segmented into a total of 273 sectors. Each sector was then assignad to one of the
five levels by one of the authors. The levels of the grammar were further confirmed by a
pre~test involving 14 subiects who rated the importance of each sector in its passage on a
7 point scale. The mean importance ratings differed reliably among the five levels. Fi4,774)
= 40.04, p<.0l. Specifically, the means decreased monotonically down through the five
postulated levels. So the grammar potentially has some psychological reality and its
relevance to reading will be demonstrated with the eye fixation data.

Insert Table 3 about here

Method and data analvsis. Before the model and data procedures are described in
detail, this sectio presents the data collection and analyeis procedures. The readers were
Carnegie-Mellon undercraduates who read 2 practice texts +ollowed by the 15 scientific
texts in random order. One group of readers was asked to recall each paragraph
immediately after reading it, while another group was given about ten sentences to venfty
as true or false, also immediately after reading the paragraph. The subjects were asked to
read naturally, without re-reading or trving to memor.ze the paragraph, but with a goal of
performing well in the recail or verification task. The readers’ eye fixations were
monitored and recorded as they read the texts.

The paragraphs were presented on a television monitor using upper and lower case and
a conventional paragraph layout, 'The sentences were presented one at a time, and
cumulated on the screen to form the paragraph. The subject pressed a button when he came
to the end of each sentence. at which point the screen was blanked except for a fixation
point indicating where the next sentence began. The reader fixated the point and pressed
the button. Then the next sentence was presented alang with all of the previous sentences
so that the entire paragraph appeared on the screen by the time the subject was reading the
last sentence.

The reader’s pupil and corneal reflections were monitored relatively unobtrusively by
a television camera that was 2.5 feet awav. The monitoring svstem, developed by Applied
Science Laboratories, computed the point of regard {rather than eye movement or head
movement) every 14.7 msec. If the subjact’s point of regard was within 1 degree of the
fixation point, then the data for that sentence were scorable., This procedure was used to



test whether accuracy of 1 degra2e wag maintained throughout the paragraph. If 1 degreo
accuracy was not maintained, the data for the entire paragraph were discarded. Dus to
machine problems, eve fixation data were not obtained from 3 of the subjects in the rezall
condition and 1 in the verification condition. There were 12 remaining readsrs in the recall
condition and ¥ in the wverification condition, who on average produced 10 entirely scorabie
paragraphs, and 5 entire paragraphs for which the data were discarded.

The objective of the data reduction procedure was to convert the &0 obcervations per
second to some dependent measure that could be meaningfully related to reading time,
First, there was some reduction as the data were being acquired in real time. A new
"fixation" was scored as having occurred if the point of regard changed by more than 1
degree (the size of a three-letter syilable). Furthermore. durations of blinis that were
preceded and followed by fixations on the same location were attributed to the reading
time on that location. Notice that this treatment of the data ignores traditional fixations,
and deals only with the time on a given part of the text, regardless of how many "real"”
fixations went inta that time. The reason for this procedure is that such gaze durations

are the most direct behavioral measures to relate to cognitive processes (Just & Carpenter,
1974),

Another program computed the duration of gaze of each subject on each of the 275
sectors. The pooling of all fixation durations on the several words of a sector helps to
average over some measurement noise. Since the accuracy of the fracker was about one
degree, the measure could b2 in error by ahout three letters. By pcoling all the fixation
durations in a sector, the inaccuracy becomes less important. The mean duraticn of gaze on
each sector (i.e. the average over all the subjects in each experimental condition who
produced scorable data for a given paragraph) was computed. The data were fit to the
model with a multiple linear regression, in which the independent variables were the
factors postulated to affect reading time and the dependent variabie was the mean gaze
duration on each of the 275 sectors.

-

The Reading Model

The next subsections describe the five major stages shown in Figure 1: Get next
input, Encoding and lexical access. Case role assionment, Interclause integration and
tentence wrap~up. Each subsection describes the processes in that stage together with the
factors that should affect the duration of those processes and hence the gaze durations.

Get Next Innut. This is the first stage of a cycle that finds information. encodes it
and processes it. When the perceptual and semantic stages have done all the requisite
processing on a particular word, the eye is directed to land in a new place where it
continues to rest until the requisite processing ic done, and so forth. The specification or
what constitutes "all of th= requicite processing" is contained in a list of conditions that
must be satisfied before the reader terminates his gaze on the current word and fixates the
next one. These conditions include a specification of the goals of normal reading. Tor
instance, one condition may be that a meaning of the word be accessed and another
condition may be that a case role be assigned. These conditions can also reflect more
specific reading geais. A reader who is trying to memorize a text may have as a condition
that the word or phrase be transferred to lona-term memory. By setting the conditions
appropriately, the reader can adjust his procesces to thz situation at hand. ¥hen the goal
conditions for processing a word are satisfied, the resulting action is to Get Next Input.

The command to Get Next Input usvally recults in a saccade to the next part of the
text--one or two words forward. The process that selects the platement of the next
forward fixation does not have to be very complex or inteliigent. The choice of where to
place the next forward fixation appears to depend primarily on the length of the next word




or two to the right of the current fixation (McConkie & Rayner, 197%). The length
information, which is encoded parafoveally, is then used to program a rightward saccada.
But if only the right margin is visible in the parafovea. then the eye is directed to the first
word of the next line, producing a return sweep. In this case the information in peripheral
vision is not adequate for accurate targeting. The return sweep is typically too short; the
eye often 1ands on the second word of the new line for a very brief amount of time (50 or 75
msec) and then makes a corrective saccade leftward to the first word of the line (Bayle,
1942), On occasion, a comprabension stage may require a review of previously read text to
re—encode it or process it to deeper levels. In those cases, the Get Wext Input stage
results in a regressive saccade to the reievant portion of the text.

The duration of the Get Next Input stage is short, consisting of the time for a neural
signal to be transmitted to the eve muscles. In monkevs, this takes about 30 rns=ec
(Robinson, 1972). This duration must not be confused with the typical 150-2G0 msec latency
of a caccade to a visual stimulus that has spatial or temporal uncertainty (WWestheimer,
1954). These latencies include stimulus detection, interpretation, and selection of the next
fixation target. In normal reading, there is very little uncertainty about direction of the
next saccade (it is almost always rightward for forward fixations. except for the return
sweeps). Nor is there much uncertainty about distance. On average, the saccade distance
may be simply the mean center-to-center distance between words, a distance that does not
vary much, relative to the physically possible variation in eye movements. Thus it is
reasonable to suppose that the preprogramming time is very short here, consicting usually
of a Go signal and the time it takess that signal to be translated into a motor movement,
about 30 msec (Robinson, 1972). The actual movements, the saccades, constitute about S to
10% of the total reading time. Recent analvses suggest that the saccade itself may destroy
the visual persistence of the information from the preceding fixation so that it does not
mask the input from the new fixation (Breitmeyer, 1720), Consequently, stimulus enceding
may commence soon after the eye arrives at a new location,

Word encoding and lexical access. The reading process involves encoding a word into
an internal semantic format. It i1s assumed that prior to this encoding, the transduction
from the printed word to the visual features has already taken place, and that the features
have been deposited into the working memory. Perceptual encoding productions use the
visual features as conditions; their action is to activate the representation of the word.
Once the representation of the word has been sufficiently activated. its corresponding
concept is accessed and inserted into working memorv. The concept serves as a pointer to a
more complete representation of the meaning, which consists of a small semantic network
realized as a set of productions. The major nodes of the network are the possible meanings
of the word, the semantic and syntactic properties of the meanings, and information about
the contexts in which they usually occur (see Rieger, 1979, for a related propcsal). Tha
word meanings are represented as abstract predicates, defined by their relations to other
predicates,

The productions that encode a word generally trigger on orthographically-based
sub-word units, like syllables (Mewhort, & Beal, 1977; Spoehr & Smith, 1973; Taft, 1979).
However, there are times when alternative codes, including orthographic, phonological and
whole word codes are used (Baron, 1%77; Kleiman, 197%: LaBerge & Samuels, 1974), Since
the syllable-like encoding unit is believed to be the dominant one, the data should be
analyzed in terms of the number of syllables in each word.

The mechanism underlying lexical access is the activation of a word’s meaning
representation by various sources. There are three ways that a concept’s level of
activation can be temporarily increased above its base level. One activation mechanism is
perceptual encoding; the encoded representation of a word can activate its meaning. A
second source is the parallel productions that produce spreading activation through the



semantic and episodic knowledge base of the reader. The third source is activation by the
serial productions that do the major computations in all of the ctages of processing., wWhen
a concept has been activated above some threshold by ore or more of these saurces, a
pointer to its meaning is inserted into working memory. The activation level gradually
decays to a subthreshold level, unless somo process re-activates it. If the word soon
reoccurs in the text while the concept is still activated, lexical access will be facilitated
because the activation level will still be close to thresiold. When the activation level does
decrease, it deareases to an asymptote slightly higher than the old base level. In this way,
the system can learn from both local and long-term word repetitions. Frequently used
words will have a high bace level of activation and consequently wiil require relatively
less additional activation to retrieve them. Thus, frequent words should take less time to
access than infrequent words (IMorton, i94%). Similarly, the various possibie
interpretations of each word will have different base activation levels, such that the mare
common interpretations have higher base activation levels. For example, while the word
does has at least two very different meanings, the "third-person singular verb"
interpretation would have a higher base activation because it is more commcn than the
"female deer" interpretation (Carpenter & Daneman, Note 2). The more common
interpretation would then be accessed faster, since less additional activation would be
required to bring the activation level to threshold. This madel of lexical access can
account for word frequency effects, priming effects, and repetition effects in reading.

Lexical access is complicated by the fact that some words have more than one meaning,
so the appropriate interpretation must be <=elected, or at least, guescsed at. When a
polysemous word is accessed, the word representation that is retrieved is a pointer to a
semantic network that includes the muitiple representations. The interpretation that is
selected 1s the one with the highest activation level, and several factors can affect the
activation. First, some interpretaticns start off with a higher activation level; for
instance, the "third person singular" interpretation of does has a higher base activation
level than the "deer" interpretation. Second, the automatic productions that produce
epreading activation can contribute seiectively to the activation level of one particuiar
interpretation. The spreading activation can emanate from the preceding semantic and
syntactic context, from the reader’s knowledge of the domain, and from his knowledge of
the discourse style. Third, the output of other stages operating on the same word may
activate a particular interpretation. For example, although hammer can be interpreted ac a
noun ar a verb, a sentence context that suggests an instrument to the case role assignmeant
ctage (e.g. John hit the pail with a —————- ) may help activate the noun interpretation.
Fourth, when a word with many highly related m=anings occurs in an impoverished context,
there may be no single interpretation with higher activation than others, and tha
superordinate concept may be the selected interpretation of the word. This probably occurs
for words that have many closely related interpretations, like get and take.

The selection of only one interpretation of each word, posited by the immediacy
assumption, provides a measure of cogritive economy. Seiecting just one interpretation
allows the system to dampen the activation of the unselected interpretations to keep them
from activating their associates. Thus, the contextual effects would remain focused in the
apprapriate semantic domain. This permits a limited capacity working memory to cope with
the information flow in a spreading activation environment that may activate manv
interpretations and associations for any lexical item. This method of procescing also
avoids the combinatorial explosion that results from entertaining more than one
interpretation for several successive words.

This aspect of the model is consistent with some recent results on lexical access that
indicate that although multiple meanings of a word are initially activated, only one m=aning
remains activated after a few hundred msec. In one experiment, the subjects
simultaneously listened to a sentence and pronounced a visually presented word. When an
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ambiguous word {rose) was presented auditorally in a syntactic context (e.g.. Thay all rose),
the speed aof pronouncing a simultaneous visual probe related to either meaning (stood or
tiower) was faster than in a control condition {Tanenhaus, Leiman & Seidenberg, 1972, In
another experiment, the subjects listened to a sentence and performed a lexical decision
task on visually presented stimuli. TWhen an ambiguous word (bug) was presented in a
semantic context (John saw several spiders, roaches and bugs), the speed of a sunultaneous
lexical decision related to either meaning (insect or sny) was faster than a control
(Swinney, 1979). In both studies, the rfacilitation of the inappropriate meaning was
obtained only within a few hundred msec of the occurrerce of the ambiguous word. If the
probe was delayed longer, the inapprop.iate interpretation was rno faster than the control.
These results suggest that both meanings are available when an ambiguous word is being
accessed, but the inappropriate meaning is lost from working memory arter a short time.

As the interpretation of the text is constructed, a corresponding reprecentation of the
extensive meaning--the things being talked about--is also being built. If a reader cannat
determine the referents of the words in a passage, he will find tke text difficult to
understand. One example of this problem is highlighted in a passage from Bransford and
Johnson {1972) that discussed a procedure that invelved arranging "things into groups. Of
caurse, one may be sufficient dependino on how much there is...." Subjects who weren’t
given the title "Washing Clothes" thought the story was incomprehensible. The referential
representation helps the reader disambiguate referents, infer relations and integrate the
text.

The immediacy assumption posits that there is an attempt to relate =ach content word
to its referent as soon as possible. Sometimes this can be done when the word is first
fixated, but sometimes more information is required. For exampie, while the semantic
interpretation of a relative adjective like large can be computed immediately, thz extensive
meaning depends upon the word it modifies (for instance, large insect versus large
building). The referent of the entire noun phrase can be computed only after both words
are processed. The immediacy assumption doesn’t state that the relating is done
immediately on each content word, but rather, that it occurs as soon as possible. This is an
important distinction that wiil be made again in the discussion on integrative processes.

Assigning case roles. Comprehension involves determining the relations among words,
the relations among clauses, and the relations among whole units of text. This section
desaribes the first of these processes, that of determining the relations among the words
in a clause (or in Schank’s (1¥72) terms, determining the dependencies among the concepts).
These relations can be categorized into semantic cases, such as agent, recipient, location,
time, manner, instrument, acticn or state (Chafe, 1970; Fillmore, 1942). The case role
assignment process usually takes as input a representation of the fixated word, including
information about its possible case roles and syntactic properties. For example, hammers
tend to be instruments rather than locations or recipients, and information about a word’s
usual case role can be an important contributor to the assignment process. But this
normative information generally is not suffident to assign its case role in a particular
clause. Consequently, the assignment oroc2ss relies on heuristics that use the word
meaning together with information about the prior semantic and syntactic context, as well
as language-based inferences. The output of the process ic a reprezentation of the word’s
semantic role with respect ta the other constituents in its clause,

Just as certain meanings suggest particular case roles. so too can the context prime a
particular case role. Consider the sentence John was interrogated bv the ——=——- . The
semantic and syntactic cues suggest that the missing word will be an agent, such as
detective. The strength of the context becomes evident if the primed case does not occur,
for example, John was interrogated by the window. The prior semantic context can precede
the affected case assignment by more than a few words. In the sentences The lawver




wanted to know where in the room John had been interrogated. Marv told him that Jobn
was interrogated by the window, the thematic focus of the rirst sentence on a location
alters the interpretation of by and facilitates a locative case role assignment for window.

The specific heuristics that are used in case role assignment have received some
attention (see Clark and Clark, 1977, for some examples). Many proposals have the
suggestion that reacers use the verb as a pivotal source of information to estatlish the
necessary and possible case roles and then fit the noun phrases into those siots (Schank,
1972). But the immediacy assumption posits that the case role assignment for an item
preceding the verb is not postponed in anticipation of the verb. Like the lexical access
stage, the case assignment stage makes a best guess about a word’s case when the word is
fixated, rather than making the decision ctontingent on subseaquent words. 5o the model
would not accord any special status to verbs. Another suggested heuristic (that children
appear to use) is to assign a sequence consisting of animate noun-verb-noun to the case
roles of agent-action~object (Bever, 197M. Like all heuristics, this one sometimes faiis,
so young children sometimes misinterpret passive sentences (Fraser, Bellugi & Brown,
1963). This heuristic may be employed by adults, but in a madified version that conforms to
the immediacy assumption. Rather than waiting for the three major constituents before
assigning case roles, the reader should assign an animate noun to the agent role as soon as
he encounters it, in the absence of contrary prior context.

The immediate assignment of a cace role implies that readers will sometimes make
erraors and have to revise previous decisions. For example, an adult whc assigns the role
of agent to an animate noun and then encounters a passive verb will have to revise the
agent assignment. (Presumably, young children don‘t make this revision.) The immediacy of
the case assignment process is evident in the reading of sentences like Marv loves
Jonathan... The immediacy assumption suggests that a reader would assign Jonathan the
role of recipient; this would turn out to be an incorrect assignment if the sentence
continued Mary loves Jonathan apples.

Because case roles are assigned within clauses, the assignment process must include a
segmentation protedure to determine clause boundaries within sentences. Sentences can
cometimes be segmented into clauses on the basis of explicit markers, such as a
subordinating conjunction (e.g., because, when). More often, the reader cannot tell with
certainty where one clause ends and another starts until he has read beyond the clause
boundary (or potential boundary). A general strategy for dealing with such cases has been
suggested, namely to assign a word to the clause being processed, if possible (Frazier %
¥Fodor, 197%). For example, the word soil in the sentence When farmers are plowing the
soil... can continue the initial clause (When farmers are plowing the soil it is most fertile)
or start a new one (When farmers are nlawing the <coil is most fertiie). The suggested
strategy is to continue the initial clause until contrary information is encountered.
Interestingly, the strategy discussed by Frazier and Fodor presupposes the immediacy
assumption; the segmentation decision arises because case roles are assigned as soon as
the words are encountered.

There is no direct mapping between particular case roles and the duration of the
assignment process. For example, there is no a priori reason ta expect that assignment of
instruments takes more or less time than locations. The time for a particular assignment
might depend more on the context and properties of the word than on the particular case
role being assigned. Detailed specification of the process is not within the scope of this
paper; it probably requires a large scale simulation model to examine the compilex
interactions of different levels of processing.



Interclause intearation. Clauses and sentences must be related to each other by the
reader in order to capture the coherence in the text. As each new clause or sentence is
encountered, it must be integrated with the previous information acquired from the text or
with the knowledge retrieved from the reader’s long-term memory. Integrating the new
sentence with the old information consists of representing the relations between the new
and the old structures.

Several search strategies may be used to locate old informeation that is reiated to the
new information. One strategy is to check if the new inrormation is related to the other
information that is already in working memory either because it has been repeatedly
referred to or becausz it is recent (Carpenter & Just, 1%77a; Kintsch & van Dijk, 1973).
Using this strategy implies that adjacency between clauses and sentences wili cause a
search for a possible relation. For instance, the adjacent sentences Mary hurt herceilf.
John laughed seem reiated {(John must be a cad) even though there 5 no explicit mention of
the relation. This strategy also entails trying to reiate new information to a topic that is
active in working memory. This is a good strategy, since information in a passage should
be related to the topic.

A second strategy is to search for specific connections based on cues in the new
sentence itself. Sentences often contain old information as well as new. Sometimes the
old information is explicitly marked (as in cleft constructions and relative clauses), but
often it is simply some argument repeated from the prior text. The reader can use this old
information to search his long—term text representation and his referential representation
for potential points of attachment between the new information and the old (Haviland &
Clark, 1974). This second strategy may take more time than the first. In fact, it takes
longer to read a sentence that refers to information introduced several sentences earlier,
than one that refers to recently introduced information (Carpenter & Just, 1977a).

There are two main points at which integration can occur. First, as each ensuing word
of the text is encountered, there is an attempt to relate it to previous information (Just &
Carpenter, 1973). 5Second, a running representation of the clause is maintained, with an
updating as each word of the clause is read. This running clause representation consists of

the configuration of clause elements arranged according to their case relations. This
second type of integration involves an attempt to relate the running clause reprecentation
to previous information at each update. Integration occurs whenever a linking reiation can
be computed. Consider the sentence, Although he ssoke softly, vesterdav’s speaker couid
hear the little bov’s question. The point of this example is not so much that the initial
integration of he and speaker is incorrect, but that the integration is attempted at the
earliest opportunity. This model implies that integration time may be distributed over
fixations on different parts of a clause. Moreover, the duration of the process may depend
on the number of concepts in the clause; as these increase, the number of potential points
of contact between the new clause and previous information will increase. There is also
evidence for integration triggered by the end-of-sentence; this process will be discussed
in more detail below.

Integration results in the creation of a new structure. The symbol representing that
structure is a pointer to the integrated concepts and this superordinate symbol is then
available for further processing. In this way, integration can chunk the incoming text and

" allows a limited working memory to deal with large segments of prose. The macro-rules

proposed by Kintsch and van Dijk (1973) can be construed as productions that integrate.

Integration can also lead to forgetting in working memory. As each new chunk is
formed, there is a possibility that it will displace some previous information from working
memory. Particularly vulnerable are items that are only marginally activated, usually
because they were processed much earlier and haven’t recently participated in a production.
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For instance, the representation of a clause will decay if it was processed early in a text
and was not related to subcequent infarmation. This mecnaniem can aiso clear working
memory of "lower level" representations that are no longer necessarv. For example, the
verbatim representation of a previously read sentence may be displaced by the procesces
that integrated the sentence with other information (Jarvella, 1971i. By contrast, the
semantic eiements that participate in an integration groduction obtain an incre.. ed
activation level. This increases the probability that they will become a permanent part of
long-term memory.

The main types of interciause relations in the scientific passages correspond to the
text-grammatical catepories described previously, such as definitions, causes,
consequences, examples, and so forth., Text roles that are usualiy more imoortant to the
text and to the reader’s goals, like topics or definitions. are integrated differently than
less important units, like details. The more central units will initiate more retrievals of
relevant previous knowl=uge of the domain (schematic knowledge), and retrievals of
information acquired from the text but no longer resident in the working memory. In
addition, more relations will be computed between the semantically central propositions
and previous information, because centrality inherently entails relations with many otiher
units. By contrast, details are often less important to the reader’s goals and to the text.
Moreover, when a detail is to be integrated, the process is simpler because details are
often concrete instantiations of an immediately preceding statement (at least in these
scientific texts), so they can be quickly appended to information still present in the
working memory. Thus, higher level units will take more time to integrate because their
integration is usually essential to the reader’s goale and because integration of higher
units involves more relations to be computed and more retrievals to be made.

The nature of the link relating two stuctures may be explicitly denoted in the text
(with connectives like becauvse, therestore, and for instance) or it may have to be inferred on
the basis ot schematic knowiedge of the domain. ror example, the causal relation between
the sentences Cynthia fell off the rocking horse. She cried bitter tears ic inferred from
the reader’s knowledge about the temporal and causal relation between falling and hurting
oneself (Charniak, Note 3).

One cost of immediate interpretation., case role assignment., and integration is that
some decisions will prove to be incorrect. There must be mechanisms to detect and recover
from such errors. The datection of a misinterpretation often ocours when new information
to be integrated is inconsistent with previous informatiaon. So misinterpretation detection
may be construed as incansistency detection. For example, the sentence There were tears
in her brown dress causes errors initially because the most frequent interpretation of
tears is not the appropriate one here and tne initial interpretation is incompatible with
dress. The eye fixations of subjects reading such garden path sentences clearly indicate
that readers do detect inconcsistencies, typically at the point at which the inconsistency is
first evident (Carpenter & Daneman, Note 2i. At that point, they usz a number of
error-recovery heuristics that emable them to reinterpret the text. They do not start
reinterpreting the sentence from its beginning. The heuristics point them to the locus of
the probable error. Teaders start the backtracking with the word that first reveals the
inconsistency, in this case, dress. If that word rcannot be reinterpreted. they make
regressions to the site of other words that were initially difficult to interpret, like
ambiguous words on which a best guess about word meanina had to bhe made. The ability to
return directly to the locus of the misinterpretation and to recover from an error makes the
immediacy strategy feasibie.

Sentence wrap—up. A special computational episode occurs when a reader reaches the
end of a sentence. This episode, called sentence wrap-up, is not a stage of processing
defined by its function, but rather by virtue of being executed when the reader reaches the
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end of a sentence. The processes that occur during sentence wrap-up involve a search for
referents that haven’t been assigned, the conctruction of interclause relations (with the
aid of inferences, if necessary), and an attempt to handle any inconsistencies that could not
be resolved within the sentence.

The ends of sentences have two important properties that make them especially geod
places for integration. First, within-sentence ambiguities are usually clarified by the end
of the sentence. For example, if a sentence introduces a new cbject or person whose
identity tan’t be inferved from the preceding context, some cue to their identity is
generally given by the end of the sentence. For that reason, if a reader can’t immediately
determine the referent of a particular word, he can expect to be told the referent ar given
enough information to infer it, by the end of the sentence. Indeed, readers do use the ends
of sentences to process inconsistencies that they can’t resolve within the sentence
{Carpenter & Daneman, Note Z). The second property is that the end of a sentence
unambiguously signals the end of one thought and the beginning of a new one. It can be
corntrasted with weaker cues that signal within-sentence clause boundaries, such as
comimas, relative pronouns and conjunctions, that can signal other things besides the end of
a clause, Since ends—-of-sentences are unambiguous, they have the same role across
sentences and they may be processed more uniformly than within—-sentence clause
boundaries.

There is ample empirical support for the integrative processing at the ends of
sentences. Previous eye fixation studies show that when a lexically-based inference must
be made to relate a new sentence to some previous portion of the text, there is a strong
tendency to pause at the lexical item in question and at the end of sentence that contains it
(Just & Carpenter, 1972). Readers were given paragraphs containing pairs of related
sentences; the first noun in the second sentence was the agent or instrument of the verb
in the first sentence:.

1a. It was dark and stormy the night the millionaire was murdered.
1b. The killer left no clues for the police to trace.
In another ccndition, the integrating inference was less direct:

Za. It was dark and stormy the night the millionaire died.

Zb. The killer left no clues for the police to trace.

It took about 500 msec longer to process sentence (Zb) than (ib), presumably due to the
more difficult inference linking killer to die. There were two main places where the
readers paused for those 300 msec, indicating the points at which the inference was being
computed. One point was on the word killer, and the other was cn the end of the sentence
containing killer. Another eye fixation study showed that integration linking a pronoun to
its antecedent can occur either when the pronoun is first encountered or at the end of the
sentence containing the pronoun (Carpenter & Just, 1977b).

Reading-time studies also have shown that there is extra processing at the end of a
sentence. When subjects self-pace the word-by—-word or phrase-by-phrase presentation of
a text., they tend to pause longer at the word or phrase that terminates a sentence
(Aaronson & Scarborough, 1974; Mitchell & Green, 1972). The pause has been attributed to
contextual integration processes, similar to the proposed interclause integration process
here. Yet another source of evidence for sentence wrap-up processes is that verbatim
memory for very recently comprehended text declines after a sentence boundary (Jarvella,
+ 1971; Perfetti & Lesgoid, 1977). The model attributes the decline to the interference
between sentence wrap-up processes and the maintenance of verbatim information in
working memory.

It is possible that wrap—up episodes could occur at the ends of text units smaller or

larger than a sentence. For example, the data of Aaronson & Scarborough (1974) suggest
that there are sometimes wrap-up processes at the ends of clauses. The decision of when
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and if to do wrap-up may be controlied by the desired depth of processing. For erample,
ckimming may require wrap-up only at paragraph terminations, while understanding a iegal
contract may require wrap-up at clause boundaries. In fact, the clause-boundary effects
obtained by Aaronson and Scarborough are sensitive to the subjects’ reading goals.

Results

Data Analysis. The purpose of the analyvsis was to partition reading time into the
various processes outlined in the model. Each of the 15 paragraphs was divided into
sectors, as in the example in Table =, producing a total of 275 sectors. The sectors were
classified into the categories described by the grammar. A muitiple regression analysis
computed how the gaze duration on each sector was arfected by the variables presumed to
influence different stages of the procescing. The regression analysis had eight
independent variables that coded: the size of a sector, the number of infrequent words it
contained, whether it was the last sector in a sentence, and five more variables that coded
the text grammatical level of the sector. More precise descriptions of these measures wiil
be presented with the results.

Verification condition results. The analysis indicates how reading time was
distributed across the various processing stages when readers anticipated a true-false
comprehension test. The eight independent variables were associated with various
processing stages, as indicated by the tripartite division of Table 4.

1. Lexical encoding/access and case role assignment. Even though lexical encoding,
lexical access, and case roie assignment are believed to be separable processes, their
durations cannot be measured separately in this experiment. The combined duration of
these processes should depend on two factors. The duration should increase with the size
of the sector because larger sectors will have more words to encode and more case roies to
be assigned. Sector length was measured in number of character spaces since this can
easily be done by a computer program.- In retrospect, it would have been preferable to
measure the length of a sector in syllables since the syilable might plausibly be a unit of
lexical encoding (Spoehr, & Smith, 1973}, However, the number of syliables is typically
highly correlated with the number of letters, with r above .75 in some similar texts we have
examined. The second factor arfecting the duration of these processes is the number of
infrequent words in a sector, because the time taken to access the meaning of infrequent
words is longer. "Infrequent" was operationally defined as occurring less than 25 times
per million in the Kucera and Francis norms (19¢7). A word was counted as infrequent only
on its first occurrence in the paragraph. These parameters for encoding, access, and case
role assignment are shown in the top part of the tabie. The 22 msec per character indicates
the time to encode words, retrieve their meanings and assion case roles. As Table 4
indicates, the first occurrence of an infrequent word added 51 msec to the gaie, suggesting
that one or more of encoding, access, and case role assignment takes longer for unusual
words. Frequency effects are often attributed to the lexical access process {(Glanzer &
Ehrenreich, 177%). The additional intercept of 98 msec is a wastebasket parameter. It

suggests that there is a minimal duration on a sector corresponding to the minimum
encoding, access, and assignment duration.

Insert Table 4 about here

2. Clause Integration. The model posits that integration time should depend on the
text-grammatical levei cof a clause and on the number of concepts it contains. The
carresponding independent variable was the interaction of the indicator variables that
represented the five text grammatical levels and the variable that represented the number
of content words in the sector, with content words defined as in Hockett {1%58),
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~ Table 4

Application of the model to the verification condition

Regression
Weight {msec)
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Subtopics 97 %
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The text-grammatical role of the sector influenced the duration of the integration
processes as shown in the middle portion of Table 4. Important sectors, like topics and
definitions, had much longer gaze durations than did unimportant sectors, particularly
details, when sector length was controlled in an analysis of covariance, t(Z&%) = 7.27 and
7.39 respectively, p-l.01. For example, the additional time spent integrating topics was 94
msec per content word. Consequently, the introductory topic sentence for the icon passage,
with 7 content words, required an additional 472 msec for integration. By contrast, the
integration time for details was only ¥ msec per content word, the only parameter that was
not significantly different from zero. The resuits suggest that details did not receive
processing much beyond what was required for encoding and case role assignment.
Integration time intreases with the number of content words in a sector because more
relations are computed. As the number of content words increases, there are more
potential relations to other information in the text and to the reader’s prior knowiadge.

Difrerent text grammatical roles are integrated to different extents. For example, a
reader may not relate details to as many different parts or his representation because
details are perceived as less important than other kinds of information. In acddition, the
integration parameter reflects the probability of having to retrieve information from
long-term memory. Because details are generally preceded by a reievant superstructure,
they can be integrated faster than if they were to be related to information that has to be
retrieved from long—-term memaory.

3. The sentence wrap-up stage should be reflected by an inarease in the fixation
duration on sectors that were at the ends of sentences. This was coded by another
indicator wvariable. Sentence wrap-up contributes an additional 30% msec to
sentence-terminal sectors, as shown in Table 4. This parameter reflects the inference
making, consistency checking, and integration that occurs at the end of a sentence. The
cize of the parameter must be interpreted with caution because the procsdure required
readers to push a button at the end of each sentence, and the response preparation and
execution may have contributed to this parameter. Recently. the end of sentence effect has
been obtained in studies that presented the entire paragraph at one time with subjects
responding only at the end of the paragraph. The obtained parameter was smalier (71 msec)
but still reliable.

The pairameters can be used to estimate the reading time for individual sectors. The
estimated reading times are compared to tihe observed reading times for the icon passage in
Table 5. The abserved and estimated times for this paragraph correlate quite highly r{Z1) =
.98, p<.01. Over all the paragraphs the correlation is similarly high, r{273) = .9¢, p<.01.,

Insert Table S about here

This analysis can be used to ectimate how reading time was distributed over the major
processing stages. The proportions will vary with the text, but the icon passage gives an
example of the distribution. For the icon passage, the model accounted for about Z4.6 sec
of the observed reading time of 27.2 sec. About 17.5 sec, or &4% was consumed by the
encoding and cass? role assignment processes. About .G sec, or 12%, was consumed by the
integration stage. About 2.5 sec, or Y% was accounted for by the sentence wrap-up
processes. Finailly, another 2.2 sec, or about 2% was consumed by the base time, which is
an intercept paramefer covering processes common to all sectors. The time for saccades
was not included in the measured gaze durations, but it adds 5 to 10% overhead beyond the
27.2 sec.



Table 5

observed and estimated reading times for

Radioisotopes have long been valuable
tools in scientific and medical research

Now, however, four non-radioactive
isotopes are being produced.

They are called "iéons"
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Each icon has one more neutron in its
nucleus than the number usually found 1in
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by Apollo astronauts
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Table 5 continued
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The parameters in Table 4 are all significantly different from zero except for the
integration time for details. In addition, the accuracy of the model can be compared to the
variability in reading times among sectors. The standard deviation of reading times among
the 275 sectors was ?17 msec, reflecting the cosiderable variation in their length, text
grammatical role and so forth. Compared to this variation, the model fits the dala quite
well; the standard error of estimate is 245 msec. The model accounts for 2% of the total
variance amang the 2735 means. However, much of the variation among the means is due to
differences in the sizes of the sectors. A model that contains only a variable representing
the sector size accounts for ©4% of the variance, leaving 146% that is unrelated to sector
size. Thus the reading model, which accounts for %% of the total variance, captures 50% of
the variance unrelated to sector size.

The model characterizes some of the reading behavior of individual subjects. and not
just the average of their distributions of reading time. The median proportion of variance
accounted for in the analysis of each subject’s data was 77% in the verification task.
Moreover, the parameter values for individual subjects stayed within a reasonable range of
the parameter value of the subject means. For example, the encoding and case role
assignment time was Z2 msec for the data averaged over subjects, while the individual
subjects’ paramters ranged from 1% to Z7 msec in the verification task. Infrequent words
took longer for all but one subject in the verification task. All readers took longer to
integrate the more important sectors in the text grammar. They also spent additional time
at the ends of sentences, ranging from 137 to 525 msec. Thus the model applied to the
group data is a reasonable index of individual reading performance as well.

Variation in Reading

It is obvious that people read very differently in different situations, but that there
is still something that can be identified as "reading" acrocs diverse tasks. A theory of
reading should explain the commonalities and difrerences. The cammonality across reading
tasks may reflect the fact that all types of reading involve the basic proceszes of word
encoding and iexical access, case role assignment, integration and inference making. What
differs between situations is the extent to which each process is evoked. For example, a
reader who is checking for logical consistency may devote relatively more processing effort
to integration. At the other extreme, some processes may be reduced to a bare minimum.
For example, a skimmer may do very little syntactic processing. Since skimmers fixate
relatively few words in a sentence, it might be difficult or impossible to establish complete
syntactic coherence. These are examples of how the amount or processing devoted to a
particular stage can vary across tasks. The model propoces that the amount of processing
done of each type of stage is determined by the goals for that situation. The goals
determine the conditions that must be satisfied--the kind and amount of information that
the system needs before proceeding to the next word or clause. These goals, in turn,
reflect the reader’s objective in reading, the nature of the text, and the reader’s knowledge
of the content domain.

Perhaps the most important influence on reading is the reader’s objective in reading.
This will often determine both what is read, and how it is read. A reader will consult a
technical journal for research information, but pick up a novel for entertainment. However,
the text’s effects can be separated from the reader’s objective and both can have a large
effect in their own right. The same stientific texts used in the experiment reported above
are read differently when the anticipated comprehension test is somewhat different, as the
study reported below shows. The change can be localized to a specific process, with the
help of the reading model. Eventually, a major part of a theory of reading will be a
taxonomy of reading objectives and their effects on each of the processing stages.
Presumably the taxonomic approach would start with some of the more common functions of
reading, such as reading to learn, to follow instructions, and to be entertained (cf. Sticht,
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1977).

The second major influence, the text structure, interacts with the reading process at
several levels, Variables such as word frequency and concreteness influence encoding time
and readability {Coleman, 1%71). Literary devices such as anaphoric reference and
intersentential connectives trigger inferences and influence the speed or understanding
{Carpenter & Just, 17770). The current research shows that difrerent parts of a text such
as topic, subtopics, and details are read differently. In particular, semantically central
units receive more integration, in a way consistent with the model deccribed earlier.

Another major influence on the reading process, aside from the task demands
themselves, is the reader’s knowledge of the content domain. IMany of the comprehension
processes depend on the reader’s previous knowledge. Encoding and lexical access depend
on previous knowledge of vocabulary; case role assignment depends on the semantic
knawledge associated with various cancepts;: integration and inference-making may vary in
both extent and direction, depending on the reader’s priar knowledge. Reading that is
strongly driven by the reader’s previous knowledge is cailed top-down because the
higher—-level conceptual processes may operate sooner and therefore influence what are
normally earlier, bottom-up processes. Thus two people reading the same text with the
same objective may read it differently if their previous knowledge of the content area
differs.

The Recall Condition

The second experimental condition, in which subjects were asked to recall the passage
instead of answering true—false questions about it, provides a test of this view of
adjustment of reading goals to meet task demands. A priori, one might guess that readers
who will be expecting to recall would attend more to the higher-order structure af the text
(like theme statements) in order to help them organize their storage of to-be-recalled
material. Also, since the passages contain technical details, readers might spend more
time trying to integrate them if they intend to recall the details. By contrast, in the
verification condition, the exact details did not have to be integrated completely, since the
verification task presented sentences from the text, and so the details were provided at
the time of test.

Recall condition results. In the encoding and case role assignment stages, the results
for the recall task (Tabie 5} are very similar to the results for the verification task.
Readers spent about the same time for encoding and case rolie assignment (23 msec per
character). Infrequent words had the same effect——adding an average of 51 msec on their
first occurrence. The intercept was %% msec per sectar. These results suggest that
readers were executing the encoding and case role assignments similarly in the two tasks.

Insert Table & about here

The integration stage was sensitive to the differences between the tasks. Readers in
the recall condition spent more time an details, 47 msec per word, as opposed to ¢ msec in
the verification task, t(Z4) = 1.73, pd.07. The time spent on details in the recall condition
was significantly greater than zero. Finally, the sentence wrap-up parameter (1%Z msec)
was still fairly substantial.

The model’s fit was as good as for the verification task. All of the madels’
parameters were significantly different from zero. The standard error of estimate was 2273
msec, which is reasonable compared to the standard deviation of 947 msec among the
reading times for the sectors. The regression accounted for ?Z% of the results for the
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Table &

Application of the model to the recall condition

Regression
Weight (msec)
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Time per character 23 %
Time per infrequent word 51 #
Intercept 93

Topics 68 #
DeFinitions/Consequences 1086 #
Subtopics - 81
Expansions . 74 #
Details 47 +#
Sentence Wrap-up 192 #




recall means. In general, the fit was comparable in the two conditions.

In summary. the two tasks show striking similarities in the encoding and case role
assignment stages. Both tasks resulted in careful reading of about the same rate, 215
words per minute (wpm) ror the verification task and Z?% wpm for the recall task. In hoth
tasks, integration time decreased as the role varied from an inportant one {(Jike a topic or
definition) to a less important one (like a detail). However, there were some differences in
the integration stage. Readers in the free recall condition spent mare time integrating
details with the superordinate structure than did readers in the verification condition. The
recall subjects were probably spending more time on integration because they knew they
would later have te produce some of them, rather tiian merely recognize them. Thus, their
criterion for integration was adjusted to meet their objectives.

Skimming. In an attempt to strongly manipulate reader’s task, five additional readers
were asked to skim each paragraph and recall it immediately afterward. Four of the
readers were unable to skim under these conditions, as indicated by their slow reading
rate. However, there was one reader who did skim at 2% wpm. A protocol, shown in Table
7» shows a very different behavior from the careful reading performancz in the other
conditions. Her fixations are shorter and they dre selective. She did not fixate every word
or even every clause; in particular, she skipped detaiis—-like the numbers in line 5 and the
list of applications for radioisotopes in line &. She spent more time on important sectors,
such as the first line and line 10, which mentions that icons lack radiation.

Insert Tahle 7 about here

Her recall also indicates that she did not process details; it contains only the more
important text grammatical units. A typical example is her recall of the icon passage:

This, paragraph was talking about a kind of substitute

for radicactive isotopes called icons and how they have

something in them that gives them a magnetic, Kind of

magnetic charge and how they’re being used in different

things. And they're not as dangerous as a radioactive

isotope is.
While the skimming data are only preliminary, they suggest that skimming also may rely on
the ability to discriminate between various text grammatical roles and to selectively
process the units that are reievant to the reader’s objective.

Memory. Memory performance should reflect, in part, how weil each part of the text
was integrated during comprehension. Clauses that are integrated to a greater degree are
more likely to become part of long-term memcry and shouid be recalled better. There are
two factors that determine the extent to which a unit of text is integrated. First, those
parts of the text structure that receive more inteoration time, like topics and definitions,
should be recalled better. Second, if a clause is referred to several times in the passage,
either explicitly or implicitly, then it may be involved in an integration episode after each
mention. Hence, recall of a given unit should be partially explained by integration time and
by the number of times that a unit is referred to in the text. This account resembles the
one proposed by Kintsch and van Dijk (1772), except that the current account uses
integration parameters estimated from the reading fixatiaons.

The proportion of the 14 subjects thal recalied each of the 27% sectors was analyzed as
a function of two predictor variables! the integration parameter for that type of text unit
(derived from the gaze—duration anaiysis) and a count of the number of times a sector was
referred to in the passage after its initial occurrence. Both variables produced reliable
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Table 7

The eye fixations of a college student skimming the passage. The
'quence of fixations within each sentence is indicated by the successively
smbered fixations above the word being Fixated. The duration of each
xation (in msec) is shown immediately below the fixation number.
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effects, t(272) = 5.40, p<.01, for the integration time parameter and t{Z72) = &.7%, pl.01, for
the number of repetitions. Thus certain aspects of comprehension are at least partial
determinants of recall. .

Text units that were higher in the grammar tended to be recalled better (see Figure 2),
replicating the text-role effects found with other types of texts (Meyer, 1975, Thorndvke,
1977). The model partially expliains this result in terms of the processes that occur during
comprehension. In addition, retrieval processes also may play a role in this effect. For
example, there may be many paths from iess important concepts that lead to topics, but not
vice versa. There may alsoc be response output effects. Furthermore,. a complete model of
recall will have to consider how the particular facts and concepts in the text map onto the
reader’s previous knowledge. While the passages used were Qenerally wvnfamiliar,
particular facts surely differed in their famiiiarity and this could affect recall (Spilich,
Vesonder, Chiesi & Voss, 1979

Insert Figure 3 about here

The verification results were not amenable ta this kind of analysis. Each passage had
been followed by 4 to & true and 4 to 6 faise probes, with each true probe containing
information from several text units. The true probes were verified fairly accurately, with
a mean accuracy of 75% correct and an average response time of 3040 msec.

In summary, the model shows that an account or the comprehension process can be used
to partially account for recall performance. To totally explain recail will require a precise
account of the reole of prior long—term knowledge and the role of retrieval and
reconstruction processes in recail.

Discussion

The 1 esuite support several aspects of the reading model and the general theoretical
framework. At the encoding and case assignment stages, clauses with infrequent words
took more time to process. At the integration stage, units that were higher in the text
gramrnar received longer gaze durations. This greater duration refiects a more extensive
integration process, both in terms of the number of times information would be retrieved
from long-term memory and in the number of relations that wouid be computed. Details,
because they are relatively unimportant to the discourse structure, took less time to be
integrated than did other categories of intormation. Verification readers may have had a
lower criterion for integration of details since they only had to recognize them. However,
readers in the recall condition paid more attention to details. Finally the end of a sentence
can trigger additional processing, inciuding inference making and integration. The
differences in criteria for the two tasks were apparent only at the irtegration stage;
however, the theory suggests that encoding, case role assignment, integration and sentence
wrap-up may all vary if the reader’s goais change sufficiently. The model and the analytic
techniques make it possioly to identify where tasks have their effects. Thus, 1t is possible
to go beyond global statements of task efrects and to quantify where and how reading
objectives infivence reading.

Eve fixations, reading, and listening. The reported research demonstrates that
readers da not distribute their gazes unifarmiy during reading; theyv look longer at text
units where they are doing more processing. This selective aliocation of processing
resources during reading can be campared to analogous mechanisms in listening. Although a
listener cannot control the rate of input or re-listen to the spoken discourse, there are
mechanisms that functionally resemble the pacing and rereading roie of eye fixations. For
example, a listener’s echoic memory allows him to store same part of the auditory message
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temporarily, at least partially compensating for the large external memory available to the
reader. The listener may also use the speaker’s pauses to do extra processing at points of
high computational demand. Moreover, the listener is aided in identifying important text
roles and relations by the speaker’s repetition, stress and gesture. To the extent that
these devices allow a listener some selectivity in processing, auditory comprehension may
resemble its reading counterpart.

Although reading and listening comprefension have some analogous mechanisms, they
may not produce equivaient comprehension. The theoretical framework accounts for this
with its notion of variatble goals for each stage. The goals for the comprehension stages
for reading may differ from those in listening because the processes may not be able to
perform to the same specifications in the two modalities. For example, a listener might not
be able integrate to the same extent as a careful reader. If the auditory material were
presented too quickly, the listener might allow inconsistencies to go unchecked or elce rick
missing the incoming information. With sufficiently sensitive methodologies, it €hould be
possible to find systematic differences between the results of reading and listening to the
same text.

The immediacy assumotion. The model’s ability to account for gaze durations in terms
of the comprehension processes provides some validation for the immediacy and eye-mind
assumptions. Readers interpret a word while they are fixating it, and they continue to
fixate it until they have processed it as far as they can. This kind of processing
eliminates the memory load and computational explosion that would result if a reader kept
track of several possible meanings, case roles, and referents for each word and computed
the final interpretation at the end of a clause or sentence. This architectural feature also
allows a limited capacity processor to operate on a large semantic network without being
bombarded by irrelevant associations. After a single interpretation has been seliected, the
activation of the unselected meanings can be damgened to their base levels so that they
will not activate their semantic associates any further. This minimizes the chances that
the reader will be conceptually driven in many directions at the same time.

The cost of this kind of processing is fairly low because the early decisions usually
are correct. This is accompiished by taking a large amount of information into account in
reaching a decision. The processes have specific heuristics to combine semantic, syntactic
and discourse information. Equally important, the processes operate on a data base that is
strongly biased in favar of the common uses of words and phrases, but one that also
reflects the effects ot local context. The cost is also low because the reader can recover
from errors. It would be devastating if there were no way to modify an incorrect
interpretation at some later point. However, there are error—-recovery heuristics that seem

fairly efficient, although the precise mechanisms are only now being explored {(Carpenter &
Daneman, Note 2).

The fact that a reader’s heuristics for interpreting the text are good explains why the
"garden path" phenomenon isn‘t the predominant experience in comprehension; it only
happens occasionally. Perhaps the most common, everyday "garden path" experiences occur
when reading newspaper headlines, for example, Carter views discussed and Judge admits
two reporters. The incorrect initial interpretations occur because headlines are stripped
of the syntactic and contextual cues that quide the processing of normai text. Simiiarly,
many jokes and puns explicitly rely on the contrast between two interpretations of an
ambiguous word or phrase (Shultz & Horibe, 1774), Even garden path sentences sometimes
seem funny. The humor in all of these cases resides in the inconaruity between the initial
interpretation and the ultimate one. Garden path sentences are also infrequent because
writers uwsually try to avoid ambiguities that might encourage or allow incorrect
interpretations. These kinds of sentences are wuseful tools for studying comprehension
because they indicate where the usual comprehension strategies fail. But the fact that
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they are not frequent indicates that a reader’s heuristics usually are sufficient.

The current research demonstrates that specific fixation patterns can be related to
specific comprehension processes (cf. alsp Carpenter & Just. 1%77a; Just & Carpenter,
1974, 1273y, This approach has its roots in reading research earlier in the century when
many researchers cansidered eye fixations to be excellent indicators of comprehension
(Buswell, 1720, 1937; Dearbarn, 1?04; Huey, 1705 Judd & Buswell, 192%). Eye rixations
were correctly interpreted as the result, not the rause of reading processes. A reader who
had difficuity comprehending a passage would show an unusual oattern of eye fixations
because of his cognitive problems. The primary measuires used in those studies ware mean
fixation duration and m2an numper of fixations, averaged over an entire passage. It was
found that both measures increased vor texts that were intuitively classified as dirficult,
Hut there was li tslgjxsrterrgsa‘g:bgﬁort to relate pauses to particular parts or a text. This
relation evident in,and the current resuits, shows that eye fixations are a userul window
through which to view comprehension procescses. They aoffer a means of attaining a goal
that Huey (1903, p. 4) set for psychology:

...to completely analyze what we do when we read would
be almost the acme of a psychologist’s achievements, for it
would be to describe very many of the most intricate
workings of the human mind, as well as to unravel the
tangled story of the most remarkable specific perfcrmance
that civilization has learned in ail its history.
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Abstract

Individual differences in reading comprehension may reflect differences in working
memory  capacity, specifically in the trade—-off bhetween its processing and storage
functions. A poor reader’s processes may bte inefficient. =0 that they lescsen the amount of
additional informatinn that can be maintained in warking memarv. A test with heavy
processing and storage demands was devised to measwe fthis trade-off. Subjects read
aloud a series of sentences and then recalied the final word of each sentence. The reading
epan, the number of final words recalled. varied from 2 to 3 for 70 college students., This
span carreiated with three reading comprehension measures, including verbal SAT and tests
involving fact retrieval and oronominal reference. Similar correlations were obtained with
a listening snan task, showing that the correlation is not specific to readina. These
results were contrasted with traditional digit span and word span measures which do not
correlate with comprehension.
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Many theoricsts have suggested that werkino memory capacitv plave a srocial role in
reading cornpiohension (cf. Just & Carpenter, in oress; Kintsch & van Dii, 1%732);
however. traditional measures of short—term memory, like digit span and word span, are
either not correlated or only weakly correlated with reading ability (cf. Perfatti & Lesgold.
1977). The current paper proposss an alvarnative measure of working memary span thal
goes correilate well with reading comorehension performance. The paner first discusses the
nature ot individual dirrerences in working memory and presents tihe span test that was
vsed to ascsess working memory canacity. Then it dicscusses how working memory capacity
might infivence two specific components of reading coemprehension, retrieving facts and
computing pronominal references. Tie First experiment shows that these two comoonents
correlate w;th the span measure. A second experimant shows that similar correlations are
obtained when the span is assessed with a listening task,

While short—term memory traditionallv has been conceived of as a passive storage
buffer, the term working memory develooced as a wav to refer to a more active part of the
human proces smq system (Newell, 1973), Working memory is assumed to have processing as
well as storage functions; it cerves as the g tﬂ for etncutmg processes and for storing the
products oF these processes (Baddelev & Hitch, 1974 LaBerge 8.' Samueis, 1974). For
netance in reading comprehension, the reader musti store pracmatic, semantic and evntactic
information from the preceding text and use it in disambiguatine, parsing and inteorating
the subsequent text. Information can become nart of working memory through several
routes! it may he perceptually encoded from the texi! it may be sufficiently activated so
that it is retrieved from long-term memorv: finailv. it may be the output of a
comprehensian process (Carpenter & Daneman, Note 1), Information can also be lost from
worHing memory, since its capacity is assumed to be limited (Miller, 19%4; Simon, 1974),
Information may be lost through decav or displacement. Decav occurs iF the activation of
infoermation suvbsidee to a subtnrechold levei with time (Collins & Loftus, 19750 Hitch,
1975 Reitman, 1974). Displacement occurs it additional structures are encoded. activated
or constructed until the capacity is exceeded. An imoortant azpect of information loss is
the assumpiion that processes and siructures compete for a shared limited capacity
(Baddeley & Hitch, 19747 Casza. 15730 Lesgnid & Perfetti, 1977). Consequently, a task that
has heavy processing requirements snould decrease the amount of additional information
that can be maintained. One way this could occur is i the execution of more demanding
processes required more attention and hence consumed a larcer proportion of the capacity
ctherwise available for storage. Another way is if the processes in the demanding task
generated intermediate products that dispiaced the additional information.

The trade-off between procescing and storage seems like a potential source of
individual ditferences in reading comprebension (cr. also Ferfetti & Lesaold. 1#77). The
better reader mignt have more erficient processes so that he/che effectively would have
more capacitv for storing and maintaining inrormation. "More efficdent procesces" cousid
have several interpretation=. One minimal hvpothecsis is that the processes of good and
poor readers differ only in some quantitative wayv. For example. a good reader mayv require
fewer processes than a poor reader to perform exactly the came computation; in gocd
readers, the intermediate steps miaght be eiwminated in some or all of the stanes such a3
decoding, lexical accessing, parsing, inverencing and intenratung. Such efficiency wouid
1mply that the good reader wouid have fewer computational demands on working memary;
hence, he would have more capacity for storing the necessary intermediate and finai
products of the reading prncess. More efricient processos would zlso be functionally
faster and indeed. better readers are faster at reading-related tasks (Hunt, Frost &
Lunneborg, 1973%; Hunt, Lunneborg & Lewls, (975 .Tack&-cm & McCieliand, 1975 Parratty %
Lesgoid, 1977), A sneed advantaoe could interact with the decav eof information from
working memory eipce ieas oFf the oreceding information would decav cimnly hecause of the
passage of time., Hence. the more erficient orccesses or the good reader could be
functionally eguivalient ta a larger etoraoe canacity.

Contrary to this theory, the evidence so far suggests that working memory capacity
may not differentiate good and poor readers. Studies using the standard digit soan tact
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(Guyer & Friedman, 1975 Hunt., Frost & Lunnaborg, 197.2) or a orobe dinit snan test
(Pertetti & Goldman, 1?74) have found ng svstematic differences between good and poor
readers who were classified on the basis of a general reaning comprehansion tast. Studies
using letter-strings (Farnham-Diagory & Greqg., 1773 Firzo, 1¥3%) or cimiiar sounding
words (Valtin, {973) as predictors of reading comprehension have been only slightly more
successful. One explanation for the lack of correilation may be that digit =pan and word
span tests do not sufficiently tax the procassing component of working memarv. The word
span test, for instance, involves reiatively simpie processes such as rehearsai and access
of common lexical items. A task with heavier processing demands might be needed to
obtain a more marked trade-orf between preocessing and storage. IF the processing
interrered with storage. the poor reader’s lees efficient processes would appear as
guivaient to a smaller storage capacity.

One purpose of the present study was to devise a measure that taxed both the
processing and storage functions of working memorv., The processing and storage
cornponents of the test, which will be cailed the reading span test, involved the usual
demands of sentence comprehension. An additional storage component required sublects to
maintain and retrieve the final words of sentences. The format of the reading span test
was somewhat similar to that of the traditional digit soan and word span tests., The
subject was given a set of sentences to read;: at the end of the set, he attemnted to recall
the final word of each sentence. The number ot sentences in a set was incremented from
trial to trial and the subject’s reading span was the maximum number of sentences he could
read while maintaining perfect recail of the final words. 1If oond readers use less
processing capacity in camprenendina the senternces, they should be able to produce more
sentence final words than poor readers.

The span task was constructed =c that its demands were compatible with the
characteristics of working memory. First. the presentation times were short. The subjact
zaw each sentence onl. for as long as it took to read it at a normal pace——approximately S
seconds. AsS soon as one sentence was finished. the next was presented so that subiects
weren’t abie to overtly rehearse the words. Second., the amount of information that the
reader had to retain roughlv matched the capacity attributed to working memory. For
example, whiie reading the third sentence in a set, a reader would have to have surricient
processing and storage capacity tor that senltence while retaining some representation that
would ailow him to retrieve the last words of the prior two sentences. This amount of
information is consonant with readino models that assume working memory can accommodate
eeveral propositions from prior csentences while processing a subsequent sentence. Thus,
the subject’s reading span was taken as an index OF his working memory capaciky.

Relating warking mamory cepacity to comprehension requires not only a measure of
working memory span, but also an appropriate measure of comgrehension. Traditionsd
assessment technioues have relied on standardized reading comprenencsion tests, such as
the Verbal Scholastic Aptitude Test (SAT). (Scores from SAT's were included in the present
researcin also.) However, such giobal measures of comprehension are deficient from a
theoretical point of view. FSerause such sconres reflect a variety orf subtasks, they are
difficuit to relate to any particular process. For that reason, tihe current research included
two tests that tapped more soecific componenis of comprehension one required the reader
to store and retrieve facts and the other required the reader to compute pronominal
reference.

In the current exoeriment, the ability to encade. store and retrieve facte was assessed
by asking the reader auestions about simple facts in a short passage that had just been
read. This Hind of question—ancwering ic a rrequent component of reading comprehencion
tests (Carroli. 19720 Tiavie, 1744, 19453 One reason is that this task taps a skiil that has
both educational and oractica:r 1moartance., A se2cond reason ror cuch a test is that
retrieving facrs is a comoonent of other comprehension orocesses. ror examele. ta make an
inference to relate some current information to a fact that was mentioned earlier in the
text, the reader must retrieve the earlier information. as well as compute the reiation.,
Thus, a test that requires simpie fact retrieval arter reading a short paragraph makes
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MORY AND READING

demands on memory that may be comparable to the demands that are made during reading
itself.

Hoth the initial encoding of facts and their subsequent retrieval invelve working
memory and couid difrerentiate good and prnor readers. Working memory caoacity could
influence both the duration that a fact remains in working memory and the probability that
it is consolidated in long—-term memory. In both cases, the better reader would have an
advantage. A fact migint persist longer 10 working memory for the better reader because
his processing does not conswm2 all oF the availabie capacity. The fact will not be
displaced as quicikiy. The good rzader also might have an advantage in consolidating the
fact in long-term memaory. A larger processing capacity might allow more opportunities for
integrating a particular fact into the general representation. The fact would be availabile
during more of the subsequent processing so that later information couid be reiated to it.
Consequently, the integration process aisa would provide more retrieval routes for later
accessing the fact. Finally. « reader with more efficient processes might have additional
ctapacity to devcte to rehearsal and consoclidation. while the poorer reader would require ail
his processing capacity to perform the minimal computations. In summary, fact retrieval is
one aspect of reading comgretiension that could reflect differences in processing capacity.

A second component of comprehension that was measured required readers to compute
pronominal references. This process may be related to fact retrievai. but it bac special
properties that seem closely linked to working memorv capacity. When a writer uses 3
pronoun he is assuming that the referential concept is currently active in the reader’s
working memory or "{foregrounded" {Chafe, 1%7Z) Chafe compsred the forsorounding of a
concept to an actor who is introduced on ctage during a plav. To remain forearounded, the
concept must take some part in the action. If it do=er’t, it has some probabilitv of
retreating to the wings, that is, of fading from the reader’s working memory. Once the
roregrounding of the concept is attenuated, the writer can no longer use the oronoun but
must replace it with its referent noun. Chate suggested that foregrounding might be
attenuvated after two zentences, although he admitted that this boundary is arbitrary and
couid be increased te an unspecified limit. The preceding analysis of working memory
capacity suggests that the boundary might vary for individual readers. The distance aver
which a pronoun’s referent could be computed might be partially dependent on the reader’s
working memory capacity. In particuvlar, a larger capacity might mean a higher probability
that the referent nowun is stili active. Hence. good readers might find such compurations
easler than poor reacers. I+ the referent is no longer in working memory, the reader would
have to institute a search of long-term memory. As in fact retrieval, the search might be
more successful for better readers because they would have been more likely (g have
initially stored the original referent.

In summary, the central issue is whether the reading span test, as a measure of
working memory capacity, correlates weil with reading comprehension performance.
Heading comprehencsion was assesced through a gilobal score, the Verbal SAT, and two more
specific comprehension tests., Thne first required readers to answer gquestions about facts
given in narrative passages. The second required readers to answ2r questions that
required pronomnal reference: the task was one of identifving a pronoun’s rererent in
passages that had increasing numbers ot sentences intervening between the pronoun and
its rererent noun.

Experiment |
Method

The subyects were given four tests! (1) a reading span test to measure the span of
woriang memory. (Z) a reading comorehension test that asked questions about facts and
proncminal sererences, and () a traditional word ccan test.,

Feading Sn36 Tesy. Subierts had to reacd A semes of sentences alowd at their own pace
and recall the last weord of feach sentence. The test was constructed with 40 vnreiated
sentences, 1% te i& words in length., Each sentence ended 1n a different word. Two

v re

exanples arer Wihen at iast his eves cpened, there was no glram of trivumph, no shade of
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anger. The tax) turned wn Michioan Avenus where thev had a clear view ef the lake, Fach
septence was typed on a singie hine across the canter of an & ¥ T inch index card. The cards
were arranged in three sets each or 2, 3, 4, 3 and ¢ sentences. Blank cards were inserted
to mark the beginning and end of each set.

The experimenter showed one card at a time to the subject. The subject was required
to read the sentence aloud. As soon as the sentence was read, a second card was placed an
{op of the first and the subjact read the new sentence. The procedure was repeates until a
blank card signalled that a trial had ended and that he was to recail the lzst word or 2ach
of the sentences in the order in which they had occurred. Subjects were given several
practice items at the two sentence level berore the test began. They were wamed to
expect the number or sentences per set to increase during the cource of the test. The span
test contained three sets each of 2, 3, 4, 5 and & sentences. Subjects were prasented
ircreasingly longer sets of sentences until theyv failed all three sats at a particular level.
Testing was terminated at that point. The level at which a subject wss correct on two out
of three sets was taien as a measure or the subject’s reading span. Lo subjects correctly
recalled any set of cards at a higher level than their defined spans.

Reading Comprehension Tests. The subiects were given a series of passages to read
and then at tie end of each passage tiey were asked two questions: the first interrogated
the referent of a pronoun mentioned in the last sentence and the second probed some other
fact fram the passage. Subjects were instructed to read each pascage siiently at a
comtortable pace but to be prepared ta answer guestinns about it. The passages weore
typed on separate sheets of paper and presented in random order. Subiects were given a
sheet of cardboard to cover the lines of text as they compieted reading them to prevent
them from re—examining the text before answering the questions. After this task. they
were questioned about their strategies] no subjects realized that they were being ashked
about pronominal reference atter each paragraph,

There were twelve narrative passapes or approximately 140 words in lenath. The fact
question interrogated a simple fact with no restrictions as to the fact’s location in the
passage. The pronoun question always interropnated the referent of a pronoun that occurred
in the last sentence. The passages were constructed so that the distance between the
pronoun and its referent was systernaticaliy varied. The final sentence in each paragraph
contained & proncun, she. her, N2, him or it. The antecedent noun occurred either 2, 3, 4, 5,
& or 7 sentences prior to the finai pronoun sentence. Varving the position of the
antecedent noun prevented readers v-om adopting a strategy of attending to a particular
sentence. Each of the six places was represented by two paragraphs. In each pair of
paragraphs one rererent noun was a common noun and one was a groper noun. in all cases,
the rererent of the pronoun was logically unambiquous. However, additional nouns of 2
similar class occurred in the sentences precedino the sentence containing the referent noun
to make the task non-trivial. There was an attempt toc make the refzrents relatively
homogeneous in thematic importance since this factor may play a role in determining how
long an item is foregrounded. Two samole passages and the fact and proncun reference
questions are presentied in Table 1. In the Teenager Faszsags, the pronoun and its referant
viere separated by a distance of six sentences; in the Animal Passage, the distance was
two sentences.

Word Span Test. Subjects were required to recall sets of individual words., While the

“presentation was auditory, previnus research has shown that auditory word span and vicgual

word snan correiate aimost perfectiv (Lvon., 1977} The teet was constructed with 21
cne-sviiaoie common nouns that were as semanticallv and ohoneticaily wnrelated as
possible. The orocedure was similar to that used in the reading span test., The words wara
grouped in tiree cets each of 2, 5, 4, 5, 4 and 7 word=., The expernimenter presented the
word sets orally to the subject at a rate of one word per second. Sublects wers required 1o
recali all of the words of a set in the exact order of presentation. They were warned to
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expact the number of words per set to increase during the course of the test, Sots of
increasing iength were administered until a ievel was reached at which a subject Fatied ai:
three sets. Phonetic confusions were very rare. bul when a subiect produced a word with
one differing feature (such as gate for date) it was scored as correct, since it covic have
rerlected an acoustic contusinn. The level ak which the subject was correct on two out of
three sets was taken as a measure of the subiect’'s word span.

The subjzct went through all Four teste in the same arder in a session lasting
approximately 40 minutes. They were then asked their Yerbal SAT score as a global
measure or reading abilitv,

Subnects, The subjects were Z0 Carnegie-Mellon University undergraduates who were
enroiled in an introductory course in Psychoiogy. They were all nati.2 speakers of English.

Results and Discussion

As shown in Tahie 7. the span test was correlated with the traditional assessment of
comprehension, Verbal -AT coree, p(12)=.5%, p <01, The readercs’ SATs ranged from 400 £
710 with a mean of | i5.L&79.8), Thne span test was even more closely reiated to
performance on the -wn epe=Iific tests of comprehension, the fact questions and the
pronaminal reference questions; the corralations were rii3)=,7% 1nd V. respectivelv, and
p<01 ror both. The reading span for the Z0 readers varied from 2 to & with a mean ef 2.15
(3.D.=.73), Peaders with smalier sgans performed much worse than readers with larger
spans on both tests. Faor examoie. the five readers with span size  correcily answered
oniy .2 out of the 1Z fact questions and 5.4 out of the 17 pronoun reference guestions., By
contrast, the six readers with span sizes 4 and 5 answered 11 out of tihe 1Z fact questions
and %.7 of the iZ nranoun reference questions., The mean performance averall was 7.4 for
the fact questions and 7.4 for the pronoun reference questions,

The traditional word span measure in this study, as in many previous studies, was not
significantly correlated with any comgrebension measure, wnether Verbal SAT, r(iZi=35,
fact questions, r{lZ)=.27, or pronominal reference, r(i2)=.23, as shown in Tabie 2.
Moreover, the correiations between word span and the two soecific comprehension tests
were signixficantly lower than the correlations bntwpen reading sgan and these tests,
i9)=2.9%, p.01, for the fact questions and t(19)=5,%2, pi.li, for the pronominal rerarence
guestions. Scores on the iraditional word ¢pan test for the 20 subjects varied from 4 to &
the mean was 5.5 (5.0#.47). higher than the measure of working memory span. The two
soan tests were moderateiy correiated themselives, r(15)=.595, pd.oi.

Insert Table Z about here

The results for the proncun reference quastions shaowed that there was a ciose
correspondence between the reader’s span and the distance over which hesshe couicl
correctly answer the question. The results for readers with different spans for small,
medium and large pronoun—-referent roun distances is shown in Figure 1. There was no
significant differences in computing a common versus proper referent noun +(19511) so the
two types of nouns were not treated cenaralely in the analyses. An analysis oFf variance
viitih four spaws and six distances snowed that readers with larger reading €pans performed
better, Fiz,14)=27.94, p<.01, and readers tended to do better on passages with smaller
distances. F(3,50)=37.10, g.di. In addition, span interacted with the distance over which a
reader could mare a prorominal irference., F(15,200=2.10, 97,05, As shown in Figure i,
readers with a span ot Z or = had difficulty with noun-pronoun distances greater than 7 or
3. Readers with a span of 4 made numerous errors only when the distance was greater than
o sentences. Span T cubjects had no errors even for distances °fF 4 and 7. The analysis of
variance used a ieast sguares formula to handie {he vunequal n’e in the various spans. Post
hoc individual carnparisons indicated tinat readers with differ nnt cpans were significantly
dirferent from each other except that the span ¥ and span 3 readers’ performances did not
dirrer significantiy.
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In summary, several aspects of the resulls support the hypolhesic that the reading
span task is related to wariang memeory capacity. In particular, the lumts of performance
In the span task are consistent with a limited working memory. It is interesting to nota

o

that a span of % sentence final words is the best performance cheerved in this experiment

or in the experiments that have been run subsequently (with aoproximately 100 subjucts 1n

all).  Moreover, subjects’ retrospective reports about how they perfurmed the task
suggests that they actively tried to retain the sentence-vinal words in working memary.
Subjects sometimes reported tryving to rehearse the words mentslly while reading the next
sentence aloud. Also. subjects sometimes reporied forming associations amang
csentencc—-finai words. Finaliy, it was apparent during some of the recall trials in the span
test that subjects somatimes used reconstructive processes. When the subject was unabie
to produce the sentence-final word, hes/she might attempt to reconstruct the sentence on
the basis of whatever ‘gist’ had been retained. In these reconstructions, sudiects
sometimes made systematic errors by choosing a word that had been present in the
sentence but wasn‘t the tinal word. These informal observations and the subjects’
retrospections suggest that the reading span task was successful in taxing the processing
and storage capacity of working memory. Of primary importance, of course, is the fact that
the span task correlates with three measuras of reading comprehension. The theory
proposes that working memarv capacity 1s the source of the correlation and hence, an
important source of individual dirferences in reading.

Experiment 2

While the roie of working memoary in comprerension has been described in the context
of reading, the same processes could occur in listening comprehension as weli} no
epecitically visual processes are central to the present argument. Experiment Z examined
working memory capacity ror spoken as weil as written verbal material to determine the
reiation between reading span and listening span and their correiations with reading and
listening comprehension.

To assess listening span, the test was modified so that it was suitable for both
reading and listening. The modified span test consisted of sentences to he individually
verified as true or false. Then, at a signal, tie subject recalled the last word in each
sentence. This span measure was used with silent reading. oral reading and listening.
These span measures were then compared to silent reading comprenansion and iistening
comprehension measures. The verification component was included in the span measure to
assure that subjects processed the entire sentence and did not concentrate only on the
sentence-final word.

The oral cemponent of Experiment 2 aico ruled out a reading epeed interoretation of
Experiment i, that is. that the good readers are superior to bad readers coieiv because
they are faster and therefore had shorter retention intervals between the reading of a
criticel word and recati. In the present expeniment, the listening span test and listening
comprehension test were presented at a constant rate and stiil revealed systematic
individual differences.

This experiment aiso examined evidence for quaiitative differences in the errors made
by readers with different spans. The major analysis classified readers’ erroneous
responses to fact questions and pronomnal reference questions according to how
consistent they were with the gist of the passage. The issue was whether readers with
large and smali spans make different kinds of errors.

Methad
The subjects were given three working mzmory span tests! (i) an oral reading span
test, (2) a s)ient reading span test, and {3 a listening span test. These were followed by
two comprenension tests, one invoivad silent reading and the other one, listening.
The Rzading Span and Listening Span Tesis., Subjects had to read or listen to a
sentence and answer true or false. Sentences were presented in a «et and at the end of a
set, tne reader had to recall the last word of each sentence. The true-faise component was
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included to ensure that subjects processed the entire sentence and did not just concentrate
on the final words, a possibie strategy if cubjects had to only listen or siienliy read
centence. Whiie tnis is not a possible strategy when reading oraily. the true-raise
component was also included in the oral reading span test to keep all three span tests
comparabie.

The span tests were constructed from a set of 220 different sentences. Fach was ¥ to
14 words in iength, and ended in a dirserent word. The sentences were taken from genera.
knowledge quiz books and covered a wide number of knowiedge domains =uch as the
biological and physical sciences, literature, gecgraphy, history and current arfairs. Half
were true and half were false. Care was taken to select statements that were of moderate
difficulty, for example, (i) You can trace the languages English and German back to fhe
same roots. (Z) The Suoreme Court g7 ths Umted States has eisven wstices.

The subjects read or listened to the sentence and then hag 1.5 sec in which to answer
true or falece before the next serntence was presented. In the reading versions, the end af a
trial was signalled by a blank card, in the listening version, by a tane. Subjects were given
ceveral practice items at the two sentence level before the test began. If a sublect had
difficully verifying the sentence in 1.5 sec, he was urged to try to answer correctly and i+
he didn‘t know the answer. to give the most olausibie answer. fll the subjacts mastered
the grocedure by the end of the practice sasion., Whether or not subjects verified the
centences correctly was ignored. At the end of the experiment subjects were questioned
about their strategies: they all believed the true-rfalse aspsct was reievant.

The silent and oral reading span tests contained three sets each of 2, =, 4, 5 and &
sentences, As in Experiment 1, subjects were presented increasingly longer sets of
sentences until thev failed to recali tihwe sentence-vinal words of ail thres sete at a
particular ilevel. Testing was terminated at this point. The level at which a subject was
ctorrect on two out of three zets was taken as a measure of the suhisct’s r2ading span. If
the subject was corcect on only one set at a particular level he was piven a credit of .G
For example, if a subject was correct on two out of the three d-centence sets he was
assigned a span of 4. If he was correct on oniv one of the three sets he was assicned a
epan of .5, Because the test proved to be so difficult, the subject was given credit for any
set for which he recailed ail sentence-final words, irrespective of the order of recall. In
the listening span test there were five sets each of Z. 3, 4, T and 4 sentencez. Sunjects
were defined as being at the span ievel at which they were corract on thres out or the five
sets. If they were correct on two out of the five sets they were given a credit ot .G.

The Comprenensinn Tests, The materiais and procedure were similar to those in
Experiment 1. The only change was that subiects were asked four rather than two
questions at the completion of each passage. The first question required the identification
of the pronominal rererent. The second and third questions interrogated other facts from
the passage. The fourth question asked for a title for the passage.

There were Z4 passages which were randomly divided into two groups of 17 each, with
the constraint that Z out of {he 4 passanes at each pronoun—-noun distance level was
assigned to a group. Haif the subjects read the first group of passages and listened to the
sécond group; the other subjects read the secand group and listened to the first. The
listening comprenension paragraphs and guestions were tape recorded by a malie speaker at
the speed of normal speech.

All subjects were given the three span tests followed by the two comprehencsion tests
in a session lasting anproximately one hour. To control for order effects. half the subjects
were given the reading versions of the span and comprenension tests before the listening
ones, while the remaining subjects received the tests in the opposite order. Finally, the
subjects’ Veroal SAT =cores were requested as an additional measure or rzading ability.

Subiects. The subjects were 21 Carnegie-iiellon University undergraduates who were
enrolied in an introductory Psychology course. Thay were ail native speakers of English.
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Results and Discussion

The results of Experiment 2 corroborate the findinins of Experiment | by demanstrating
high carrelations between the measures of working memory cpan and the measures of
reading comprehension. As shown in Table 3, readers with large oral reading spans wara
better at fact questions and pronoun reference guestions, rii9)=.81 and .24, pi.dt,
respectively. These correlations are similar to the 72 and ,¥0 found in Experiinznt 1 witn
an oral reading span task that did not require verification. Similarly, readers with large
siient reading spans were hetter at fact questions and proncun reference guestions
r{1%)=.74 and .24, p<.01, respectively. Fioreover, both spans show significant correlations
with Verbal SaT scores, r{1%)=.5%, pl.01, rli¥)=.4%, pi.03, compared to ri{iZ)=57 in
Experiment 1. The subjects’ SATs ranged from 410 to 740 with a mean of 00 (5.D.=75).

Listening span measures are almost as good at predicting reading comgrehension as
reading span measures. Sublects with larger listening spans were better at answering
questions about facts and pronominal references that had been read, r{19)=.47 and .7Z,
p<l.01, respectively. While the correiations are somewhat lower than those obtained with
reading spans, they are stiil impressive. Finallv. the listening span measure correiated
as well with the Verbal SATS as did the other spans, r(1%)=.5z, p<.01.

Insert Table 3 about here

Not surprisingiy, the three span measures were highiy correlated: the cral reading
span correlated .53 with the silent reading span and .20 with the listening span. and the
silent reading span correiated .73 with the listening span, all p<.0i. The absolute range of
the spans was also similar. The oral reading span scores of the Z1 subjects varied from 1.5
to 3, with a mean of 2.74 (8.D.=.20). The cilent span varied from 1.5 to 4, with a m=an of
273 (8.13.=70). Finally, the listening span scores varied from 2 to 4.5, with a mean of .75
(§.D.=.74),

All three span measures did reasonably well in accounting for listening comprehension,
although the listening span measure was slightly better. As shown in Table &, the
correlations for listening fact questions ranged from .4Z to .47, p<.0%. These correlations
are lower than those obtained for reading fact questions. This anpeared to be due to three
subjects who performed better than would be nredicted by their span task, rather than due
to some question that was systematically easier in listening than reading. The
correlations ootained for listening pronoun inference questions are much more like those
obtained in reading, ranging from .71 to .25, p-l.01.

The relatively high correlations between reading and listening performance suggests
that a significant amount of individual difrerence is common to both reading and listening.
Farticwlarly for adult readers, such as the present university population, visual encoding
processaes may not be the bottieneck in reading. Father, comprehension processes that tax
working memory may be responcibie for difficulties that subjects have in either reading or
listening. This result is somewhat similar to that of Sticnt (1972 for a group of Army
personnel. He found that subyecis who had probiems reading more difficult material aleo
had prabliems when it was presented orally. Both sets of results suggest that an individual
dirferences theory that stresses visual processes, such as the time (o access letter codes
from visual material, may not capture a significant source of variance that is common to
both reading and iistening compreiension.

Ferformance on the oranominal reference guestions is shown in Figures 7 and 3 for the
reading and listening conditians. The same anaivees uf variance as in Experiment 1 were
applied to the data. The overail results and the patterns of performance were similar for
both the reading and Listerning conditinons. As in Experwmnent 1, cohjects with large silent
reading and ilstening spans performed better, £(5,14/=12.14, p-l.01, ang F{S.151=3.33, ol.01,
respectively. Subiects tended to do hetter on the written and spoken passages with shorter
distance, ©iZ,ZE)=11.0%, pl.01 and Fil,22V=9.14, p<.01, respectivelv, Unlike Exoerimert 1,
the interactions between span and dictance for both the reading and listening data were
not significant. In bath Experiments | and 2, the subjects with the largest working memory
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spans gerrarmed at asvmptote. The main difference was between the c_xr_yoe: ror
remaining spans in Experiment 1 {Fiyure 1) and thoee 1n Bxperiment 7 (Figures 7 and 3, In
Experiment 1, even the small span sublects made relatively tew errore on the
distance passages. However, in FExperiment 7, all suluects with silent reading or
spans less than .5 made errors at the shortest distances, with the percentage or errorsz
increasing inversely with span ciz2. In other words, in Experiment Z, subjects with large
«pans nad an advantage over low span subjects at retrieving referents at ali distances. not
just when the distance was large. Furthermore, in Experiment 1 the perfornance of
subjects with different spans began dropping at different rates; in Experiment 2
performance dropped at a paraliel and more gradual rate.

nstemnn

Insert Figures % and 2 about here

In order to examine possible qualitative differences hetween good and poor readers an
analysis was made of their errors in the comprehension tests. The anaiysis was done on
the four conditions: the reading fact questions, the reading pronoun reference questinne,
the iistening ract questions and the listening pronoun reference questions. For the reading
anaiysis, subjects were ciassified into jarge and small silent reading soans. The cuto#F
point was designated as the span interval at w‘wich che largest decrement in performance
occurred. This occurred betwean spans 2.% and 3. Readers with larger spans made an
average of 3.4 errors out or Z4 fact questions and % out of the iZ pronoun reference
questions. Subjects with smalier spans made an averane of 11.% errors out of the 24 facl
questions and 4.2 0F the 1Z reference quections. For the listening task, the cutoff cccurried
between 2 and 2.5, Tubjects with large iistening spans made an averane of 4.4 errors out of
the 24 fact questions and 1.4 errors out of the tZ pronoun reference questions. Subiects
with smali listening spans made an average of 2.3 errors out of 24 fact questions and 5.i
out of 12 pronoun reference questions., The erroneous responses to fact and pronoun
reference questions in the reading and listening tasks were classified into ceveral
categories: reasonable substitutions, incomplete answers, foils from the passage,
fabrications, confusions and don’t remembers.

The first category of errors were reasonable errors; these inciuded reasonabie
substitutions and incompiete but partially correct answers. A reasonable substitution was
a superset for the correct answer. An exampie from the Teenager passage in Tabie 1 for
the question, ¥here wac the gang sitting®, would be the answer the restaurant as a
substitution for the Griil. An incompiste answer was one in which subjects gave aniv part
of an answer. An examagie from the Animal passage in Table | for the guestion, Where was
the emergency mestina heid?, would be the answer the river rathzr than the river clearino.
The incompiete answers category was irrelevant far the pronoun reference guestions since
the responcse consisted of a singie referent noun. Reasonabie substitutions and incomplete
answers were considered together for fact questions. The two types were collapsed
because they are both very consistent with the gist of a passage and because they were
distributed similarly within the small and large span groups.

Another category included foil errors and fabrications. A foil was an item that
occurad in the passage and had features similar to the correct answer. An examnle in the
Teenager passage for the questicn Wiho aut the maney in the iuke box?, would be the answer
Archie instead of Robbie. Fabrications were items that did not occur in the passage
aithough they resembied the correct answer in features such as number and gender. An
examplie ror the question about who put the money in the juke box would be the responss
Tom because Tom did not occur 1n the passage. Foils and faorications were coilapsed
becauss they had simitar distributions within smail and large span groups.

The last two error tvpes were "don’t remembers” and confusions, Confusions indicated
a fundamental misunderstanding. An exampis from the Teenager passane for the question,
Who was ‘ail shook up’ and serious nver tho music?, wouid be the answer the narrator! such
an error reriects that the subject railed to process the major distinction made by the
passage about the narrator and his best friend.
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The error analysis showed that subiects with larger epans made 18ss serious errors,
The distributions for subjocts with large and small silent reading spans and large and sma)l.
listening spans 1s shown in Table 4. Far both the reading and listening fact questions,
subjects with iarger spans made different sorts of errors than subjects with smaller spans,
X (2=13.20, pl.il, and X (D=13.70, plidi, respectively. The subjects with larger spans
made a larger percentage of the reasonablie errors (reascnable substitutions and
incompietes); subjects with srnalier spans made a larger percentage of the tyoes of errors
that indicated more serious problems (the confusions and don’t remembers). The same trend
was present for the pronoun reference questions in the reading and listening conditions X
(3)=1G.20, p_<.01, and X (3)=37.2, p .01, rezpectively.

—— ey 40 e s e i e S S S S S e o e -

Not only do good readers make fewer errors than poor readere but their errors are
more iikely to refiect at ieast some understanding of the pascsages. On the other hand,
when poor readers or listeners fail to retrieve a fact or a pronoun’s referent, their errors
trequentiy reflect a more fundamental misunderstanding of the passage. Their errors might
contradict the whole theme of the nassaoe. This was particularly evident in the confusion
errors for pronoun reverence quastions. A typical exampie in the Teenager passage was the
answer to the question Who was "ail shook up" and serious over the music™ the correch
answer was Wayne (the narrator’s best friend!; but some subjects answered the narrator.
¥While none of the subjects with large spans made this error, six subiects with small spans
did. Such an error suggests that the reader or listener had misunderstood the central
theme, which was the narrator’s scorn for the sericusness with which his friends reacted to
the music,

Another indication of a qualitative difference among eubjects appeared in the themes
that were given for the passages. The tities that subjects provided for each passage in the
reading and listening comprenension tests were scored from -2 according to how well they
expressed the main idea. A score of ) was assigned to a title that represented an
unimportant detail of the passage or tihat dencted an incorrect interprecation of the
passage; examples or titles from the teenaner passage in Table 1| were The RPove’ Wiaht
Out and The Mait Shon, A score of 1 was assinned to a titie that captured the theme of a
passage at a very general levei or that represented an incomplele theme; an exampie from
the same passage was the titie Tesnane Bovs, A Scdre of 2 was given to a titie that was a
more detaiied account of the passage or that succintly expressed the auvthor’s intentions or
moral; examples were My Obiectinns to Fock Music and Taking Things in Their Proger
rerspective.

Suinjects with iarger snans were better at abetracting a theme from a written ar sooken
narrative passage. In the reading comorehension task, the mean rating for subjects with
large silent reading spans was 14 out of 24; for subjects with small epans the mean was
11.2 out of Z4. In the listening task, the mean rating for subiects with larce listening
spans was 14,7 out of Z4; for subiects with small spans the mean was 12.1 out of 24, The
ability to abstract a theme from written narratives correlated significantly with silant
reading span rfi%i=,71, 9-.01. Similariy. the abiiity to abstract a theme from spoken
narratives correlated significantiy with listening span, r(19)=52, p7.01. agauwn, abstracting
thernes from written and f-om cpaken verbal material seemed to share common skills:
eilent reading span correlated with listening theme abstraction, r{i%)=.57, p<.0% listening
span correlated with reading theme abstraction rii#)=.4%, p-l.01,

General Discussion

The high correiations between reading =pan and the various comprehension measures
are striking; the reading span fask succeeds where orevious short—term memary measures
have failed. The argument has been that the cpan task refiects working memaory capacity
and that this capacily 1s a crucial source of individual differences in language
comprehension. Whiie more promising than orevicus 1ndividual differences analyses, the
present studies are stiii correlational and more evidence will be needed to show precisely
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how and when working memory capacity limits the comprehansion process.

One useful experimentzl anpreoach might expand on the design or the proncminal
reference task. To successtully campute a pronominal referent, the reader must retneve
prior information, in this case, the referent, and link it to the pronoun. All integrative
computations invoive relating some current information to previows information. The
previous information might have been explicitly stated or it might have to be inferred. it
seems reasonable that the computation wiil be easier if the required prior information is
active in waorking memory and harder if it must be searched for and retrieved from
long~term memory. The present theory predicts that readers with smaller spans are iess
likely to have the prior information active in working memory. In the cusrent study, this
lowered probability manifested itself in higher error rates. However, it might also
manifest itself in longer recponse times, assuming that the poorer reader afttamnts to
search long-term memory, and in overt patterns or eve fixations including pauses and
regressions. These are issues that we are currently investigating.

The present paper has stressed quantitative differences in working mamory capacity
as the source or individual differences. The most parsimonicus assumption seems to be
that readers are making the same computations, but that they differ in the speed or
efficiency with which they can make those computations. However, the analysis of readers’
errors aiso indicated some qualifative dirferences among readers: high and low span
readers do not make tne same kinds of errors. One theoretical exolanation might te that
the procesces of good and poaor readers are qualitatively different. Poor rearers may be
doing fundamentaliy difrerent things than good readers and the different processes aiso
may be less efficient, An alternative explanation, and one to be pursued here, is thab
qualitative dirrerences can emerge frem quantitative differences.

One example of haw differences in capacity could result in qualitative differences in
grocessing is in the chuniking process. This process recodes concepts and relations into
higher order units, One prerequisite ror chunking is that each or the individual concepts be
present simuitaneously in working m2mory (Shirfrin & Schneider, 1%77). Consequently, the
more concepts there are to be organized into a singie chunk, the more working memiry wiil
be impiicated. although the process or forming rich chunks would temporariiy strain
working memory capacity, these chunks would have a quantitative payosf. The recoding of
many concepts and relations into a singie chunk would have the economizing efrect of
reducing the load on working memory and hence would increase the functional working
capacity for subsequent processing.

. The chunks or a good reader might differ quaiitatively from a poor reader. The good
reader has more functional working memory capacity available for the demands of chunking.
He is more likely to have more concepts and relations from preceding parts of the text stiil
active in working memory. Consequently, he should ba able to detect more interrelations
among these concepts, and to note their relative importance. The good reader’s chunks
should be richer, and more coherent, and contain difrerent information. The presence of
different interreiations could subsequentiy allow different inferences and generalizations
to be drawn.

Good readers might capitalize on their chunking efficiency in the comprehension and
working memory span tasks. In the comprehension test passages, the chunks of the good
reader wouid correspond to the interrelations of clauses and sentences that form
superordinate discourse units. Such chunks might aid readers in the storane and retrievai
of facts and themes. In the span test. which consisted of unrelated sentences, the roie of
chunking strategies is iess obvious. The chunks might be the interrelations among the
sentences of a set or even the interrelations of propositions within a single test sentence.
As mentioned before, there is some sungestion from the verbal reports of our subjects that
thoth types of chunxing occurred.

The present tneory that working memory capacity is the cruciai source of individual
differences in reading was based on a circumscribed population, that is, on a grouo of
bright wuniversity students. The mean Verbal SAT ccore of the group was above the
national mean and presumably even the poorest readers were functioning adequately with
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undergraduate level reading materials., The theory does not address itseif to other
possibie sources of individual differences in reading, such as percentual disabiiities and
motivational factors, that may be characteristic or the extremely poor or immature readers.

This research on individual differences has a parailel to the research on memory
development. The argument has been that a major difference between good and pocr
readers is the efficiency of their processing, rather than static memory capacity.
Similarly, developmental research suncesis that children and aduifs differ in processing
capacity and that there is littie difference in their static capacities. If adults are
prevented from using special strategies and it the material is equated for familiarity,
children and aduit memory spans are very similar (Case, 1773; Chi, 1976&; Hutteniocher &
Burke, 1%74). But chiidren have much slower and less efficient processes. The moare of
thece processes the task requires, the more marked are the developmental differences.
Thus both individual and developmental differences are most evident when the subjects
differ in the efficiency with which they can exccute required processes.

The converse of this argument is that if subjects are egually adept at a particular
process, there should be few individual differences in a span task that requires that
process. One example oF such a process is simpie counting. In a counting span task that
paraileied the reading span task, Case, Kurland & Daneman {(i%7%) had aduits and children
count arrays and recail the number of items in each array in a set. The number of arrays
increased wntil the subject could no longer recall accuratelv. Adults ceemed to be equaily
good at counting. There were oniy small differences in the speed of counting, a measure of
processing efficiency, and in the counting cpan. Moreover, there was no correlation
between the speed and span measwres. Individual difrerences among adults were found
wnly when their processing efficiency was impaired by having them count i, an artificial
language. By contrast, children are not egually efficient in the process of simple countino.
For them, there was a high correlation between their counting span and counting speed.

The asymptotic efficiency of a simpie skill like counting highiights the lack of
asymptotic performance in reading. If one assumes that a reading span of G is asymptotic,
the conclusion is that most readers {even a group of bright undergraduate college students?
are not performing at ceiling, Moreover. the results of Experiment Z show that this
conciusion is not peculiar to reading, There were significant individual differences in
listening comprehension as well. The interesting implication is that both reading and
listening comprehension are not easy for aguits and that there may be potential room for
improvement weil into adulthoond.
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Table 1
Sample Pas=ages and Questions from the Comprehension Tests

Teenager Facscaqe (Distance ¢)

Sitting with Richie, Archie, Walter and the rest of my gang in the Grill vesterday, I
began to feel uneasy. Raobbie had put a dime in the juke box. It was blaring one of the
latest "Rock and Roli" favorites, I was studying, in horror, the reactions of my friends to
the music. I was esperialiy perturbed by the expression on my best friend’s face. Wayne
looked intense and was pounding the table furicusly to the beat. Now, I like most of the
things other teerage boys like. I like girls with soft blonde hair, girls with dark curly hair,
in fact all giris. 1 like milkshakes, football games and beach parties. I like denim jeans,
rancy T-ehirts and sneakers. it is not that I dislike rock music but I think it is supposed to
be fun and not taken too seriously. And here he was, "all shook up" and serious over the
crary music.

Gumstions: .

Franoun (i) Who was "ail shook up" and serious over the music?
Fact (2} Where was the gang sitting?

Fact (%) #Who put money in the juke box?

‘Theme (&) #Provide a title for the passage that captures its theme.
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" - Table 1 Continued
Apnimal Passage {(Listance 2)

It was midnight and the jungie was very still, Suddenly the cry of a wolf pierced the
air. This anguished note was foliowed by a filurry of activity, All the beasts of the jungls
recognized that an urgent meeting had been summoned by the lion, their king.
Representatives trom each species made rapid preparations to get to the river clearing.
This was where all such emergency assemblies were held., The elephant and tiger were the
first to arrive., Wext came the gorilia, panther and snake. They were rollowed by the ow:
and the crocodile. The proceedings were delayed because the leopard had not shown up yet.
There was much speculation as to the reasons for the midnight alarm. Finally he arrived anr
the meeting couid commence.

Questions:

Pronoun {1) Who finaily arrived?

Fact {2} Where were these emergency meetings held?

Fact (3¢ What broke the stiliness of the night®

Theme (4)% Provide a title for the passage t':at captures its theme.

*#*These questions were included only in Experiment 2,
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Figure Captions .

Figure i. The percentage of correct responses to the pronoun reference questions as a
function of the distance between the pronoun and the referent noun. The curves represent
the various reading spans in Experiment 1,

Figure Z. The percentage of correct responses to the pronoun reference questions in
the reading comprehension task as a functicn of the distance between the pronoun and its
referent noun. The curves represent the various silent reading spans in cxperiment 2.

Figure %, The percentage of correct responses to the pronoun reference questions in
the listening comprehension task as a function of the distance between the pironoun and its
referant noun. The curves represent ‘he various listening <. 'ns in Experiment Z,



