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\ : ’ PREFACE
s . . L N
This report is essentially a reformatting of my doctoral thesis, pregented at
Cornell University in January of 1979. The research that went into it, as well as
1ts publication and mailfhg, were made Possible by a grant from the National Science
"~ _ Foundation. S p ' . |

)

There are many people who 2ave beéeen instrumental in helping me complete this

pPOJect.' I would especgiall like to \&hank the members of ‘my graguate special
committee, Joseph E. Grimes gGordon M. Messing, and ay Teitelbaum. Dr. Gripes,

the chairman of the comm ttee, worked closely with me throughout my studies at
Cornell, and I owe him much for his guidance. I am grateful for the opportunities
"he opened up by sending me out as Graduate ‘Research Assistant for the "Language

_ A Variation and Limits to Communication® project of which he is j?rincipal
Investigator. . v ' K%

‘I would alsp 1like to thank the Ipeople who gave technical Support for the
microcomputers I used in the research. Wifliam Hemsath of the Psychology Department
at Cornell desifned and built the original microcomputer which I used on the field.
Ramond Howe and others of the Jungle Aviation and Radio Service implemented a
later version of the machine which I used to produce this manuscript.

. Seﬁeral(friendé willingly offered their time and J;owledge.to help me in areas

* which were unfamiliar to me, particularly Gene Chase and Michael Wheeler, who helped

with statistical and mathematical problens. whioh were beyond the reach of my

training as a linguist. Raymond Gordon, a fellow student in-linguistics, has-been a

constant friend throughout my years at Cornell and has helped me many times by

. talking through the problems I encountered in regearch and writing. ' ; '
: . ; . >

‘ My wife, Linda, helped me in immeasurable ways. She served in our project as

my assistant in the field research and as project secretary after' our return from

. the field. This means that she¢ handled all the typing of the origingl manuscript
: and all the machine edittng of subsequent drafts, as well as reading everything and
offering Comments. L o - :
. 2 \ r

Finally there are the pany people who helped to make the research in the field
a success. J{ am indebted to Karl Franklin, Bruce Hapley, and Richardeoving of ‘the
Summer Institute of Linguistics in Papua New Guihea for making the arrangements for
me to conduct a workshop at their field headquarters'{hﬂroember-or 1976. From that
workshop resulted a volume, of papers (Loving agd' Simon8" 1977) and many insights
Whiéz guided ‘the research An the Solomon Islartls the following year. ‘In the Solomon
Islands I am indebted to Hugh Paia, Permanent Secretary to the Minister of Education
and Cultural Affairs, for wmaking the arrangements with local government couficils to-
allow me to do the researgh. I am also grateful to the Translation Cofmittee of the
Solomon Islands Christian Association and its secretary, the Rev. ‘Robert Stringer,
for sponsoring our projects. I must also thank Richard Buchan for assisting me in
the dialect survey of Santa Cruz Island, and his wife 1dr-extend}ng her hospitality.
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Moat of all I. remember my "Solomon Island and Papua New Guinea friends who were

helpful and’' patient with a ourifus waetmap who wanted to study their language. It
Ut , _ i3 impossible_to name them all but withput their help this work never would have '
been possible. - A
- coe ! ' _ | _ Gary SimgﬁB - I

’ 15 November 1978
Butternut, MI
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CHAPTER ONE

\

INTRODUCTION

-

AN .
. Language variation limits communication. For this reason, language variation
is a vital, concern 'to educators, government officials, broadcasters, publishers,
writgrs, missionaries --.to anyone who has a message to communicate. Many .of the
developing nations of the world face the challenge .of trying to commynicate with a
mulﬁflingual population, a population which may include well over a hurldred dialects
‘or languages. Even among nations where a single national language 1is firmly‘
established, gross q}qlect variations of the national language and pockets’of
minority languages still exist.- : b .
cy L T :

It may not be thought feasible for a country to initiate projects such as mass
communication, bilingual education, or vernacular literature production in every one
of 1its languages and .dialects. On the other hand, if that country wishes to reach
all of its citizens, it must carry out its programs i% languages that are both

understood and accepted by all groups concerned. The urgent need then, is for a way
to determine which specific dialect or dialects are the most useful in reaching =a
given population. This thesis develops strategies for understanding how language
variation 1limits communication and for devising solutions which wil help overcome
these limts to communication. . : R\

. w N

1.1 An overview

as
-

"Chapter 2 deals with gathering the fundamenta)l data for a stu¢9' of lamguage
variation’ and 1imits'to'communicqtion. It addresses,the question df how to measure
communication. It can be measured b? devising tests which allow the investigator to
observe how well one group understands the speech of another. First I describe 1in
some detail a method of testing understanding which I used in field studies in the

Solomon 1Islands. Then I briefly review a number of methods whidh other

investigators . have. used. Finally I propose a taxonomy of intelligibility testing-

methods. My conclusion is that no one method of testing intelligibility 1is.
inherently better than another; rather the choiceé of method depends on ‘the
particular situation. The resulting discussion should serve\ as a guide to the’

prospective field investigator for hedping select a \method of measuring :

communication which”is best suited to-his goals and the capabilities of the  ‘people

among whom he will do the testing. /

) ' A 4
= Fortunately, communicating with every citizen in a particular region does not
‘ysually require that 'a vernacular language program be initiated in each one of its -
"dialects. Chapter 3 tells how the data gathered by the methods of_ Chapter 2 can be- .
analyzed to determine how many vernacular language programs are needed . in an area
and where those programs should be centered. | A major detgrront to vernacular
language programs ig the high cost of setting them up and keepi them going. . The .
techniques presented in Chapter 3 find the leéast costly solufions to establishing
vernacylar  language programs in an area by finding groupings of the dialects which’
minimize the number of language programs required whil at ghe same time
guaranteeing that all citizens will adequately understand the language of at least

f N T
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one of™the programs. . - . ’ . -/

Chaptéers 4, 5, and 6 form a'unit on the topic of explaining communication. The
methods for measuring communication discussed in Chapter 2 tell us only whether.or
not communication can take place and to what extent, The methods for finding
centers of communication 1in ehapter 3 allow us to take advantage of measured
patterns of communicatjon in finding the least c¢ostly solutions to communfbaping
with all the citizens of a region. However, neither method explains why there is
communication at all o? why the patterns of communication should be what they are.,
By understanding why patterns of communication are what they are, and not Just,what<\'
they are, it i3 possible to make better proposals about language planning in an
area. Furthermore, by understanding the factons which tontribute to.intelligibility,
in’ anp, area, it 1s possible to estimate intelLigibility relations which it is not
feasible to measure. . ‘ )

The approach to explaining communication is one of building models. C€hapter 4y
concentrates ~on the subject of modeling itself. After a discussion’ of the meaning
and aavantages of modeling, a basic model for explaining communication is roposed.
The , model suggests that the amount of understanding between dialects depeﬁgs on two
factors: the linguistic similarity between dialects and -the social relationships
between them. . _ N s o

‘In Chapter 5 the * factor of linguistic similarity 1is constdered in detail.
After a general discussion of various aspects of linguisttc'similarity and how they
. can be measured,.data from ‘ten different field studies are analyzed to explore the

relationship between lexi§hl similarity and intelligibility. As a conclusion, a
general model for expressing this relationship is proposed ' -

) : .
In Chapter 6 the second factor of the model, socia elations, is considered in,
detail. First the role of social relations in explaining communication and ways of
measuring social relations are discussed. TheK data from the island of Santa Cruz,
Solomon Islands, are considered. A more comprehensive model which embraces social
relationships as well .as lingristic ones is used to explain communication between

dialects on the 1island. The predictions derived from this model axe over 90%
accurate. . o )
1.2 -.Some definition!; intelligibility and dialect R >

]

Before proceeding with the text, two terms need to be defined: intelligibility
~and dialect. 'The problem is not so much that people do not know wha hey mean, but
that they mean different things to fferent people. Therefore, I now define them
in the way that they will be used oughout the tlesis.

- Iptelldigibpility 1is synonymous with understanding and comprehension. '(The root
word 1is iptelligible, mot intgiIimence.) Dialect intelligibility refers
Qpe'ifically-to the degree to which speakers of one dialect understand the speech of
another qialect: Some linguists who have studied dialect intelligibility restrict
‘the term to mean only a theoretical expected degree of understanding of individuals
who have had no experience with the other dialedt.- For instance, Gillian Sankoff
_defiyes intelligibility in this way (1969:839-840). If understanding is boosted by
expefience with the ‘other dialect, then she contrasts that with intelligibility by
calling it "bilingualism". She.uses the term "incipient bilingualism" to refer to a
degree of bilingualism which does not imply a great deal of learning. ) 7
- . ) ) FO
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contact, I.use thelterm inherent intellisibility.
_ b ) 3

-

I do not define intelligibility in this way. If a person understands anotheér
dialect, then _that 'dialect 1is intelligible to him. Bilingualism and‘incipient

.bilingualism do not contrast with, intelligibility; they are speglal cases of
" intelligibility. Whenever I refer to that special case of intelligibility which is

the theoretical degree of understanding .between dialects whose speakers have had no

Another common use of the term 1in the literature is in the phrase gutual

: X This phrase was coined in the early studies of 1ntelligibility in .
the fifties”™ (Section 2.2.1). Those investigators were actually trying to measure
inherent intelligibilty and they averaged the intelligibility in both directions-

- betwegn a pair of diglects in order tb approximate a measure of linguistic

similarity which they th ght should be symmetric. This relationship they termed
mutuali: intelligibility. Somehow the phrase "mutual intelligibility" . became
interchangeable with the term "intelligibility" 'in the general literature. They are
not interchangeable, however. *Intelligibility is not usually a two-way phenomenon.
A's intelligibility of B’s speech is a different thing than B's intelligibility of
A’s speech. Intelligibility is mutual if and only if the degree of understanding is
the same in both directions. It sometimes is, but asymmetric linguistic and social
relations "often .make it otherwise. Mutual intelligibility is not éynonymoup_with

intelligibility; it is another special case of intelligibility,
T .

The second term that needs defining 1is dialegt. Two popular level notions of
dialect are that it ‘refers to a funny way of speaking or to. a way of speaking that
differs from'h'stdndard;or prestigious language. But L@gg\ inguistic view the term
carries no such connotations; it refers simply to a variety of speech. Some
linguists have zbtemptgd to define dialect precisely so as to assign “it an éxgzzg

place within a hieraraghy of lingwgstic taxonomy. All such definitions end up bel

arbitrary, - howeaver, and none has received’ widespread acceptance. =~ The only
satisfactogy»deftnbnions seem to be. 1008e ones. ., Charles -Hockett gives a good
examp;e §1958%322) : . . ' - .. :
! . . ’ ’ : o A J
A language ... i3 a collection of more Oor less similab idiolects. A
dialect is just the same thing, with thls difference: when both .terms are
used in a single discussion, the degree of similarity of the idiolects in
a single dialect is presumed to be greater than that of all the idioledts
in the language. ‘ : ‘ .
R 7 \“1 . R4 . i .

Throughout this thesis, when I use the term dialect, I shall ng referring to. a

collection of similar 4idiolects. I use the term dialect group, or sometimes Just
dialect for short, to refer to the group of people who speak those 1diolects. .
The kinds of dialects which I investigate in this thesis, and which' other
investigators whom I cite ' have investigated, are regivonal or community dialects,
that.is, the varjedy of. speech which is cqmmon to the: individuals in a region -or a
local -community 1like g town or village. 8ocial dialects which cut Lhrough regions
or communities -have yet to  be investigated using dialect intelligibility"
methodologies. Therefore the local community actually serves as the minimal unit in .
defining the dialects considered in this thesis. That i3, dialectfsrefers to the
variety of speech common to a local communify or a more inclusiVe grouping of /-,
communities. _ Two dialects are distinguished if their respectivqfspeakers recognize,
that the varieties of speech are different. The degree of difference is not: at
1ssue in distinguishing dialects, only the fact that there is a difference. .

/ ’
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" test tapes, ahd' (4) administering the tedts. . The .
. "interpreting the results ‘is treated in following chapters. This basic outline of an

-"" CHAPTER 2

- - MEASURING COMMUNICATION R

It is a popular notion that people who understand each others' sSpeech speak the .

Sam® language and people who canrot: Understand each other speak different languages.
(Hockett 1958:322, de Saussure 1959:203, Ivic  1974:6967% Thus it is that °
intelligibility testing derives its importance as a method for determining whether

- or not two different speech communities.use the.samé lgnguage’ (Voegelin and Harris
"1951,. Wurm and Laycock 1962). Since intelligibjlity testing was first described in.
a 1951 article by C. F. Voegelin and Zellig Harris the method has been refined by a
number _of investigators. . Thus far it has reached its fullest development.in Eugene

Casad's 1974 manual, Dialect Intelligibility Tasting.

In this chapter mahy different methods - of testing intelligibility are
presented. I begin in Section 2.1 with a detailed discussion of haw to conduct an
‘intelligibility survey based on the method of intelligibility testing-I used in- "the
Solomon Islands. This method is applicable in situations. where the investigator
shares a common language with illiterate test subjects. : Where subjects are
monolingual or 1literate different: methods are appropriate. In Section 2.2 other
3§thods of testing intblligibility‘hre‘réViewed. The basic outline of conducting a

rvey remains: the same, only the details about bonqtructing and administering tpe

. - tests differ,. .

As a conclusion, Section 2.3 develops a .taxenomy.'or'.intelligibility testing
-methods and evaluates the situations in which each method is most appropriate. It
is. argued that no method is inherently better than another; rather, ﬁhef evaluation
depends on the situation in which the testing is done. An optimal method. is defined
as ome which yields ‘the greatest amount of information With the Yeast amount of
effort. It is shown that different methods are: optimal in different situations.
The ~analysis in Section 2.3 should 'serve as a guide to field investigators for
selecting a method of intelligibility testing.. - - L

k)

»

2.1 Cendutting an inteliigibility survey ' "

L §

. Idtglligibility betwéen dialects i's measured by observirg how well speakers of
one dialect understand a recorded text from another dialect, «To oarry out this

"+testing requires that each dialect area be viSited twice, the first.time to ocollect

~ the texts, and the second time to do the testing. An intelligibilty survey consists
of ‘four steps: (1) planning the survey, (2) ool%eotiné'the texts, (3) preparing
inal step of processing and

intelligibility survey holds'ffbr‘ all. the methods described in this chapter. The ,
‘specific details of collecting, preparing, and - administering tests describe the-
method I "used in the Solomon Islands (Simons 1977a).” For other cdmplete overviews
_of a dialect intelligibility survey see Linda Simons 1977 and chapter 2 of Casad
1974, . o : on . , '
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“2.1.1 Planning the survey

-

The purpose of Jghef‘planning stage 13 to determine which villages must Qe
visited during the int&lligihility testing survey‘ It 1is 3’pally not .necessary to
conduct a test in every village within the survey area. Rather, we need only to

. test one representative village for each different dialect in the area. - Therefore,

it is wise "'to use any maps, census data, or 1linguistic and anthropological
publications about the area to detarmine the location and extent of each of the
different dialg&t groups within the area. Often there will be very little such
material available and the :nvestfgator may have to rely almost entirely upon his
first visit into the area to gather this information.” In this case the information
ie gathered by talking to local people to gain their opinions about the dialect
groupings within the area. 'Through this questioning the investlgator gains a rough
sketch of the dialect situation within the area. This preliminary picture is bound
to be. incomplete. The investigator must be sure to maintain a flexibility to follow
new leads as they are uncovered at later stages in the survey. :

After all the presumed dialects have been located the investigator can plan a
route for the survey trip through the area. Ideally, he should plan to visit one
village for each of the dialect groups turned up in this reliminary stage of the
survey. The actual villages which are visited may be determined on the basis.of the
presence of roads or trails or nearness to other villages which must be visited.
Local -opinions about- which villages are important ones should also be considered.
It 1s generally wise to visit the most remote village” in the survey area last. If
it is visited 1last there ‘is no need to return agatn. The test tapes for all the
other dialects -will have been collected and prepared by that time and the

‘;administering of the intelligibility tests can begin at that village.

¥
Y

Another 1important aspect of the planning stage is a pilot survey in which the
methods of ¢ollecting, preparing, and administering thi tests are tried out in one
or two villages before the actual collection phase begins. This trial run may point
to modifications needed in. \he method before it is too late to change.

2. 1 2" Collecting the texts ' \ -

x> On the first trip through the survey area the investigator stops at ‘each of the
villages selected 1in the planning stage’ in order to collegt texts which are to be
used in intelligibility testing. If a more extensive language survey 4s being
conducted, one which also includes study of 1linguistic similarity and social
relations between dialects, these data should also be collected during this first
‘trip through the area. This allows the investigator to have a good look over all
"the data before making the second trip. During the second trip he will then be more
aware of the Wwhole setting and will have opportunity to ask further questions about-
social relations or to #eck up on Linguistio data that may loek questionable.

The informants chosen to give’ the texts for the intelligibility tests should be
native speakers of the local dialect and alse speakers of a language shared by the
investigator or his assistant. The.investigatop should first carefully screen the
informant - to be sure he or she is adequate. This is done by asking'the informant
where he wee born, where his parents were born, if he has lived orr workéd® in any
'other areas; the languagee his parents and spouse speak, and other questions which
will help to determine if the -informant is truly a native speaker of the local
dialect. bpeoial care must be taken in areas where men or ‘women marry into villages
other. than their own -- halr the adults- in a village’ may not be native to it. '

<
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. 1t 1s important that the investigator clearly eiSTEin to his informant what
kind of text is wanted. The text should be fairly shorpf‘hn ideal leng is two and
a half to three minutes, though texts as short as one and Q:half minutes .or as long
as five minutes have been used successfully. The Aubject matter should be
autobiographical_in nature, rather than folkloristic or “procegdural . ‘Folkloristic
and procedural texts often contain a specialized style op vocabulary. Also, there
1s a general widespread knowledge of both klore and procedures which make them
- unacceptable subject master for intellifgdbil ty testing, Wecause only minimal cues
to the content are needed to make all the regt jaccessible. / Thus an autobiographical
text which will be unpredictable to the listen®r in its coftent is most desirable.

It is helpful for ‘the investigator to suggest topics/to the informant. Some

possible topics are: what he did yesterday, a favorite unting’ or fishihg'é%ory, a

- family emergency, or a recent trip. If the investigator already has colquted a few

" good texts from other .villages which this informant Y understand, it" may be
helpful to play these.for him so he may get an idea of yhat is expected of him.

The informant may appreciate a practice run o tell his story before it is
recorded. This may help to put him at ease, allow him/ to organize his thoughts, and
. also give the investigator an idea whether or not the [story 1is appropriate. The
investigator can then ask questions about the contedt and help the informant bring
out “details in the episode which may improve the qualfty of the test. If a text is
recorded and then proves to be t00‘§hort, the same kind of technique can be used.
The, investigator can ask questions about what - [has been recorded and offer
suggestions as to how the text could be expanded. THen the informant can be given a
_ chance to add more to the end of what has already befn recorded. — '
e : ' .

After a good text has been recorded it must be [translated into a language which
the 1investigator can understand. This would ordin rily be a trade language dr the
national language if he 1s not familiar with the vefnaculars in ?he area. -~ This 1is
best done in an interlinear fashion using two tapd recorders Vodéelin and Harris
1951:328, L. Simons 1977:240). The first tape recorder is used to play back the -
original text ig short sections. These sections should correspond .to natural breaks

..iIn the text. After each section, the storyteller [is asked to give a translation of
that section. The second tape recorder is left rugning during this whole process in
-order to record- both the original text and its translation. The result is like an
interlinear translation of the original text. Th completeness and accuracy -of-the
translation can be verified by getting another translation of the story from someone °
. else or by administering the completed test tape to other speakers of that dialect.,:

~2.1.3 Preparing the test tapes A

»
™

« ' The first step in preparing a test tape 1s to transcribe the interlinear
translation' tape. Unless the vernacular texts:are also needed for grammatical
analysis or comparison, there is no need to make an exact morpheme by morpheme
transcription 'and_ translation of the text. The vernacular portion of the text may

. be transcribed in broad outligp;oﬁly, nbtingfpainly the intonation contours and the
final syllables +preceding pauses. The trarslation, however, should be transcribed
ih full. The complete translation is then studied to break up the taxt inte dogical
degments. When possible, these segments ghould be defined both in terms . of their

<content and of having-final intonation contours. They should be long enough so that
questions can be -asked about the content 4f the segment, bu¥ not so long that a
listener wdhld'be likely to forget what took place at the beginning of a . segpent
before he reached the end. Around fifteen seconds is an optimal length for a

L . ’ . ) . /‘\




segment . . ‘ ) ) !

' The actual test tape consists of two parts. In the first part, the firsat one
o two minutes of the text are copied without a break. In the second part tie
entire text is.copied in the short segments defined above. The purpose gf the first
part of the test tape is simply to allow the listeners to-tune in to the speaker's
voloe and to the new dialect which they are about to be tested on. The second part
of the test tape which ie divided into sections comprises the actual test. in the
testing situation this form of the text is played back aegment by segment , and after
each segment listeners are asked to make a responsé.

. The” test tape |is: made using two tape recorders. In one, the original °
vernacular text is'placed; in the. other, a blank tape which will be the test tape is
placed. To,record the first part of the test, the 'uninterrupted sectdon of text,
the transcription should be studied to find a logical breaking point which is one to
two minutes 1into the text. If the text is short, this first part of the test may
include the“whole text. If the text is long, it will savg time in the testing' to
cut the text short for the first pgart. The-blank tape 'is then set to reocord while
the original text is played and this £irst section is dubbed onto the blank tape.
At the selected breaking point, both tapes are stopped and"the original tape is
rewound. The second tape is allowed to move forward about ten seconds.in order. to
make a blank space :between the first and second parts of the test. Next the
original text is dubbed onto the test tape segment by segment. The segments should
already be marked off in the transcription of the text. As the investigator makes
ithis test tape he follows the broad transcription of the vernacular text to be able
to determine where each segment ends. At the end of each-segment, the original tape
1s put on "pause" while the test tape is allowed to keep running in order to*insert
a blank space of absut five seconds between segments. This process 1is continued
until the whole text .is copled onto the test tape, segment by segment.

201 A4 Administering the tests . . R

-
"~

The first step in administering the tests is deciding which test tapes should
be played in each of the villages visited on the second round of the survey. If the
survey area includes more than half a dozen different dialects it becomes impossible
to administer every test tape in every ~ village. In general one should not
administer more than five tapes to any one individual or group, due to fatigue of

zaDOth the subjects and e investigator The . investigator, therefore, must guess

\s

which tests will give the most ¢ information at any given village. Ir it is
-absolutely necessary that a large number of apes be tested in one village, it  can

be done by playing one get of tapes to some subjects and another set to others:

To determine which dig&ects to test at a given village, the investigator must
rely on the data which have .already been collected from the area either .in the,
planning, stage or in the Tollecting trip. If, according to information already
‘avallable, it is already apparent that the similarity beétween two dialects 18 very
high, then in general there 1is no need to test their intelligibility. By the same

token, if similarity is known to be extremely low, there generally will not be a

need to test intelligibility. Also one can rely on opinions that have been
collected during the first round -- the opinions of people in the villages as to.
what languages they can or cannot understand. The purpose of the intelligibility
‘testing at this point is to fill in the gaps in the information, to concentrate on
‘cases where the investigator is not sure from tther evidence Whether he can expect.
under%tanding or not. -

[}
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The investigator may also be guided ifi hig'choice of which test tapes to
administer by the ocharacteristiocs of the dialeq{ or village from which Ehp tdpes
have come. Where -the goal of the ?nrvey.is-to detgrmine _centers of ocommunication
for use {n  literature programs$ then the 1investigator may want to concentrate
» testing efforts op the villages or dialeots whio ymight best serve as centers. This
notion of centrality is based not only on-1lnguistic and intelligibility relations
but also on geogtaphy, accessibility, "population, economyy politics, and the
facilities (such® as stores, schools, churches, clinigs, airstrips) that are
available in a place (see Sections 6.1.2, 6.1.4, 6.3.2; also J. Sanders 1977).

: C P - S
The d1ntelligibility é@sts can’ Hé admfnistered to groups of people or to
individuals. Group "testing can be used when the investigator ocan assume a
homogeneity across the population as to multilingual experience; a sampling of
" individuals 1is tested' when he ocannot.  The assumption of homogeneity or
heterogeneity can be based on resulps at Q;her”viirages in the survey and on the
opinions of local people. (The topic of,greup-testing versus indiyidual testing is
discussed in more detail in 'Sdotion\§2.3.2.) ‘When individuald are teated, they
should be isolated (which can be done w th earphones) so that other potential
subjects will not be disqualified by hearipg the test and the answers. The
invest¥gator should scréen the subjects to ensure that they are native speakers of
the dialect, as was done  for the storytellers (Section 2.1.2). The screening
questfons Will also reveanl if a subject has had a degree.of contact with some ‘other
dialects which is beyond the ordinary. | )

-

: . . ¥
. When a whole group 1is tested at once, it is rather awkward to go around the
wholg,group and screen the subjects first. In this case the screening can be done

as the testing progresses. In group testing, a spokesman for the group will
generally emerge. When questions or translations are asked of the group, the group
is free to disecuss and come up with an answer which the spokesman will pass on to
.the 1investigator. If it becomes clear that the spokesman or another individual is

"dominating a particulép test, screening questions should be asked to determine 1if
that person . has had close contact with the village -being tested for. If so,
different individuals from the group should be asked‘directly for their responses to_

remaining segments in the test.’ This dllows the investigator to get a sample of the
understanding of the whole group. ] o . -

The first tape played to any group is the test tape made of their own -dialect,
- which is called the hometown test. This test.gives the listeners the practice of’
taking the test without the added obstacle ‘of dialect differenceq to overcome. .
During this hometown test, not-only do thé listeners have the chance to practide the
test format, but also the investigator has the chance to evaluate the subjects #&s to
their suitability for testing. It is during this hometown test that the
ifivestigator may discover deficiences in the abjilities of the group or an individual
subject in translating into the common language. 'Thus the hometown test acts not
only as a practice test for new subjects, but also for a control on their bilingual
abilities in the common language. : . .

When administering a t:st, the first pdrt of it, the one or two minutes of
continuous text, 1is played without interr&btion. Here the listeners are given the
opportunity of hearinj/the new dialect. The investigator may chooseé to withhold the
identity of the diale¢t and see if the listeners can identify it after hearing this
first section] When this fipst part of the test comes to an end, the investigator
stops the tape and explains that now the entire _Story will be . played from the

' beginning one segment at a time. At the end of each segment the investigator stops
: the tape duriqk the pause and the individual subject ‘or someone from the group is’

/
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askga to translate that much of the story,intp the commoh~1hngpage. If he hesitates

the {nvestigator may ask leading ¢uestions to'get him started. If an important
point.has-begn'omitted from Epg‘ trapislation the_ investigator may asg specific i
. Questions to find out if the Poift was actually not understcod or if it was just
overlooked in the sublject's traAnslayion. JIf none of the subjects can™ translate. or .
answer any 'queqyion , rask’if gh' understood anything, if there were any words or,
phrases they recognized. / / - S ‘ S ' .

: s . ‘ N : :

* * The responses to each indivAdual segmefit of the text should be recaorded in a
hooklet . A convenient yay Lo do this is'to estimate the fraction of the segment
which'was understood, -that is, /record a one if all of it was understood, a - zero 1if
none of it .ﬁhs.undd?atood, one-half 1f half was understood, and ‘so on. If only a
word or a phrase was ﬂnderst od, that word or phrase may be written down. At the

end . of the test theirespo o3 ‘are r&Viewed and thhe listeners' understanding of the

test tape is summariz?d as peing one of the four levels of intelligibility \1n the
scale below, If a grgup 1is tested,  then the understanding of the population
(assumed to be hédmogeneouy). is summarized as being of a single level. However, when ’
it is found that an individual is dominating the answers, and then a sampling of the '

roup 1s aobtained to cozpteractﬁ it may be reported that a few with extra experience

e

understand at cne level /while the majority understand at another. If individuéls‘
.are tested, then the understanding of the popuylation is reported as the distribution

“of the levels of understanding among individuals. The four levels of
intelligiblility are a follows:.. o

Yov e, T

. i . e g e
~ [

.3 = full intelligibility - The listeners understood everything. At most they
missed a few detdils of the story. In some cases a group may have difficu}ty
responding to-the first few sections, but after that they adjust to the new dialect
and translate all/remaining segments fully and correctly. This should be scored as
full 1ntellig%biL ty. - ) . - ¥

. g . : "

’ . 2 = partial/intelligibility - The listeners understood the main points of the
story .but misged many details. This level of understanding is characterized by
incomplete undefstanding of segments throughoutrthe story. ' The listeners understood

- enough, though ;/"that they would _need only to’'ask a few, questions of the speaker to

fill in the miSsing details. This is a level of potential full intelligibility.

dic recognition - The 1listepers understood only isolated words and,
phrases, perfiaps even occasional sentences, Hpowever, -they did not know what was
happening in-the story. - S . ' '

F “ o .

understanding < The listeners understood nothing. Perhaps they

0 =
recognized/ a_common word l1ike 'man' or 'house', or an ipportant cultural ®iem like
‘betel nut'; however, there was no consistent recognition of isolated words or

phrases, /
: y

Note that only the relative orderind between the levels 1is defined, not the
relatiye distance between them. Thus, level 3 represents more understanding than
level 2, and 2 more than 1. However, the distance between 1 and 2 is _probably
r Fhan that between'2 and 3. o -

¢ # . !

-5 A summary of time requirements for the method

/

. -l _ . _ _ : N
/’ -Ther ;method requires two? hours for the preparation of each test tape. When \\\~

». /tests are administered to a group, it takes only one hour to conduct Qpe tests in. a
! . . o, . . . AN
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Cartioul'ar village. Thus the method requires three hours per vilﬁg‘in the survey.
This compares favorably to the amount of time needéd for a conventional

, lexicostatistic survey. However, 1if "tests’ are administered ,to a sample of
individuals, then the testing phase will take considerably longer as is detailed .
below. PO - -

. v oL
4

The preparation of the test tapes for an{’dfhlect consists of the follpwing :°
four steps: (1) elicit the text, (2) rough Y transcribe the text, (3) decide how
to divide the text into segments, (4) prepare the test tape. The elicitation of the

text generally takes one hour with an informant. This includes the time required to
N explain what is wanted, " play it back: for the informant, get an 1interlinear

k\\\‘\ tranglation of the text,’ and‘also play that back. >

~ ems

s
1 -

The remaining three steps generally require another hour. The following time
figures are based on records kept on the preparation of eleven test tapes for the,
dialect survey of Santa Cruz Island (Simons 1977a). Transcribing one minute of texti
took from five and a half to eight minutes, with.an average of six and three-quarter:

‘~\ ~ minutes. This time 1nclUdes‘makin&bthe rough transcription 4f tha vernacular texts
from thé interlinear trapslation tape™ and then an exact transcription of the -
translation. for. each portidn. Thus, to franscribe the 1deal text \of three minutes'
length took an average of 20 minutes. After the transcription was finished, it took
about ten minutes to read it over and decide where to make the breaks between -
segments and what leading questions could be used to prompt subjJects when their -
response was not immediate. It took another 10 minutes to set up the two tape
.recorders and ‘dub the test tape. Finally it took about 15 minutes to type up the
transcription of ‘the translation of the text with gaps 1in ‘that transoribtion :
corresponding to the breaks in the test tape, and with leading questions typed into
the gaps. This is a total of 55 minutes. An advantage of the method is that all of
this test preparation is done without the aid of informants. Therefore, it need 'not
be done at the test site but can be done at ano}her place where the investigator may
have set up a camps ' ’ ' ’ :

b .

- ’ »

When the tests are administered during the s&cond trip to the diglects, the
- hometown test and the four or five other test tapes can be administered to a group
in one hour. If tests are administered to individuals, the process will go faster

without group "discussion time. About 45 minutes are required for-an individual
v subject. That comes to three hours for four subjects, six hours for eight subjegts,‘
or seven and a half hours for ten subjects. To do a thorough job of testing

~-lhtelligibility over a complete cross section of the pgpulation may require 30 to 40
subjects. - Typically, testing in such depth mould be done in only one or two
villages out of the entire survey area in order to get a feel for the homogeneity or
heterogenefity of;multilingual abilities within the village populations. The 1in
depth studies would point out the factors, if any, which explain differences in

. " understanding (for example, sex, age, or schooling) and would give a basis for
interpreting results in the rest of the suvey where only. a small number of

individuals were tostod.’ . ) s

e

When tests are administered to a group, this method requires three hours' work .
by an individual investigator for .each dialect. This 1is.not much more time/,;~
consuming than a conventional lexiéaspatistie survey. .The essential difference 1is
that the " intelligibility survey requires that each village be visited twice firsy
to collect the test tapes, and second to admihister them, whereas the lexicostatisic
survey requires only one visif., However, a two.pass lexicostatistic survey can-give
much more reliable results than a one ;gss survey. This is because the investigator

has the opportunity to compare the word lists after they are all collected and then
. . . \

-
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in a Yecond visit to re-elicit items which appear to haye been elictted indorrectly.
Therefore - this intelligibility approach fits very - icely with a lexicostatistic
approach for the initial linguistic survey in an ‘area. . Actually, once comparaﬁive
Wword lists-are collected, analysis of phonostatistics, phonological correspondences
between dialects, and lexical and bDhondlogical 1isoglosses can be made without
collecting any additional data. When a computer is available, thig added wealth of
information is almdst free in terms, of the investigator's time (Simons 1977b
describes a set o;/computer programs whioh can-be used). ' . .
b

Provided .there is not more than three hours' travel time between test points it
would be possible for a single- investigator to conduct the study of linguistic
comparison and intelligibility @ two test points in a single day. With a two man
team the work becomes even easier, with one member concentrating on the linguistic
side of the study and the other concentrating on the intelligibility side.

- R 4 '
2.2 A rewiew'of‘intelligibility testing methods

This review of ihtelligibility testing methods is made in chronological order.
First, 1in Section 2.2.1, the early studies in the 1950's are considered. Then Hans

Wolff's 1959 critique of these early studies is revdewed in Section 2.2.2. This
critique led to refinements in the method by a group of investigators from the
Summer Institute of Linguistics ip Mexico. Section 2.2.3 treata their method.

'Einally,. Section 2.2.4 presents other recent methods.

2.2.1 The early studies O -

The method of intelligibility testing has its origine in a 1951 article by Carl

F. Voegelin and Zellig Harris. They proposed intelligibility testing as a means of |

measuring diale 4ifferences, in hopes.that it could help define the border between
dialect and lgfiguage. Their main interest was in classifying languages rather than
. in . communicagion ggtself. They discussed four methods * which could be wused to
“distinguish language from dialect: (1) ask the informant, (2) count samenesses, (3)
structural status, and (4) test the informant. It is their 'test the informant"
method which has developed 1into the intelligibility testing techniques discussed
here. Basically, their method was this: make a tape recording in dialect A and see
how well speakers in diglect B can understand it. Voegelin. and Harris suggested
measuring understanding by noting the accuracy with which speakers of dialect B
could translate the text. . '

Hickerson, Turner, apd Hickerson (1952) were the first to use the Voegelin and
Harris method of testing the: informant in a, field study. They "“refined the sketchy
outline of the method given in the original paper to determine "relationships among
seven Iroquois .languages of North America. A second intelligibility survey was
conducted soon afterwards by Pierce (1952) among Algonquian languages of North

America. Later Bigis (1957) condueted a similar survey among ‘the Yuman languages of

North America. 5

All three- of these surveys used basically the same method. The investigators
obtained a translation of the original text and then scored the subjsect's
“"translation of that text to arrive at a percentage of. items which were correctly

understood and translated. 1In the first study, the investigators took down an exact °

_ translation of the text from its teller, and scored section by section translations
of. the text by subjects as incorrect, one-third, two-thirds, or fully correct.
210)
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Pierce (1952) used what he called a "standard grading translation". Rather than.
trying to obtain an exact morpi¥eme by motrpheme transcription and ftranslation, he
obtained a running translation into English from the person who told the story and
from two other speakers of the same community. He then compardd these three
translations to oonstruct the standard grading translation which 1listed the main
semantic ynits 1in ‘each sentence of the text. A subject's translation of'the text,
was scoreéd as correct, incorrect, or half correct for each wunit. . Pierce also
recognizedlthe importance of the hometown test as a méasure of a subject's abilities '’
and was the first to suggest that it could be used in adjusting raw!intelligibility'
Scores to control for differing subjects' abilities. Biggs (1957) was the first to
a@minisxer tests to groups of subjects. : . . :

In these three studies, as well as in‘the original proposal of Voegelin and _
Harris, the main emphasis or perspective was language classification. They were no
interested in the Intelligibility scores as a measure of communication as much as
they: were interested in using intellfgibility to measure "dialect distance" (Pierce
1952, "Biggs 1957) -- the degree of relatedness between speech groups. Becaus@ of
this they took the asymmetry out of intelligibility test results by computing what
they ca“ed a percentage of "mutual" intelligibility, which averaged the amount of
information flow in'both directions between a pailr of dialects.

’
2.2.2 Wolff's critique

. In 1959, Hans Wolff wrote a crittcism)in which he questioned the validity of
using intelligibility testing to.measure "dialect distance". 1In his paper he makes
the following criticisms of the method (this list follows Yamagiwa 1997:1uf15):'

(1) The method seems to measure primarily the subject's ability .to translate,
While ability to translate obviously wgfsupposes some type of- intelligibilty, : the

. reverse 1is not necessarily true. N

&

! (2) The translation is made into a third language, thus introducing an®
additional uncontrollafle factor.

g~ ,

(3) The subject may dislike the notion of having to produce aftranglation.

(4) The subject's reaction to hearing speech from a lifeless box rather than in

a normal sociolingtiistic situatjon constitutes another uncontrollable variable.

L]
A

(5) The subject's psychocultural reaction tq a different form of speech and
possibly to the people who customarily speak it may enter into the testing.

) -

(6) Dialect distance can be tested effectively only if the non-native dialeats =
have not been learned, o . .

(7))The test does not permit us to distinguishl‘ﬁtween intelligibility due to
linguistic proximity alone and that which is due to some kind of learning process. L
- . L ¢ * o . o "--':‘.\'-:'_ .
(8) The test yields 1ittle useful information when we are faced with the
baffling phenomenon of nonreciprocal intelligibility, '

' o "o .

WolPf went on to discuss the cultural factors involved in communication between
different dialects, illustrating with four examples from Nigeria. He concludes that
al though linguistic proximity may play a limiting or‘boosting role in communicatjon,

>
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the decisive factors are cultural. Thus intelligibility tests could\not he a valid
means of. measuring linguistic proximity. : }‘

, .

While 3gll of the poinéb made by Wolff are basically correct, he made a few
oversights which render many of his criticigh vacuous. In the first four points he
spoke of uncontrollable factors which affect [the regults of the 1intelligibility
tests: 'the ~subject's ability to translatfe, the subject'!s proficiency in'a third
language, the subject's dislike for havi to produce a translation, and the
subject's reaction to hearing speech fr a lifeless box. Here Wolff's”use of the
word "uncontrollable" 1is incorrect. What he means is "unmeasurable". It is true
that the sublject's translation ability, his bilingual ability, and his attitude
toward the test situation cannot be easily measured. However, these measures can be
controlled for and an attempt to do 8o was made 1in the early intelligibility

sﬁe‘iés. .

.The hometqwn test (the test on the subject's own dialect) was used in the early

“intelligibility tests for this purpose. Pierce (1952:206-7) goes t,o some length to

explain how the hometown test can serve as agn experimental control for these
unmeasurable factors. Presumably, an informant should score 100% querstanding of
his own dialect. Any difference between the observed score and 100% can be
attributed to the factors above: a lack of ability in the translation language, a

DN

lack of skill in translation, or a reaction against the test situation. Pierce .

suggests we 'can assume that these same kinds of deficiencies which affected the
subject's translation of his own dialect will also affect his translation of the
other dialects. Pierce goes on to say that if all of a subject's scores are divided
by his score on his own dialect, the unmeasurable factors cancel each other out.. As
a result the score on his own dialect will be raised to 100% and all other scores
will be raised by a proportional amount. All such scores between different
informants are comparable because the effects of differing levels of subject ability
have been compensated for. As Pierce shows, we may not be able to measure exactly
the «effect of translation skill or a third language skill in the test results, but
the fact that we divide the one score by the other canhcels out their effects and
what remains {8 the measure of intelligibilty. Thus Wolff failed to recognize the

significance of the hometown test as ap experimental control in the intelligiblity,

test design. »

The eighth point above, that the test yields little useful idformation when we
are faced with the baffling phenomenon of nonreciprocal intelligibility, is-not a

criticism of intelligibility Eesting itself, but rather is a critieism of the away

the early Sstudies interpreted the results of the test. Pierce (1952) and Biggs.

(1957) disregarded- the asymmetry in 1intelligibility relations. Since "dialect -

distance", the relation which they were trying to\measure, ig symmetrical, they
chose to compute a "percentage of mutual intelligibility" as a measure of dialect
distance. This percentage was the average of the score in each direction between

two dialects. The fault here was not in their method of measuring 1ntelligibility
but in their assumption that it should be "mutual" when in fact, it is not’ ¢

The remaining three criticisms are again a criticism not against the method of
testing intelligibility, but against the way in which the original 1investigators
interpreted and applied their results. Wolff was arguing that intelligibility
scores not only tell us something about the linguistic distance between two dialects
but they also tell us something about the social relations between the dialects.
This relation cguld be manifest in attitudes which would result in,a negative kind
of reaction against the test tape (point number 5), or in favorable kinds of

ﬁelations that could result 'in the learning of different dialects (points 6 and 7).

~
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With four examples from Nigerjan languages Wolff goes on° to show that

intelligibility measures both 1linguistic relations between dialects and'sogial

relations. Wolff left off his argument at that point. It follows, however, that if

the investigator can demonstrate that .the social relations between dialects are

" absolutely nil, then the measure--of intelligiblity can be viewed as reflecting only

linguistic relations. 1In such a case, intelligibility "scores may have value as

- offering a composite measure of phonalogical, lexical, grammatical, and semantioc

relations between dialects. It was such an understanding that motivated Biggs

(1957:59) to screen his subjects and discount any subject who had had extensive
prior contact with the language being tested. ’

An analysis of Wolff's criticism of intelligibility testing as it was practiced
in the 50's indicates that he actually made no legitimate criticisms against the
method that was being employed to measure intelligibility, anly against the way the
results were interpreted. The real value of his paper is in demonstrating with some
very good examples that intelligibility measures not only linguistic relations but
also soclial ones, Thus we must be extremely cautious in interpreting
Intelligibility scores as a measure of dialect difference.

2.2.3 Casad's method

In the early 60's, John Crawford began adapting the methodswof intelligibility
testing (Casad 1974:58 ff). He agreed with Wolff's criticism of the way the early
intelligibility tests had been administered and interpreted. However, he reasoned
that’ if the actual testing technique were improved, in%elligibility scores could be
used as quantitative measures of the amount of information transfer betweern
dialects. His interest was not in dialect distance, but rather in how widely a
dialect could be used in vernacular literature and education programs, ‘' Papers by
Bradley (1968) and Kirk (1970) are initial reports on Crawford's refined technique
and 1its application in a number of projects by the Summer Institute of Linguistics
in Mexico.. They took his ideas and, cqptinued. to refine the techniques of
intelligibility testing while conducting field ‘surveys of various language groups.

Three works which have recently come out of thaj project give extensive
Coverage of dialect intelligibility testing. Casad (1974) has written a tHorough
manual on how to conduct a survey and how to interpret the resalts. In addition he
gives historical and criticsl reviews of ‘the method and discusses alternative
_techniques. His- book 1is an . invaluable source on the topic of dialect
intelligihility testing. Stoltzfus (1974) treats the problem of designating certaim
dialects as centers for -indigenous 1literature programs. “and then supports the

. discussion with analyses of six dialect surveys conducted in Mexico, - Grimes (1974)

cqoncentrates on the methods used to analyze the survey data 'and convert them to

— decisions on dialect groupings and centers. . ¢
~ In tﬁis approapoh, Wolff's major criticism, that _1ntelligibility scores are mf
°  valld measures of dialect distance, is bypassed by yiewing the scores strictly a

-y

measures of information transfer, not dialect distance. Here the investigators are
interested in determining the extendability of vernacular literature produced in ‘any
glven dialect. The social factors which affect jintelligibility, such as negative
feelings that ,(1imit communication or good relations that boost communication, are
also likely to limit or boost the extendability of literature .in the same way. Thus
intelligibility taken as a composite measure of both linguistic and social
relations, measures exactly what they were looking for. :

I
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These investigators also tried to combat the other aspects of the original test
design which Wolft criticized. ‘Wolff critfcizegathe methdd because it tested a
subject's ability to tranqlate as much a% it did his derstanding." Thus the method
was changed 30 that subjects are not required to translate a passage, but to answer
gpecific questions about the Bontent of a passage. As a convention, a text is
divided 1nto ten segments and a question’ is asked for each one. Moreover, Wolff
complained that f€he subjects were required to make a response in a third langugge.
In this refined technique the questions and the jsubjsct's answer to these questions
are given 1in his own vernacular. Again, Wolff felt that the subjeot's reaction
against the test situation ttself and against the methods and ‘equipment of the
investigators- could introduce an uncontrollable variable into the test results. 1In
this refined.technique the first tape which' any subject 1listens to 1is an
introductory tape in his own dialect. This tape'first introduces the investigators
and explains their purpose, then it explains how the testing will be done and gives
a short sample test in which questions are asked add the correct responses are given
for an 'é&ample. " This introductory tape 1is meant to relax the subject and
familiarize him with the investigators, their techniques, and their equipment.

-Casad summarizes the steps in preparing the test tapes for each dialect as
follows (1974:100): _ :

The survey team must complete the following series of steps at each
test point: (1) elicit and transcribe an adequate text, - (2) formulate a
set of questions from the translation of that text, (3) translate the sets
of questions for all the test tapes into the local dialect,.(4) prepare an
introduction tape, (5) submit the translations of the\hgzstions to a
pre-test panel of speakers of that dialect in order to detect and correct
translation errors, (6) make g4 _dubbed copy of a hometown text:for

constructing the hometown tgst tapd, and (7) record the translated.
questions and the introductipn tape./.. This preparation entails a day's
work. : . ) -

“

To administer the tests requires another day. The tests are administered to
individual subjects and as a convention, Casad suggests that ten subjects be tested.
About 45 minutes are required to administer a set of test tapes to a single subject
(Casad 1974:24). TPhat. amounts to seven and a half hours for ten subjects.
Furthermore, 'the method requires a survey team of two members (1974:3). The total
requirement for each test point is then two investigators for two days, or four
man-days. . - T - .

N\ : v

.

2.2.4 Other recent methods

In this section, four other recent methods are considered. In each case these
investigators studied intelligibildty to \legrn about communication between speech
communities and not t® estimate dialect ‘distance. Thus they sidestepped the brunt
of Wolff's criticism. 1In the first three methods .the investigators "used written
tests to 1increase the efficiency ‘of da collection. In the second, third, and
fourth methods the investigators used translated texts to control for variation 1in
the difficulty and subject matter of the test materials.

Yamagiwa (1967) studied intelligibility among Japanese dialects by
administering tests to six¥y-five university students and graduates. Because of the
academic sophristication of his subjects, he was iable to have the subjects make
written translations of the . texts they heard. The students heard short portions of

[y
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3peech twelve to twenty seconds long recorded in ten different dialects. They heard
three repetitiong of each dialect sample and were asked to write out a translation
of each. These tranalations were compared to a standard translation to score the
amount™of understanding. The advantage of this written translation method 1is
twofold: tests can be administered.- in a classroom kind of setting so that a large
number of subjects can be tested at one time, and each subject transcribes his own
translation so that the investigabor 13%ot left with recordings that he must later
transcribe and score. The effect is that the investigator can .collect many times
more information in much less time than is possible by the methods in Sections 2,1,
2.2.1, and 2.2.3. Of course such a method 13 limited to a very restricted kind of
subject. : ; » .
-

o

The next two studies come out of the "Survey of Language Use and-Language
Teaching in Eastern Africa" project. They are the study of 1intelligibility among
the Sidamo languages of Ethiopia by Marvin Bender and Robert Cooper (1971) and tests
conducted' . with speakers of two Bantu languages of Uganda by Peter Ladefoged (1968,
Ladefoged and others 1972). Bender and Cooper studied intélligibility among six
languages. Six separate stories about everyday topics were translated ‘into each of
the six languages, giving thirty-six passages. These were then spliced into six
t‘lp tapes, with one story per language on each tape. The order of the languages --
was different on each tape. The tests were administered to sixth grade school
children 1in the classroom.~-Qn the test tapes each story (avéraging 175 words) was
followed by three questions with -four multiple choice responses each. The questions .
and their alternative responses were-printed in test. bodklets in Amharic. The -
Students .heard each story with its questions and responses two times befoge marking °
the response in the test booklet. Before the actual testing began there were three
practice exercises. Bender and Cooper report that it took 45 minutes to administer
8 set of six tests, including practice. That is, they were able to test a whole
classroom full of literate subjects in the same amount of time that one subject can
be tested by tgi methgds reviewed in' preceding sections. ' )

The use of translated st3ries has the disadvantage that the investigator canmvt
insure the n:é}ralness of the texts. On the other hand, it has the’ adigptage that
one can expérimentally .control for the differing difficultfes of the fexts. They

. translated six stories into six languages, or thirty-six passages,  These were

arranged 1in six test tapes including one‘hassage for each language. -Students to

_take the tests-were divided into six groups and each group heard a different test

ape. The result was that each group heard a different story from the-~same
language. The sum of responses for all six groups on a particular language is a sum

‘over all six stories. The total responses on each of the six languages are a sum

over the same six stories, and therefore the intelligibility totals are based on
identical texts and questions. This {s not true of the other methods considered so °
far. This partigular kind of experimental design is called & Latin Square design.
Coupled With the Statistical method of analysis of variance, it can be used to. test
hypothese#s concerning the relative effects which different groups of subjects,
different stories, different languages, and the ordering of the tests on each tape.
have in explaining the observed differences in intelligibility. ‘ *

Ladefoged used basically the same method as Bender and Cooper with translated
stories, Latin Square design, and written tests among school children. His tests .
were simpler in that the stories were shorter and the subjects were required to
answer only one multiple choice question on what each story was about. Each
question had three possible responses. '

¥

Gillian Sankoff (1968:151-5) used translated texts to test intelligibility
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among the Buang of Papua New Guinea using an oral method She made tests for. six
. languages. First, she oomposed six short stories having td do with daily life in

the village. The English text of each was about 100 words long. Then each story -«
was translated and recorded on tape 1in each of the six languages, resulting in ~
thirty-six taped stories. Each Shbjppt then heard 4 different combination, of texts
in the different languages, -though the order of the languages was kept constant. In
adminiStering the tests, an indi{;dual subject listened to a story once. Then the
tnvestigator personally (rather thah on the taat tape)- asked three questions about
it in the vernacular. The questions were phrased 80 as to. have brief answers. An
answer was scored 2 for completely correct, 1- for partially correct, and O, for
wrong. . The result on a test ranged from 0 to 6. In the three dialects she teseed

16, 20, and 48 subjects. A drawback of %the method was that subjécts tended to
forget items which they actually undeérstood, as evidenced by the faot that subjeota
averaged 70% understanding of their hometown dialeot test -

_ A seqond-part of the test was designed to measure‘comprehension of vdoabulapy
items in .the texts. .Ten content words were selected from each sgﬂry for the test of
vocabulary items. After the subject had listened to the story and answered the
questions the text wvas played again, stopping the tape at the ten selected' words.
The subject was then asked to translate the word into his own dialect A response

-was scored as correct or'incorrect, thus 10 points were possible .for the “test-

2.3 A taxonomy and evaluation af inteiligibilihy testing methods

The methods of intelligibility testing which have thus.far been presented are
now classified according to six dichotomies. The alternate approaghes within. the
dichotomies are evaluated in terms of optimality and relation to the investigator's
goals. As a-conclusion the relation between the abitlities of the potential sthects, ,
and thé methods of testing is considered. The results show that no one ‘method of
testing intelligibility is inherently better than another. Rather, the goals of the

¢ lnvestigator and the capabilities of the subjects work together to define a mquod
which is best for a gituation. It is hoped that the follpwing discussion will serve
as a gulde %o thosgfgﬁg\must plan a dialect 4intelligibility survey

-

2.3.1 A taxonomy of, inkgilféibility teéting methods

Methods of intelligibility‘testing can be classified according to the Eollowing
six dichotomies:
(1) Language of response ='(Ve}nacular,-Coﬁmon)
~(2) Mode of response z (Oral, Written)

(3) Format of test = (Question, Translatiaon) _
(4) Scoring method = (Quantitative, Qualitative) -
(%) Source of text = (Elkcited, Translated).-

(6) Sampling method = (Groups, Individuals) R

fhat is, (1) subjects may’ be asked to respond in tHeir vernacular language: or in
some laﬁggage such as the national languaquor trade language which is common to
them and -the investigator, (2) subjects may be asked to speak thelr responses or
write them, (3) the test may be formatted so that subjects are asked to respond by
answering questions about the text or by translating it, (4) understanding may- be
scored - quantitatively (as a percentage, for instance) or qualitatively (as being
adequate or not. adequate, for instance), (5) the texts for tests may be ‘elicited

. . . " PR
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narrative or may be translations of pre-written(@%xts, and (6) the subjects may be
sampled as a groyp or as Jindividuals. Figure 2.1 sets out a table in which the
imethods discussed thus far in the chapter are classified .as to_their-v§;ues for each

-

of «the six-dichatomies. v

N \‘_ )

2.3:2, An evaluation of intelligibility testing methods Q

There are many possible Qayg to test intelligibility. The methods classified
in Figure 2.1 are ways that have been used; other combinations of the si¥ variables
could be proposed. In this section I argue that no one'method is inherently better
than another.. This observhtion is borne out. in Section 5.5 where it is shown that
.the many different methods ' give essentially the same result. The choice between
methods is therefore based on restrictions caused by the abilities of the subjects .

- (see Section 2.3.3) and by tﬁ%\investigatbr's goals. Where choices still remain,
.the decision is-based on a criterion of optimality. I define an optimal method as :
one which allows the investigator to gather the greatest amount of information 4

possible with the least amount of effort possible. Each of the six dichotomies 13

now considered in turn,
. &2 (1) Language of response - The subjects: can respond in their vernacularX,
. language or in a common language, such as the national ‘language or a trade language.
In a question approach, the same language will also be used to formulate ‘questions.
"Where a common language can be used (that is, where the subjects are adequately
bilingual), they on language approach is optimal. This is because it requires
& the-least amount oY effort to prepare test tapes. In a vernacular approach, such as
. Casad's (Section 2.2.3), ‘it 1is necessary _to construct 4 new test tape for each
' Vvillage where a text will be te3ted. The text remains the same but .the qQuestions
+that go with it myst be translated into the local dialect and dubbed in to create a -
new test tape. Otherwise the difficulty of understanding the - questions themselyves
" compounds the ‘difficulty of understanding the text. With the common 1anguagé.
apprqach, however, the same test.tape is used in every village where = a particular-
dialect is tested. This saves time as well as increasing co sistency since subjectd
in different villages hear the same test tape instead of different versions of it.

One of the problems associated with selectiné a common language aﬁproach is
insuring that the subjects are adequately bilingual in the common language. When a -
4gommon , language. approach is used, the hometown test serves as a control for
.© - bilingual abilities. If a subject's score on the hometown test does not near 100%,
", “then it " may 1ndioa£eu“tha€ he 1is not “suffioiently bilingual to take the test.
"' However, if a subject does score nearly 100%, then his bilingual abilities are not
, - at. issue. Thus the hometown test serves to validate the assunption that the
* Subjects are sufficiently bilingual to be tested in the common language, "However,
T 1f- it turns out that many potential subjects are disqualified from further testing
‘because they cannot respond adequately onh the hometown test, then ‘the use of the
common language may bias the' results.. If the investigator still wants to use a
 common language approach, then it may b necessary to do an in depth study in one or
two/villages with a 'Vernacular method to see if a common language approach for the
entire survey ‘would be valid. For instance, Gillian Sankoff (1968:163-9) used a
vernacular approach to test 48 individuals from Mambump vil}age,_Papuau New Guinea, _
on . their wunderstanding of related dialects and -on three languages of wider .
~ bdommunication (ineluding New Guinea Pidgin). She found that although women scored =
" significantly lower than ren on the Pidgin-test, there was no significant difference
in - their scores on related dialects. Thus I would suggest these results indicate
that in this ‘area one could use a common language approach with Pidgin which tested
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only men, and not bias the results by excluding women from the sample.

Another Lay in which a common .language apprpach is optimal 1s that it does not
require that the investigator be familiar with the vernacular language. Casad
suggests that for his method one of the investigators should speak at least one of
the dialects in the language area under study (1974:3), A method with that
requirement means that 1nﬁelligib11f@y cannot be tested \In a new linguistic area
intil someone has spent a number of months, perhaps a é}ew years, learning a
language. Joseph Grimes (personal communication) feels that until there is such an
investigator, intelligibility 1s too fine grained a phenomenon to measure, I do not
think so.. There should be methods of testing intelligibility (some are suggested in
Section 2.3.4) which allow,a team of survey technicians to g0 into any new area and
survey the intelligibility situation (as well as the linguistic and social
relations, Chapters 5 hnd 6) so-that wise decisions about’ language planning ocan be .
made before personnel are ‘actually assigned to in depth study of languages in the
area. The in depth study may later suggest some changes in strategy, but they will
not be as drastic as they would have been had initial decisions been based on
lingu&stic relations alone. A common language approach, where it 1is applicable,
means that the intelligibility situation can be measured immediately without having
to wait months or years for the investigator to gain proficiency in the local
vernacular. Where the common language approach cannot reach all of the population
but yet a gizeable portion of it, then 1t 1is still valid to use it with the
understanding that 1t gives better results than no survey would, and that a
vernacular approach will be. used at a later time to refine the analysis of the
dialect situation. ) "

(2) Mode of response - The subjects may respond by speaking or by writing.
Where it can bé¢ used, the written approach is certainly optimal. Bender and Cooper
(1971) could simultaneously test all of the students in a classroom on six written
tests in 45 minutes (Section 2.2.4). cCasad (Section 2.2.3) and myself (Section
2.1.5) could administer such a battery of oral tests to only one indivudual in the
Same amount of time. Where the level of writing skill 1is high enough not to form a
barrier. ' of 1its own, written tests yleld a much higher return for a given amount of
effort than oral tests. ' - '

(3) Pormat of test - The test ‘may be formatted so that subjects can respand by
answering questions about the ocontent of the text or by translating it. In this
case, we cannot really claim one method is optimal over another; ‘this depends on the
other methods being used alongside it and the investigator's goals. A translat;pn
approach is optimal as compared to a question approach in which questiofis are dupbed
into the test tape because 1t 1is simpler to prepare the test tapesggothhQ
tranalation test., On the other hand, it 1is much much easier to score a question
test quantibatively"than it 1s to score a translation test. In the case of the
method I suggest in Section 2.1, the translation appproac¢h turns out to be optimal
since a qualitative\{ethod of scoring is used. Thére is a tradeoff here between the
two aspects aof optimality: information and time. A translation approach measures
understandiné-or every item in the text, not just selected points of content, and
thus yields more information. A question approagh, on the other hand, ylelds its
information with much less effort since it does not require item by item comparison
of translations.- : ‘

» i ’ )

- The choice- between translation and question approaches s partly one of
sampling. In a question approach, the investigator is sampling frdm the text. He
1s concentrating on .a’few points of content jand trying to generalize to the whole
text. The problem'is essentially, "What 1s</the 1likelihood . that the subject's “
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responses to/ the selected questiona are a good indication of his understanding of
the whole te t?" The accuracy with which the questions reflect the- whole text 1s
involved her¢. The .questions may happen to hit only items which are similar between

the dialectsy, or only 1items which aredissimilar. The more+questions that are
asked, the lpss’'likely the sample will be biased.

The phyjasipg of the questions will,also affect the responses. That 1s, a
subject may /have understood something but the question does not bring out that fact.
In a stud conducted by my wife and me among dialects of the Biliau language in

jinea (L. Simons 1977:250), we found that the most often mis?ed questions
uestions. The second wost often missed questions were "how" -~questions.
ost often missed were questions where the answer was rather far from the
egment of text. We thus found. that questions can be simple or difficult
how they are phrased and where their answers are found with respect to
the test tape. These phenomena are independent of the subjects'
g of the text. However, they will surface in the responses given by the
lect. These factors can be controlled for by adjusting all of a test's
e basis of its hometown score (Sectien 5.2.4).

The third
end of the

the gap 1
understandi
hometown di
scores on t

. When a tranﬁlation approach 1s used, understanding of the whole text 1s tested.
This avoid the sampling problem of how well understanding of -the items questioned
measures understanding of the whole text. However, it still ,does not avold one
serious sampiling problem yhich affect$ all methods of intelligibility testing. This
can _be ‘sumped up 1in the questiqn, "What 1is the 1likelihood that a subject's
understanding of this text 1s a good

easure of his understanding of the whole
language?" '

y b Y . R s
(4) Scoryng method - A subject's understanding of  the text can be scéred
quantitatively or qualitatively "In'a quantitative method, the number of 1items
correctly ‘trapslated or the number of questions correctly answered 1s added up and
the resulting number 1is the score. These scores are generally converted to
percentages. in a qualitative method ' the 1investigator "doés not count the
understanding; ‘ather, he judges 1t along some discrete scale of levels, for
instance, adeqlate or not adequate; full intelligibility, partial intelligibility,
or no intelligibytity. Again we cannot pronounce one method optimal in all cases.
With translation\approaches the qualitative approach 1is optimal in the sense that 1t
requires less effort; however, a quantitatiVe approach opens up a broad range of

statistical methods that can be used in the analysis of results. With question
approaches, the questions may not provide a large enough sample of the tekt to allow
a qualitative Jjudgment. For 1instance, the written methods of Bender and Cooper

(1971) and Ladefoge{d (1968) presented in Sectiqn.2.2.4 used only three questions and
one question respectively. It would be impossible to base qualitative judgments on
such small samples. : '

Of all the methods classified in Figure 2.1, the method I suggest. in Section
2.1 is the only one which uses a _qualitative method of scoring. Since such a method
.of scoring has not appeared widely in the literature it would be good to discuss it
here. Qualitative scoring 1is of advantage because the scores have an interpretable
meaning 1in the real .world. Also, qualitative acoring avoids one of the problems of
quantitative scoring, overprecision.

When the investigator scores intelligibility qualitatively, he knows what the
scores mean and how they should be interpreted  in applying .intelligibility °test
results, For 1instance, 1f 1intelligibility 1is scored on a simple dichotomy as
adequate or not adequate, the investigator knows which intelligibility relations are
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adequate for establishing dialect groupings and which are not (Chapter 3). . When
intelligibtlity 1{s scored quantitatively, ‘however, the step of interpreting scores

- for applying results still lies ahead. What does it mean if subjeots score 70%
' " intelligibility? In the early methods (Section 2.2.1) it means that a subject was
able to correctly translate 70% of the text. ‘In Casad's method (Section 2.2.3) it
meanas- tha§ on average, th subjects answered 7 out of 10 questions ocorreotly. - In
Ladefoged's method (Section 2.2.4) it means that 70% of the -subjects answered the
one question correctly. To go from these measurements of 70% to what they mean in
terms of levels of communication adequacy ‘for a vernacular language program (Section
3.1) still requires a step of subjective interpretation..... When scoring is done
qualitatively this subjective interpretation occurs gt the test site as the test 1is

_administe?ed rather than weeks or months later when the.results are analyzed.

A potential pitfall of quantitative scores for the’unwary investigator is that
they are overprecise. That is, the percehtégé scales which have customarily been
used appear to discriminate 100 degrees of intelligibility.. In actual fact they do

‘not. Statistical tests of significance show that even 10% differences in measured
1pteLligibility need not be significantly different. In an appendix. to Casad's
manual (1974:167-173) the standard deviations as well as the: means for
1nttqlligibility_scores from the Mazatec survey are repprted. A one-tailed t° test

sgowa Zhat Tenango's hometown score "of 95% (6,71% standard deviation) is not

) antly greater at a 95% confidence level than the score of -87% (12.69%

standard deviation) which’another test point, TE, scored on Tenango. TE's score of

46% on the Jalapa test is not significantly greater at d 95% confidence 1level than

MZ's score of 35%. On the other hand,*'TE'sfScore of 908 on San Jeronimo is
b significantly greater at a 95% confidence level than HU's score of 76%.
, 2 . - ' _ o <M~
P These tests of significance are actually testing the hypothesis that one

group's score,on a test 1is'greater than another group's score on the same test.
They are not testing the hypothesis that one group's‘intelligibility of a dialect is
greater than amother's. To test the significance of the difference between a
group's score on one test and its score on a second test may not even be possible
since the tests are different. We would have to know how the two tests compared
" with respect to a language sampling distribution. The significance tests made above
take 1into account only the variation in subject sampling. To make inferences about
intelligibility, not just test "scores, we would have to take into account variation !
in language sampling as well. Unfortunately we have no way ot‘me?sur;ng this,
Casad, in an appendix (1974:173), suggests that we might do better to state
results in terms of range estimates rather than_ point’ estimates. Grimes, in &
- footnote (1974:262), suggests that decisions concerning intelligibility test results
© "should ultimately be based on tests of the significance of the differences between
two ranges rather than on the simple greater-than, less-than relationship between
> - two numbers.® Both are correct; unfortunately, these'suggestions have yet to be
implemented in field studies.

-

3

. The use of qualitative scoring techniques offers a way out. On a qualitative

' scoring scale, all the levels of intelligibility are significantly different since
there are so few levels, generally fewer than five. When there are no significant
differences in the distribution of jntelligibility within the whole population, then
the qualitative level of intelligibility is. reported, and there is no range or
distribution to report. If there are significant differences in the distribution,
then that distribution is reported; for instance, half of the population understands

at a level of partiale intelligibility an the other half understands at full
intelligibility. Such a statement 12/ihsier to interpret than one with a percentage
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and standard deviation; for instance, the average degree . of wunderstanding” in the
population 1is 75% with a standard deviation of 20%. Of course, with such a reduced
number of -levels on a qualitative scale the problem of borderline cases can arise;

‘that 1s, ocases which are simultaneously not significantly -different from two

adjacent levels. 1In these cases, we should probably not treat them as diffegent
from either level, but as occurring in both, for analysis purposes (Chapter 3). -

Note that using a qualitative sooring techniqué does ndot give the same result’
as using quantitative scoridg and then reducing the results down to a four “or five
point scale, The latter method -depends on finding discrete breaks 1in thé

_ distribution of test scores or simply rounds scores without regard to breaka; the

former method relies on everything (the investigator knows about a situation
(inoluding where the particular test might occur in a language sampling
distribution) to make the judgment. The qualitative method would probably overlap
in the border regions if compared to strictly quantitative results. . -

Although qualitative scoring scales have an ‘advantage in terms of
interpretability, quantitative scales -are more advantageous 1in another aspect:
their amenability to statistical methods for modeling purposes. I discovered this
advdntage of quantitative scores while working on Chapters 5 and 6. In Section“6.3,
intelligibility is measured on a four point qualitative scale and the functions
which predict intelligibility are step functions. Statistical methods like
correlation and regression are not appropriate for the data. In Chapter 5,
percentage measurements of intelligibility are used and the scope of statistical
methods available for the analysis is very broad. : :

Both quantitative and qualitative scores have their‘advantakes and thus we
quantitative results on a test, he could make a qualitative judgment ncerning the

degree of understanding. These Judgments would be used in" the analys stage to
give meaning to the percent scores for the sake of interpretation.

might do best to record both. After an 1investigator has fin;g:i: gathering .

The results in Chapter 5 fllustrate something of the paradox surrounding the

use of quantitative versus qualitative s ores.  In Section 5.4 the relations
underlying percentage of 1intelligibilitf and percentage of lexical similarity are

very nearly the same in eight out of ten field studies. Tis gives credence to the
original yse of percentage measurements. However, in Section 5.6 (Figure 5.8), when
these data are pooled, the standard error of estimate for predictions of per cent

- intelligibility is plus or minus 13%. This amounts to plus or minus 26% for .a 95%

confidence band (see Section U.4). This wide variation, in turn,, suggests the
desirability of a discrete qualitative scale. ‘ '

(5) Source of text - The1intelligibilitf,tests may be based on texts which are
elicited {ree narrative or on translations of predetermined texts. In terms of time
and effort, the elicitation method is optimal. It is easier and faster to elicit a
free narrative than it is to elicit a correct translation: - Another advantage' of a
free narrative 1s’ that the investigatar can be reasonably sure that the syntax,
vocabulary, and semantics are natural. With a translated text he cannot. However,
the use of translated texts does have the advantage discussed already in Section
2.2.4., With translated texts the investigator can use a Latin Square .experimental

‘design to .control for variations in language sampling. Although he still cannol
. ensure that intelligibility on the texts adequately measures Intelligibility on the

whole. langumge, he can ensure that all the measures between different dialects test
the same sampling of language. o ~ o .
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(6) Sampling mi&hod - The subjects can be sampled as individuals or &% a group.
To administer the tfsts once to a group i3 optimal in the sense that it can be done
more quickly. To administer the tests to 'a number of individuals isy optimal in that
1t ylelds more information. If written tests are used, subjects would always be
sampled as individuals. In the case of oral tests, the decision 1is based on the
goals or assumptions of the investigator. ‘If the investigator wants to know only
dbout the potential for understanding or if he can assume that the population 1is
homogeneouav in its multilingual abilities then a group method can be used. If he
wants to know about how a particular community varies in its ability to understand,
then an individual method is necessary. |

Biggs (1957) wgP the first to use a group testing method. In such a method a
riumber of subjects ar®:tested collectively rather than individually. There 1is

- generally a spokesman for the group who makes the responses to the investigator.

The members of the group are allowed to conversé in their vernacular language before
making their responses to the investigator. 1In using this method, Biggs argued that
“the scores obtained would be near the u er limit for intelligibility between the
dialects. Allowing discussion betweegpgubjects allows their best responses to come
through. Therefpre, a group responding together is'likely to score higher than the
average of al the subjects requnding.ihdividually. It allows the subjects to
score ne&rer'the;r potential. The result-is perhaps more 1like what individuals
would score if they had an hour or a day to listen instead of just two minutes. The
danger 1s, of course, that a few individuals who have learned the other dlalect will
dominate the whole test while those who do not.understand remain silent. If the
Investigator senses that this is happening, he must ask other specific 1individuals
to respond' in order to get a sampling of , the group. When'this 1is done e
investigator can actually record more than one score for theisinglgﬁe_@g
situation. He can observe that the majority understands at one level, whi al few
uqde?stand at another higher level. Also the investigator may note the group's
response to the story. Are they attentive? Do they laugh when it 1is humorous?

When a qualitative Judg®nt is made, the investigator need not rely exclusively on
spoken responses, — : .

Group testing may hide variablility in the population. When a group fest is
used to sample a population, one cannot observe much more than that some understand
at one level while others are at .another, More exact methods of sampling are
required in order to make more precise statements about different levels of
understanding throughout the population. When some individuals understand another -
dialect better than others, it is because not all individuals have had the same
amount of contact with the other dialect. If investigations have shown no reason to
suspect contact, if contact can be assumed to be uniform (for instance on the basis
of preliminary tests on individuals), or if the interest of the investigator is in
the upper potential, then group tests are appropriate. If the investigator wants to
know precisely how the population varies in its abilities to understand the other
dialect, then he must use tests on individuals. The results of such ‘tests can be

"compliled into a piofile of multilingual abilities {n the community. Gillian Sankoff

(1968:169-173, 1969:846) has done this for the Buang of Papua New Guinea. In thiee
different plots she shows how the Mambump community's understanding of other Buang:

dialects and of national and regional languages varies with sex, age, and level of
‘schooling. _

When a dialect's intelligibility abilities are not homogeneous and individual
.testing is used to discover what the composition is, then sampling becomes an
important lssue. Sankoff tested U8 speakers in order to build the profile of the
Mambump dialect's multilingual skills. When the goal 1is to see how intelligibility

[ . -

t

b N, 2

_}



26 -
\/ . ’

varies with different factors in the population, it 1is necessary to get a good
stratified’ sampling with .respect to those factors (Miller 1977). For inatance, {if
differences in the understanding of men and women are to dbe compared then ideally
equal numbers of men and- women should be tested. If age differences are to be’
investigated, then‘egual numbers in each age bracket shggld be tested. The sample
chosen should represent¥®a cross section of the whole population. '

In Casad's method, where ten subjects are tested, the size of the sample is not
sufficient to _dhke inferences about the profile.of the population. It can only
establish whether or not ‘there is variability. Unfortunately, none of the
intelligibility surveys on which Casad reports have taken advantage of the fact that
ten subjects were tested in order to conclude sqmething about the variability in the
population. Thus far they have considered only the average of the ten scores.
Casad does compute some standard deviations to illustrate a measure of variability
in an appendix on statistical measures (1974:170). In the set of thirteen scorey,
the standard deviations for scores above 90% (including hometown scores) range from
6% to 8.5%; and for scores below 90% they range from 12% to 20%. Before any
inferences can be made about how.large this variation actually is, the standard
deviations must be adjusted to account for the deviations in the hometown test (see
Sections 2.2.2 and 5.2.4 for adjustment of means). If there is a scattér 1in the
hometown ‘results amounting to an 8% standard deviation, then we can.assume that
whatever factors caused this scatter will cause at least that much scatter in other .
tests, Whatever causes . scatter in the hometown test is not intelligibility; all
-subjects: should theoretically score 100% intelligibiility on their.own dialect with
no deviations,. Adjusting non-hometown standard ddviations in the above Mazatec
example would cut them down by about half. ' - '

Casad (1974:171-3) goes on to show how the standard deviation 1is used to
compute * the standard error of the mean and then to comstruct a confidence interval,
or range estimate; r the mean. When the intelligibility for .a .population 1is
reporte& as a range§ estimate, it is saying that the average intelligibility for the
population lies between two values with a given degree of confidence. It occurs .to
me that this treatment of the results is actually hiding the variability which it
seeks to account for. It is assuming that what we really want to know 1is the
average 1intelligibility, so it accounts for variability by saying that the average
Iies within a range. . ‘ ' )

What the language planner needs to know is not the average nor its range, but
the distribution of 1intelligibility. The planner may be interested in how well
those at the low end of the distribution scored, or he may be more interested in the
upper potential indicated at the high end. He may want to define the level of
intelligibility for a population as a median (rather than a mean) which says 50%
understood better and 50% understood worse, or he may want to- pick some other
percentage. For instance, he may think it better to characterize the population by
a level which has 80% of the population understanding that well or better and 20%
understanding below that level. He may be iffterested in the differences betweén
sexes or he may want to concentrate on the responses of &4 certain age group. All of
these possible applications «of survey results require a method that is sensitive to
the distribution of scores within a population.- This area may prove to be the next
frontier in the refinement of intelligibility survey methodology. Thus far the work
of Sankoff (1968:164-176; 1969:846) serves as our only model,

~
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2.3.3 Subject profile and optimal methods
, The choice of which intelligibility‘testing method is optimal for a particular
situation has a lot to do with the capabilities of the potential subjects. In this

section, the relation between the subjects and the choice of an optimal method 1is
discussed. ' '

Potential subjects can be classified according to twordiﬁﬁbtomous variables. &
First of all they may be classified according to language proficiency as monolingual
or bilingual. Specifically, bilingual means fluent in a common language 1ike a
trade language or national language which the investigator also speaks, monolingual
means that they share no such qommon language. izggag, the subjects can be
‘classified according to reading (and writing) profici cy ®s literate or illiterate.
These dichotomies are summarized as follows: - .
Yy
Language proficiency = (Monolingual, Bilingual)
Reading profiency = (Illiterate, Literate)

In actual fact these are not dichatomies, but continua, and the two values
given are the end points. The investigator must evaluate where the subjects as =a
whole fit on the continuum and decide, for instance, if they are bilingual enough to

~use a bilingual testing method or if they require a menolingual one. This point is
considered in more detail below. ' 3

The abilities of the subject will paitly dictate the method of testing used.
These two aspects of subject abilitied interact directly with two of the testing
variables, language of response and mode of response. That is, monolingual subjects
require a vernacular approach while bilingual ones could use either a vernacular or
a common language approach. Furthermore, 1illiterate subjects require an oral
approach while literate ones could use either an oral or a written one. The optimal

method for each of the four possible combinations of the subject capabilities are as
follows: .- Yo ook

’ Subjects: Monolingual, Illiterate
Possible methods: Vernacular, Oral
. Optimal method: Vernacular, Oral

SubJécts: Monolingual, Literate .
Possiblé methods: Vernacular, (Oral, Written)
Optimal method: Vernacular, Oral - . '
Subjects: Bilingual, Illiterate

Possible methods: (Vernacular, Common), Oral
Optimal method: Common, Qral '

Subjects: Bilingual, Literate -
Possible methods: (Vernacular, Common), (Oral, Written)®
Optimal method: Common, Written ’

When the subjects are monolingual and 1illiterate then only ‘one method is

available, a vernacular and oral method. If monolingual subjects happen to be
literate, then a written approach would be possible as well. However, it would not

be an optimal method in the case of a normal intelljigibility survey. A vernacular
written approach would require that a different set of test booklets be printed up
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for each dialect where tests are conducted. It would take less time to administer
tests orally to a sampling of individuals, than it would take to prepare the test
booklets and then test all subjects at once in a classroom sort of situation. The
.exception to the optimality of an oral approach for monolingual literates would be
if the goal of the survey were not so much to test intelligibility between the
dialects in an area as to compile a detailed profile of the multilingual abilities
of a few dialects. 1In this case the investigation would be more like a census than
a survey and the printed test booklets would pay off.

When the subjects are bilingual, then common language approaches are always
optimal. . The reasons have been already been discussed in the preceding section:
the test materials are prepared only once and phé investigator need not invest
months or years learning the local vernacular. In actual fact, the investigator may
‘find that the potential subjects are only partially bilingual or that only some of
the subjects are bilingual. “In the first case, the hometown test serves as a check
on the bilingual abilities of a subject. If he can perform to satisfaction on the
hometown test, then his bilingual- proficiency is not at issue. In the second case
of only a portion of the potential subjects being bilingual, the investigator must
decide if the bilinguals offer a good sample of the population or if they do not.
For 1instanceé, Gillian Sankoff's study of multilingualism among the Buang of Papua
New Guinea shows that the men understand New Guinea Pidgin significantly better than
the women, bUt that on tests for other dialects of Buang men and women do not differ
significantly-(1968:169). This is evidence that among Buang dialects a common
language approach using Pidgin which tested only.men would not bias the results by
leaving out women.

When the bilingual subjects are 1illiterate, then a common language oral
approach is optimal. When the subjects are literate, then a common language written
approach 1is optimal.: The written approach is optimal in-this case since the test
~booklets need be prepared only once. .In the tests it is then possible to test a
whole group of subjects individually in the same amount of time that one subject or
one group collectively can be tested by an oral approach.

1)

The choice between testing subjects as groups or as individuals may be
influenced by who the subjects are, in particular by what their culture is like. In
_American culture, for instance, individualism is stressed and individuals do not
. know most of the people that are near them on any given day. In Melanesian
cultures, however, the group is stressed and everyone in the village knows everyone
else., My wife and I found that a method of group testing in Melanesia was more 1in
tune with the culture, Whenever we entered a village a large group of people
gathered around us. To {solate an individual subject with earphones while the
remaining - subjects waited their turn never seemed quite right. Sankoff reports the
same kind of situation; however, she developed a strategy by which individual
testing “became appropriate "(1968:177-8)., After arriving in a village she chatted -
with the welcoming group for a while but then explained that she was tired from the
"walk to the village and asked to be excused so that she could rest. Upon arising
most people were out of the village at work in their gardens. Thus it was possible
for her to walk through the -village and find some people to interview and test in
relative privacy.

u
’

2:3.M Summary of optimal methods

The discussion in tHe last section concluded that faor monolingual subJects, the
optimal test method was a vernacular language oral method. Of the methdods listed in
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Figure 2.1, Casad's and Sankoff's methods are thé only ones which are apprOprihte.
For ilingual subjects that are illiterate, the discussion indicated that dommon
language oral approaches are optimal. The early methods (Section 2.2.1) and the
method suggested in Section 2.1 fit this designation. Another mlternative would be
to modify Casad's or Sankoff's method to use common language questions (L. Simons
1977:241), For bilingual subjects that are also literate, the discussion indicated
that a common language written™approach is optimal. The methods of Yamagiwa, Bender
and Cooper, and Ladefoged (Section 2.2.4) are appropriate here. ‘

One aspect of the definition of optimality was time and effort. A method which
yields the greatest amount of formation with the least expenditure of time and
effort 1is optimal. A deterrent to conducting an intelligibility survey or to

- completing one that has been started (of the 20 surveys Casad lists as having been
conducted in Mexico, only 5 are listed as having been 100% completed, 197U:162) is
the time required to conduct the sruvey. For the common language methods, the . time
required has pretty well been brought down to a minimum. In Section 2.1.5, I showed
that the method I used in the Solomon Islanda required one hour with an informant to
collect a text .and another hour alone to prepare the test tape. The early methods
described in Section 2.2.1 might have taken a little longer since .they wade exact-
transcriptions and translations. The written methods with test booklets (Section
2.2.4) would require a little longer to ﬁrepare the booklets. For testing, one hour
wa3 required to test a group on a battery of test tapes. For the early methods in
which "the subject's translation was récorded, it would take no longer to administer
the tests, though it would require additional time at a later date to listen to the
recorded responses and score them. For the written methods, a whole classroom of
school children wére testedeAndividually in the tfme I could administer the tests ta
one group collectively. For these methods, the time. needed to prepare the test tape
for a dialect is about two hours. Testing in one dialect could take as 1little as
one hour when group testing is. used.. : )

In contrast to these, Casad's method for testing monolingual subjects requires’
two days per dialect by a two man team (Section 2.2.3). The preparation of the test
-tapes takes the first day, testing'ten subjects takes up the second day. The method-
of preparing a test tape begins.in the same manner #£s the other methods by eliciting
a text and}transoribing At. What takes so much longer'is translating the set of
questions that go with the ‘test into each of ‘the local dialects in whioh the test
will be administeted. After questions are translated they must be ochecked for
accuracy with a pre-test panel and than dubbed into the test ‘tapes. In addition an
intrpodyctory- tape is translated into the local dialect. In other words, a test tape
must be redone for every dialect in which it will be tested. In the common lahguage
. approaches a single.td?t tape is made once and for all. This is the essential
difference which makes test preparation require only twdé hours by a one person team
as against one day by a twd person team. ' '
4 .
r-gQ- Sankoff's method of testing orally.in the vernacular would require only a few
g ours by a one person team to prepate a test tape. This is because she did all the
questioning personally rather than recording the questions on the test tapes. - Thus
she made test tapes once and for all rather. than remaking them for each dialect,
Although this method is optimal in terms of test preparation time, it has a major
drawback 1in another’ sense. It requires several months, or ldﬁger, of preparation )
time spent in language learning for the investigator to achieve sufficient facility
in the various local dialects to do all questioning personally. . :

>

~

-I am aware of two methods for testing honolinguals in the vernacular which may
help here. They have not received widespread attention in-the literature, but they
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may reduce the time scale for vernacular intelligibllity tests to a level comparable

to that for the common language tests. They will do so in two ways: only a few

hourd would be required by one person to prepare test tapes, dnd - learnipg -of the’

vernacular would not be necessary. One coulg argue that these methods would yield

results that were not as precise. However, I have already argued that the results

of methods which yield percentage scores are already too precise for the level of
. statistical significance that can be attached to the Fesults.

The first method is a sentence repeat method .which was tried by Crawfor in a
pilot intelligibility survey in Mexico. It was abandoned in favor of a content
repeat test which was subsequently developed into Casad's method for testing
intelligibility. The sentence repeat test was as follows (Casad 1974:60). A free
text was elicited for the basis of the test. Every third sentence out of a portion
of .this text was extracted and played back to a subject one at a time. The subject
was asked to repeat the sentence. Crawford evaluated the responses on a five-point
stale. He observed that_foq_g;ahly iptelligible dialects the sentence repeat became
S0 easy that *a subject's nresponse seemed more like mimicry than a test of
intelligibility (Casad 1974:61). HoweVer, this need not be viewed as a liability.
It simply indicates that the test 13 not sensitive enough to distinguish between
different degrees of high intelligibildi % In most cases we do not need to do that
anyway.

Crawford observed that the results of tRe.. -sentence repeat test showed little
correlation to the results of the content repeat test It was therefore dropped 1in
" subsequent studies. Casad, however, has suggestéd that it might be reinstated
(1974:88). He credits Gudschinsky as saying that" recent research 1in
’psycholinguist}cs has demonstrated that ability to mimic sentences of a different
dialect is dependent on one's knowledge of both the grammatical structure and the
phonological structure of that dialect. From my perspective, a great advantage of
this kind of test is that the test tape\can beThonbtructed very easily and the one
tape will then serve for all tests on that dialect.

v A sentence repeat method could probably also bge used by a survey technician who
is a gooq phonetician but not a speaker of any lodal vernacular. He could rely on
bilinguals in the village or dn a bilingual traveling companion to explain how the
testing would work. In scoring responses he would use the clues of immediacy of
response, speed and timing of response,’pitch contour of response, and phonetic
similarity to the segmental phonemes of the utteﬁbnce. A phonetic transcription of
the utterancea could secrve as a standard against which to scpre.

A second Simple method for testing 1ntelligibility among monolinguals has beed
used by Robert Conrad in the Sepik region of, Papua New Guinea (L. Simons 1977: 250)

. This test consigts of a number of simple questions such as, "Where is
your father?" "Who. is your brother?", and "How far away is your garden?"®

- To construct a test tape a series of such questions is translated into the
| - dialect of .the reference point and recorded on tape. A tesp is

* administered by playing the questions one at a time to an informant at the
test point, - The subject is permitted to respond in whatever way seems

- most natural to him. If the subject answers theé question, an appropriate

. ' response is taken to indicate understanding of the question. If, on the

' opher hand, the subject prefers to translate the question, his translation

1s scored as correct or incorrect. The percentage of questions to which

the . subjdct \glves an appropriate  respopse - is .the measure. of
intelligibility. :
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Again, this method of testing requires that the test tape be created just onoe for
all dialects. This method gives an interesting twist to the question approach. In
the other question approaches, the subject hears a portion of .text in. the test
dialect and 1is then asked a question about it in a language which he 1s sure to
understand. In this approach, the text and the question are one and the same.
Administering tests with this method would be bound to take half as long as in a
text and question approach. With only the questions in the test, there is only Half'
as @uch to play back. This method and the.sentence repeat method deserve -serious
consideration as alternative methods to testing intelligibility among monolinguals.

)

v, ~ ;

'

-

R T . . [



CHAPTER 3 . o

FINDING CENTERS OF COMMUNICATION

»

-The previous chapter ‘presented a number ofﬂ?waya in which intelligibility
between  dialects can be measured. - This chapter tells what to do next: .examine the °
patterns of communication to find groupings of dialects which can be served’ by
common vernacular language programs. This chapter offers practical suggestions on
; . how tg apply the results of intelligibility testing to language planning in an area.
' B The analysis "techniques presented ot‘i‘iL answers to - the questions of how many

vernacular language programs are needed n area, and where those.programs should
be centered. . . ’

A vernacular language program is defined as any program which seeks to
disseminate.inforuation‘by means of the vernacular language of a specific region.
The medium of communication can be broadcasting, tape recordings, word of mouth, or
literature. Literature programs are probably the most common. Materials produced
in° a vernacular 1literature program might ; include ocurricula and text books for
primary and secondary education, translations of the Bible and -1iturgical mpaterials

by the church, or general and cultural reading materials for adult education. Such.

projects can be costly in terms of both money and effort. The strategy of the
. methods presented . in this chapter is to find sflutions which involve the least
: possible cost. -~ " e - — '

.

. . .
_Basically, the problem is one of grouping together dialects which can be served

‘ by the same vernacular language program. Section 3.1 discusses the .main coriteria
for making such groupings: ‘adequacy and least cost, Section 3.2 :presents a simple
inspection method which can be used to find groupings of dialects which rit. the .
adequacy and least cost criteria. Section 3.3 gives a step by step description af -
the grouping algorithm which could be translated into & computer progranm. Finally,
in Section 3.4, a similar method developed by Joseph Grimes is reviewed.

’

3.1 The criteria of adequacy and least cost g}_ -

Many of the developing nations of the world face the difficult challenge of )
trying to communicate with a gpultilihgual population, a population which may include’ -
wWell over a hundred dialects or languages. Even among .nations whére a national .

.language is firmly’ established, groas dialect variations of the national language |,

- and pockets of mindrity languages still exist, It may not be thought feasible for a

. country to initiate vernacular lariguage programs in e¢very ore of its languages, and
dialects, On the dther hand, if that country wishes to reach all of its citizens,

- 1% must carry out its programs in_languages that are both understood and-accepted by S

-

all'géoupa concerned. -Fontunat?ly,_ communicating with every ocitizen ~does - not, H
.ugually require a language' program in every dialect. .Intelligibility tests, such as, .

. those described .in Chapter 2, show where communication can take place across dialect
¥ . boundaries. The need then is ror*critoria‘py which we can join dialeots into larger e
~* 7 groupings that ocan be served. by a single vernacular languaxo»prognnm., The two

criteria suggested are adequacy and least cost (Stolzfus 1974:58-60).

Ty . . ‘ . . . r
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The task 15 to define groups of dialects such that all dialects within a group
can be served by a' single language program, centered in one of these dialects.

Since communication is the purpose behind the language program, a bossible criterion

" for grouping is that all the dialects in the group understand the central dialect,

Intelligibility . itself is not a strong enough criterion, however, since it can span -
such a wide range of degrees. The griterion of adeguacy states that a dialect can
be ‘groupsd with a central dialect if and only if its speakers understand the central

‘dialect at a level which is deemed adequate for the intended purpose. Note that the

level of adequacy 1is not fixed; it depends on the nature of the information to be
communicated. For instance, if theé purpose of the program were to broadcast news of

current events, then the hearers would not be required to have as deep a comhand of

the central dialect as if the purpose were to communicate about emotions, morality,
or eternal vadues in a program of religious instruction. Note also that the
criterion ¢f adequacy says nothing about mutual understanding, but only about
one-way understanding. That is, for a dialect to be grouped with a.central dialect,

it matters only that the former dialect adequately understand the central dialect.

The degree to which the central dialect understands the other one is not relevant.

TJ: adequacy criterion, when jused to interpret intelligibility relations in a
region, will designate a number of possible central dialects and. a number of
possible groupings around them. By itself it is not strong enough to suggest the
best grouping among the possible solutions. To do this,‘ the second ‘'criterion {s
added. . The gni;gnign of leaat gost states that the best grouping is one which
minimizes the number of central dialeots. A major.deterrent to vernaculat . language
programs i3 the cost involved in studying the dialect, writing or translating the
materials to be communicated, -and then printing, recording,: or broadcasting them.
The total cost of vernacular language programs in an area is proportional to the

_ number of central dialects in which specific programs are carried out. Thus if the

grouping of dialects which requires setting up the least possible number of language

programs 1is found, the least costly solution is normally also found. If the two
criteria of adequacy and least cost' are applied together, then such groupings will
be found. The remainder of this- chapter tells how this can be done.

-

3.2 An inspegtion method for analyzing patterns of copmunication

-

Patternarof,eommdnication can be diagrahmed by drawing arrows onto a map of the

test area. Simply by inspecting the pattern of aryows on the map, it 1s often
possible to see a least cost solution which fits the given pattern. The .method is
basically this: (1) graw the patterns of communication on a map by representing

each relationship of adequate understanding as an arrow -'from .hearer to "speaker,
(2) find the- dialec¢t which is understood by the greatest number of other dialects
and designate it as a center, (3) draw a loop which encloses all dialects - that adre
reached by (tHat is, point to) that central diglect, (4) for all dialects remaining
outstde the loop, repeat the process beginnins at step 2 and dbdntinue until all
dialocts are accounted for. . e

The procedure is now 111ustrat96} with sampl% data from Santa Isabel in the

' Solomon Islands. Seven dialects are spoken on Santa Isabel (Whiteman and Simons

" indicates ‘that the given group of hearers understands the dialect of the. $peakers.

1978; the data. are "adapted from Tdble 4). These dislects are, from northwest to
southeast: - Zabana, Kokota, Zazao, "Blablanga, Maringe, Gao, and Bugotu. The -
comnunication patterns are ‘set . out in Figure 3.1. The dialects listed along the
left hand side of the table are those of the hearers while the dialects listed along
the top of the table are those of the speakers. A "yes" irn the body of the table

-
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In fact, in this case they claim.to have a command of the dialect whidﬂ’;llows them
to apeak as well as hear it when communicating with someope from that region.. This
18 defined as the level of adequacy for this andlysis. A "no" indicates that the
hearers do not understand the speakers at that level of adequacy.

. [}

"Figure 3.1 Intelligi%ility‘on Santa Isabel Island

Dfalect of speaker: s

: o #RB KOK 2AZ BLA MAR GAO BUG

- Zabana yes no no no no no no

Dialect ‘'Kokota yes yes yes yes yesS no no

. Zazao yes no Yyes no .yes no no

of- - Blablanga ., no no no . Yes yes no no

' " Maringe no no no no yes no no
hearerd = ‘Gao . . ho no no no - yes yes yes’
"~ Bugotu. . no no no no no no - yes

v

. In the first step of the process, the patterns of communication are drawn onto
* a map. In this map all the .instances of "yea";in‘ﬁigure 3.1 are represented by an
arrow pointing from the hearers to the speakers. This map is shown in Figure 3.2,

The second step in bﬁe . process ‘is to find the dialect which is most widely
understood. This is found by locating the dialect which has the most arrdws
pointing to it. In'Santa Isabelthis is Maringe (MAR). ’

The third. step 1is to map the extendability of the dialect just selected as a
center. First the central dialect is underlined to indicate that it is a center.
"Then a 1loop is drawn which encloses all dialects that can understand the central

dialect, but excludes all that cannot. Figure 3.3 shows the state of the analysis
thus far. ) T '

Finally the second and third steps are repeated for all of the dialects ghioﬁ
- remain ungrouped, In the Santa Isabel example, only two dialects remain,'Zabana and

Bugotu. No arrows lead away from either of these dialects. Therefore, the only way
in which they can be reached by a vernaoular language program is if these two

dialects themselves are centers for such programs. Thus we conclude that two -

additional centers are required, one at Zabana and another at Bugotu. -~ These two
"dialects are underlined in the map and loops drawn ardund them to show the

extendability of their language programs. . S .

Far the final oap of the least cost solution, all extraneous arrows cah be
omitted, that 1is, omit all arrows which do not point to a central dialect. Figure
3.4 gives the final least cost analysis for Santa Isabel. Note that the inclusion
of three dialects i3 ambiguous. Kokota and Zazao could be part of either the Zabana
or the Maringe program and Gao could be part of either the Maringe program or the
Bugotu program. o _ . o ,
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Figure 3.2 Patterns of communication on Santa Isabel

(.
{
‘ ZAB |
,\‘& KOK ;
. V'EAZ : ,
BLA B
MAR
' l .
GAO .
BUG
AN
Figure 3.3 The Maringe language program
.
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Figu%e 3.4 fhree verna&ular language prodrams for
. Santa Isabel _ .

Some data from the Northern Mixteco of Mexico are now analyzed to demonstrate
an extension of the method. . This is the‘-analysis of data over sucoessively lower
levels of adequacy to develop a contour-like map of possible dialect groupings. The
data are set ‘out in Figure 3.5. . The values in the table are percentages of
intelligibility. The periods represent relations that were not measured. The table

is takeh from Grimes (1974:264) with three adaptations: the values in the table are )

percentages of’ intelligibility rather than xpthl;igibility loss, the matrix 1is

" transposed, and three dialects (CC, CO, and.AP) are omitted since they were' not

tested and have no effect on the grouping.

The patterns -of communication are analyzeéd at successive levels of adequacy.

First we might try-90$'1ntolligibility as the level of adoquaoy. For the Northern

Mixteco. data, most of the hometown scores are not even 901, There are no groupings
at thls level, so nine centers are required. Next, 80% intelligibility is taken as

the level -of adequacy. .Any ‘relations with B80%, or more i 1igibility are

considered adequate, and any with less are not. Besides the hometo scores, only
two relations are adequate at the 80% level, JE's understanding of CH and CS's
understanding of CH. Thus at. the 808 level, seven . vernacular languasg prograns
would be required, one in CH to serve JE amd CS as well, and .then one in each of the

Ky
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Figure 3.5 BIntoll@gibili.cyyin Northern Mixteco

v _ Dialect of speaker: ‘ :
cz JE CH Cs CG XB cu Zp ﬁf
\ cz 77 . 4. . e e
- JE . 81 83 . 32 74( . . .
Dialect CH 15 . 89 . 20 56 . . -
Cs . . 81 91 30 75 . . . .
of CG . . 21 . 81 19 . . .
‘ X8 . . 78 - . 17 84, . . .
h.&l‘ew CU N 66‘ . 23 . . . 86 . .
4 2 73 . 16 37 . 75 .
PT - . . 76 . 21 61 . . 84
' B CZ = Cuyamecalco Zaragoza JE = San Jeronimo
CH = Santiago Chazumba CS = Cosoltepec
CG = Sta, Maria Chigmecatitlan XB = Xayacatlan Bravo
CU = Sta. Ana Cuauhtemoc ' ZP = Zapotitlan bPalmas
- .- PT = Petlalcingo

other six dialects. When the level of adequaoy is lowered to 70% intelligibility,

the program at CH will extend to three more dialects, XB, PT, and ZP. The remaining

three dialects still require their own programs. At the 60% level, a new group 1is

5 possible: CU understands CZ at 66% intelligibility. Thus far, CG remains isolated.

1 Only if we 1lowered the levwel of adequaoy -to 21% intelligibility would CG join in

with the CH group. However, such a level of intelligibility is too low to oonceive

" of as being very adequate, so the groupings are taken down only 'to the 60$ level for
the f'inal presentation of~raau1ta. :

The results of the Northern Mixteao grouping are shown as a map in Figure 3.6.
. The loops showing the extendability ol the dialect groups are shown as before. The
only difference .is that loops.for different levels of adequaocy aro superimposed on
the same map; the result 1is like ‘a contour map. The loops are labeled with two
items of information: ' the minimum percentage of 1nt0111¢1b111ty whioh is the level
of adequacy for the enclosed group, and the name of the dialeot whioh is the center.
‘The labeling of loops by the dialect which 1s the center 1is an alternative to
indicating ocenters by drawing arrows as was done in Figure 3.4. When logps are
drawn at successive levels of adequacy, then arrows will oross loop lines and more
than one arrow from a dialeot may be required since a dialect can shift to a new
center at lower levels of adequacy. When relations become complex, labeling loops
1s a clearer way to indicate centers than drawing arrows. .

I have chasen to simplify the map by drawing only the loops which establish
more inolusive groupings. A complete contour display would draw a loop around " each
dialect or group for edch level. For instance, the CO dialeot would be surrounded

. by four doncentric cirocles, one for each of the intellig ibility levels of 90%, 80%,
. 708, and ' 60%. The 1argo CH.group would have two loopa around it for T0% and 60%.

+
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Figure 3.6 Dialéct groupings in Northern Mixteco

&

CG

60 (C2)

cu

cz

. - . » = #

-
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Hh@n all of the contour lines are drawn in, the relative distance between dialects
cah-be found by dounting the number of.contour lines (divided by two) which separate
them. - ' ;

\ -

A hypothetical set of data typical of a dialect chain is now pregented as a

warning that the simpie procedure described in the first paragraph of this sqétion
Will not always yield a least ocost solution. (In Seotion 3.3 a more complex
procedure which always does 'is presented.) In Figure 3.7a the patterns of
communication for the hypothetioal data are shown as arrows, Ffigure 3,7b shows the
first solution one is likely to - arrive at by following the simple .procedure:
dialect EE in Figure 3.7a has the most arrows pointing to it so we designate it as a
center and draw a*loop. Only two dialects remain outside the loop, AA and II, .and

they do not understapd each other so we 'set esach of thenm up’ as the ocenters for

separate language programs. ' This result with three language programs is shown in
Figure 3.7b, ‘ " ' '

1
’ i

This result is not the least cost aolhbion; however. Figure 3.7c shoWs that if
dialects BB and HH are made centers, then'all the dialeots are reamohed with only two
centers. In Figure 3.7b we went wrong by assuming that the dislect with the
greatest number of arrows pointing to it had to be a center. «Thus step 2 in the

procedure, "find the dialect which is understood by the greatast numbor of dialects

T . . . o
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- Figure 3.7 Hypothetical data
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and designate it as a center," is not foolproof. However, it does turn out to be a
handy rule of thumb which usually works. The least cost solution can be found by
tracing the arrows which lead from the possible centers that were posited in the
second pass over the data. In the first pass, EE is posited as a center. AA and II
remain. Rather than just accepting AA and II as centers, we must see what points
could serve them as oenters as well. This line of inquiry points straight to
dlalects BB and HH and from Figure 3.7a the investigator can see that all dialects
understand one of those two dialects.

P

3.3 An algorithm for finding all possible least cost dialect groupings

The procedure presented in Section 3.2 is simple and works well when there are
not many dialects_involved. However, if the investigator is not careful to trace
out all the alternatives it‘.hy not yield the least cost solution, as was shown with
the hypothetical data in Yigure 3.7. As the number of dialects increases and the
complexity of th# pattern of arrows increases, this possibility becomes more likely.
In this section, an algorithm for finding all possible least cost“dialect groupings
is presented. The algorithm is written in a prose format. However, it could be
translated directly into a computer program which would determine least qost
groupings automatically.

3.3.1 The least cost grouping algorithm

A

_ : N )
The algorithm is'listed in Figure 3.8. It is to be read as-a series of ordered
Steps. After each step is completed, the next step in the sequence should be

performed unless there is a specific instruction to go to another step. Each of the
steps is now discussed in turn. !

(1) The only input data to the algorithm is the matrix of intelligibility
relations as measured by testing methods described in Chapter 2. The algorithm is
repeated for different levels of ddequacy. First a level of adequacy must be

selected. Then the matrix of intelligibility relations is transformed into an
adequacy matrix: all intelligibility relations which are of an adequate level
become 1's in the adequacy matrix and those relations which are inadequate become

O's. If there are values of intelligibility whioh were not measured and which have

not been ‘estimated by means of a predicting model (Section 6.2), then these also

must be recorded as 0's in the adequacy matrix. The matrix of intelligibility

relations from Santa Isabel in Figure 3.1 is already an adequacy matrix: "yes" is
equivalent to 1 and "no" to 0. The intelligibility matrix for Northerm Mixteco
(Figure 3.5) requires transformation. Groupings were computed at four different
levels of adequacy: 60%, 70%, 80%, and 90%. .For each adequacy level, a separate
adequacy -matrix must be computed. For instance, if the 70% level were being
computed, all values of intelligibility greater than or equal to T70% would become
!'s in the adequacy matrix, and all values less thah 70% or missing would become
O's. :

(2) Two variables are maintained during the algorithm. The first, pn, is set
equal to ‘the number of dialects which are speakers in the intelligibility and
adequacy matrices. The second, g, represents the number of centers in the solutions

Which are currently being tried. Initially this is set to one. The stritegy is

this: first all ppssible solutions with one center are tried. If pot all the
dialects can understand any one of the dialeots adequately, then all the golutions
with two centers are tried. If no two dialeots can adequately reach all the

3
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Figure 3.8 Eeést cost grouping algorithm

[

(1) Select a 'level of adequacy, then transform the
intelligibility matrix into an adequacy matrix as
follows:

Set all adequate values to one.
Set all inadequate and missing values to zero.

(2) Set n = the number 6: dialects. Set ¢ =1 (éhe lowest
possible number
.f centers).

(3) Try all possible solutions .with c¢ centers. These
possible solutions are all‘~ of the possible
combinations of the n dialects taken ¢ at a time.
The number of such combinations equals n!/(cl(n-c)!).

(3a) Test each possible solutiqn by ﬁaking the
logical or of the adequacy matrix vectors for the
¢ centers as speakers.

(3b)If the 1logical or contains no zeros, then all
dialects undef—Eand at least one of the ¢ centers
at an adequate level. Write down this ~solution
(but keep looking as there may be more)., :

- (3c)*Return to step 3a and test another possibility
until all possible combinations of ¢ centers are

exhausted.

(4) If any sqlus}éis were found, go to step 6. Otherwise,
add 1 to c. , - ' _ '

-~

(5) If c = n, then go to step 6; ‘the solution is that e€ach

dTa;:g;wlmnst“ have its own program. Otherwise, go to
ste " :

EY

(6) The least cost solution (or solutions) for the given
-+ level of adequacy has been- d. If all desgsired
levels of adequacy have been d, then quit.

Otherwise, go to step 1.

.
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dialects, then all possible solutions with three centers are tried. Thf% continues
until a solution.is found. Since the search begins with the least possible number
of centers, one, and works up, the solutions reached are guaranteed to be .the ones
involving the least possible number of centers, - '

(3) The third step 1is a complex step made up of three aub;tepal This step 1is
the heart of the algorithm; 1in this step the possible solutions are tested to find
the least cost solutions. A possible solution with g centers is any qombination of
S dialects., The total number of such possible solutions is the number of possible
combinations of the n dialects taken g at a time. This humber-is defined by the
quantity nt!/(cl(n-c)t), where pg! 1is read p-factorial and equals the product

(n)(n=1)...(2)(1). For 1instance, the total number of c¥mbinations of 7 dialeots
taken 3 at a time 1is: ' _

TH/(31(7-3)1) = (T)(6I(S) (1) (3)(2)(1)
L (3)(2) ()W) (3)(2)(1)

= “,)(ﬁ)(ﬁ) z 35
(3)(2) (D

v

am

Thus for 7 dialects there are 35 posaible‘oombinationa of 3 dialects that could
serve ap'%enters. ‘ . TN

For an example, all the possible solutions when there are four dialects, called
A, B, C, and D, can easily be enumerated. ~In the list which follows, the braces
enclose sets of dialects which serve as centers. Each-set is a possible solution,
Note that the ordering of the dialects within the sets is immaterial:
LY

Solutions with,one center = 4 pogsibilities:
- {A}; {B}; {C}; or (D} \
Solutions with two centers =z 6 possibilifies:

4 {A,B}; (a,C}; (A,D};. {B,C}; {B,D}; or {C,D}
Solutions with three centers = 4 possibilities:
{pA,B,C}; {A,B,D}; {(A,C,D}; or {B,C,D}
Solutions with four centers = 1 possibility:

{A,R,C,D}

-
(3a) Each possible solution is tested by taking the logical gr of the adequacy
- matrix vectors for the g centers as speakers. In the matrix for Santa Isabel,
Figure 3.1, the vectors for the centers as speakers are the columns; the column for
a dialeot tells which other dialeots wunderstand that dialeot adequately. ' An
acceptable solution  is one 1in which each dialeot understands at least one of the
centers adequately. An easy way to determine if all of the dialects ' understand at
‘least one center is to compute the logiocal gr of the speaker veotors. The operation
of loglcal gr ylelds zero if all its operands are zero; it yields one if at least
one of the operands is one. The laogical gr of the speaker vectors for the three
dialects which comprise the least cost solution for Santa Isabel is as follows:

.

-
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ZAB MAR BUG ‘Logioal,Or
1 0 .0 1
1 1 0 1 \
1 B 0 1 ‘
0 1 0 1 \
! 0 1 0 1
0 1 - 1 1"
0 0 1 1 ;

4

3
’

The fact that ‘ali dialedts understand at least one ofrthe>cent6rs is indicated by
tho_f:ob that all ements in the result vector are ones.

Any- other combinution of three dialects on Santa Isabel yields an unaooeptnble

. 8olution. For instance, the combination of ZAZ, BLA, and BUG leaves out two J
dialects: . : A o

ZAZ BLA BUG = Logical Or

0 0 -0 0, \

1 1 0 ]

1 0 0 1

0. 1 0 A o
0 0 0 0 '
0 0 1 1

0, 0 1 1

) (3b) If the logical gr vector contains no zeros, then all: dialeots understand
.at least one of the ocenters at an adequate ievel That set of g oenters is
: therefore an acceptable solution to be written down, One should not atop here,

! however. All of the remaining possibilities with g centers must be chsoked to see °
© if there are other solutions. - If the logical.gr veotor does sohtain a zero,
 however, then proceed without recording anything. - Note that as long as the
j acceptability critorion 1s stated as a result veotor that contains no zeros (rather
; than one that contains all ones), the operation of addition can be used as readily

K as the logical gr. In that case, the result vector would tell how many of the '’
, centers each dialect understands adequately.

(30) Return to step 3a and test another poaaible aolution until all possible N
. combinations of g oenters are exhausted.

(4) If any aooeptuble solutions were recorded 1n step 3b, then all of the least
cost solutions have been found for- that level of adequaoy. Jump to step 6.

Otherwise, add 1 'to g 1in order to soarcp for possible solutions containing one AT .
' additional center, ) _ T

(5) If g equals n, the number of dinlqota. then the only solution 1is that each
dialect must have its own language program for that level of adequaoy; proceed to
step 6. ° Otherwise, go back to step 3 and test all possible solutions with the
inoreased number of’ oontors.. A \

. ; \

(6) The least coat solution (or solutiona) for the given level of ‘adequacy has

been found. Ir 111 desired levels of’ adoquaoy have beon anllyzed then quit the
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prooedure. OQtherwise, go to atqp 1, select a new level of adequacy, and repeat the

procedure.
. _ - . . »

3.3.2 Deciding among multiple least cost solutions

. 'Hhon more than one solution with a minimal number of gehters is found, there

are at leasdt four strategies that can be used to decide among possible solutions.

Each of the strategies involves applying a principle of least cost in some other

sonse. i

» -4

0'9 Stratogy 1s to ocompare competing solutions for overall information 1lass.
Information losy 1is defined as the complement of intelligibility. Thus {f

. intelligibility ia 85%, then the information® loss is 15%, The total 1information

loss /for each solution is computed. The solution which results in the least .overall
information 1loss, ocosts the least in that reapect. In computing total information
loss
than one center adequately, then group it with the center which it understands best.
This will minimize the information loss. The® computation  of information loss can be

" refined . by computing the average information loss per individual .in the region. In

this way large dialects will carry more weight in the computatior® than small ones.
To compute the average information loss per . individual, sum the product of
information loss times population Tor each - dialect.. Then divide by  the total
population of the region. = K

A second oriterion 1s logistic cost. Establishing a center.for a vernacular
language program requires thé transportation of personnel; equipment, and supplies
from an administrative headquarters to the dialect area. A logistio cost could be
assigned to each center.- For instance, the center-which was the most difficult and
expensive to travel to woul - be the most costly. The possible solutions could then
be compared for logistic cos¥ by summing the costs of their individual centers.

A third dimension of lcépt cost is sociocultural. Centers.can be defined in
.terms other than intelligibility adequacy. 1In Seotion 6.1.4 the social side of
centers in dialect systems is discussed. -For 1instance, geography, population,
economy, and politics can define centers. So can linguistiq similarity. 1In Section
6.3.2 many of the different eriteria which define the center of the Santa Cruz
dialect system are listed. Ideally, the ocenters revealed by the analysis of

communication patterns should coincide with the sociocultural centers in the region.

!

If Eﬁby‘ do not, the materials wh ch-bminqto from the language program may not Ye

accepted by the people.' Thus thek solution which best fits tpo pattern of
sociocultural centers may cost the least in terms of unavceptability.

Al

A fourth aspect of least cost 1;\;tap111ty of groupings. It is possible that

" groupings at different levels of adequacy will be used in the same language program.

.For instance, written materials for the 'beginning reader should be as similar as
possible to his hometown dialect, wheréas experienced readers can tolerate more
variation and use‘literature with & wider extendability. ‘If -groupings are stable
ovef ‘many(levels of adequacy and-if the loops on a map are always concentiric pather
thin orisscroasing, then the grodpings lend themselves well to -a ‘strategy of
hierarchical inolusions for matepials at different'levels. If denters shift and
dialects regroyp far different lqvels, then preparation of materials at different
levels  1is ore costly. ‘When evaluating competing solutions for a given level of
adequacy, the Qlutions for the level above and below should bp consulted.
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» be sure that each dialect is counted only once; if a dialeot understands more
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3.3.3. Computat {onal réfinémenta to the algorithm .

The algorithm presented in ction 3.3.1, because it will eventually try all
possible solutions if necessark, ocan be a time oonsuming one. This section
describew some shortcuts that rdduoce he time required to analyze matrices,
especially by a computer program., ’ o

In. the best case, that in which one center is adequate, oﬁly,n,solutiona are

-tested (where p is the number of dialects), In the worst case, that in which every

dialect requires its own language program, the number of “olutions which are tested

before finding this out is 2 to the nth power minus 2. If there are 5 dialects,

then this number 1is only 30. If ther are 10 dialects, this number is 1022. If
there are 20 dialects, over one million possible solutions have to be tested --
1,048,574 tc .be exact. Clearly something nedds to be done to prevent testing
imposaible solutions (which most of them are) . y

Taking the logical gr of a set of vectors is the easiest.way t®'find out if a
Solution 'is acceptable; however, Jn most cases there is an easier way to find out if
a solution 1is not acceptable. .We couldtsave many fruitless vector operations by
first making a simple test to see 1if the current solution 1is even possible.
Plausibility can be measured by noting the total number of 1's in .the vectors being
considered. If the number of 1's is less than pj, then those dialects as ocenters
could not possibly be an adequate solution. The advantage of using the number of
1's is that it need not be counted every time; ratbher, the number of 1's in a.vector
can be counted once and for all at the beginning and stored with <the vector. To
tgst the plausibility of a solution involving a set of g possible centers, the
odunts for thoso_gfvectors are summed. If the total 1is less  than p,  then the
vectors are not gred. It is much fasteg'to sum ¢ numbers, than to or g vectors of
length n. : ‘ o .

These refinements can be added to the algorithm in Figure 3.8 as follows: A
new instruotion is added to the end of step 1, "Count and store the number of 1's in’
each vector for the dialects as speakers." Step 3a becomes, "Test the plausibility
of the solution.by summing the counts for the g vectors. " If. less than 5, then go to o
3o. Otherwise, take the logioal or of the vectors." ' : - '

. We can take this refinoment even furt . I 1n step 1 the.matrix vectors are
rearranged in the order of. the counts fo the vectors, then it is possible to know

-that when the current combination fails, certain of the remaining combinations will

also fail. For inatance, when ‘testing for one genter, if the first vector fails-the

.plausibility test, then so will all remaining vectors since they have .an equal or

fewer number of 1's; it is possible. to -jump directly to testing. the possible

solutions with ,two centers;  Likewise, if the sum of counts for the first two
vectors fails the plausibility. test, then processing .can prooedéd straight to_

three-center possibilities. , &

The comélexitiea in this refinement ocome in determining what to do after a
Plausibility test fails. For instance, if two-center solutions are being tested and

.the first combination to fail the plausibility test is the first with the fifth -

vector, then there is no wuse  testing any more solutidns with the first. vector.
However, {t is necessary to begin testing solutions with the second veoctor. It  is
sti1l possible that .two with  three, two with four, and three with four would.bo
solutions, but never beyond the fourth. The method is to back up ‘and  qdvance the
vector preceding the one whioch failed. " When ‘all the vectors are adjacent, and the

.plausibility test fails, then n'fQQre solutions for that many oenters need be

W
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‘tésted. - An algorithm for just this aspect of the plausibility testing is beyond the
scope of this discussion. . . - . " e

These refinements speed up the computation of least cost solutions, but it.is
- not yet clear just how much. Earlier it was stated . that the total number of
possible solutions to test in the worst case of each dialect as®its dwn tenter is 2
“to the pth power minus 2. For large values - this number takes on astronomical
_proportions. However, this holds only for the algorithm in Figure 3.8. When the
algorithm is refined to order the vectors for the number of 1's they oontain and té-
make a plausibility test, only g plausibility tests will be made in the worst case,
because all vectors contain only one 1. The first plausibility test for every value

. " of g less than g will fail. Thus in the refined algorithm, the bhest case of one
.center and the worst case of p centers, require a processing time on the order of p.
.. For cases in betwsen, more prooessing-4ds required. At this point I do not know what

the maximum and averige processing times for the refined algorithm are.

-

w

= - 3.4 Grimes's optimization method for grouping dialec}é
The ideas and. methoql ‘presented in the first three sections of this chapter ., -
~grow directly out of Joseph'Qrimes's work on "Dialects as Optimal Communication
Networks" (1974), 1In this seFtion I review his optimization method. .
. \ .

¢

) The optimization methoq is based on a principle of least cost. The method is

widely used in the field of eqonomics where the principle of least cost 1is well.

understood. A typical ecoRomic problém of this sort involves a manufacturer who
e distributg his proi;?% to consumers in a wide geographical area. . He would

fphrase the question of least/cost something like this:

In this geograpbical\area: what is the most inexpensive way to supply
every potential consumer with the product so as to assure greatest profits
- for the company? o \ _ ' .. : ,
y v . P T,

. For the manufacturer the most inexpensive approach could be one of several -
alternatives. It might be to have one central n&nufacturing plant and to distribute.
.the ‘products by truck. Or-it might be less expensive to build small manufacturing

" plants in each of. the cities where thd product is to be distributed. The most
inexpensive solution would probably involve a- combination of assembly plants in
primary centérs with trucking to secondary centers.; The cpnfiguration of the ‘moat

- ¢conomical solution is based on a compromise between the one-time cost of Ruilding
factories, the cost of operating| them, and the cost of trucking. The economist can
assign a dollars and c€nts valué 0 each poasiblity in order to determine the
aol;bionu which .1s- the least expensive overall and will thus yidld the greatest
profits, , _ S '

2 é

Grimes (1974) applied this principle of least. cost to the analysis of patterns
of communication.. For the analysis of dialect groupings, he defined the question of
least cost like this ¢1974:261): | : e ; ' ’

'Y ‘ In a geographical or sthal area, what is the smallest set of speech
: communjities such that adequate|communication at a given- threshold level
can. be established with every individual in the area by using the spesch
of at least one of the communities? - : '

In Grimes's analogy to the eEonohics problem, the cost of building and
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operating a factory. carresponds to the “cost of establishing a center for .a
vernacular ‘language program; the c¢ost of trucking,K corresponds to the cost of

communicating with the dther dialects. The“cost of communicating is ‘measured by the

ALY
amount of information 1lost; the cost of establishing a center is controlled by a ‘J&
fixed cost value which is activated any tims,a dialect is a center. The fixed cost
makes it unecondmical to use more than & al number of centers. The fixed cost.

is actually stepped through a series of values, called threshold levels, to yield a
series of groupings at different. levels of adequaoy. When the threshold level
(fixed cost) is low, then it is feasible 'to have many centers; when it is high then
only a few centers can be afforded.

In Figure 3.9, the algorithm ror Grimes's optimization method is written out in
a step by step prose format. Detailed instructions with examples on how to use the
method are given in three sources:  Casad 19T7U:36-45, Grimes 1974, and Arden Sanders
1977b. Therefore 1 will not repeat those detailed instructions and examples here.
Rather, the listing of the algorithm serves as a point of reference fon. the
evaluation of the method which now follows.
. The optimization method has four hidden pitfalls which its user must be aware
.of: the interpretation of thresholds, the definition of l#ast cost, the treatment
of missing values, and degenerate solutions. The first two problems can be treated
by reformulating the optimization method in the way I suggest 1in" the following
discussion. It should be noted that Grimes has accepted these suggestions and now
usee the reformulated version of the optimization method. The least cost algorithm
of Section 3.3 also avoids these problems. The third pitfall of missing values
affects both the optimization method and my least cost method. The final problem:
of degenerate eplutions is avoided by using the least cost algorithm. ) '
: .o w :
' - . (1) The interpretation of thresholds - The interpretation of the threshold
levelg has been inoorrpot. Grimes (1974:262) interpreted the tpreeholds as follows:

v For any communication effort [intelligibility loss] that is greater
' than the threeholg\ level, the fixed-cost furiction renders it more
economical to create another network than to add the test point concerned P
to 3an exisiting network. But rgr any communication effort that is not
greater than the threshold level, the fixed-cost function renders it. more
. economical to include the test point in an existing network than- to oreate .
. @ new netWork with its own additional fixed cost. . L) N

Likewise. .Casad (1974:U46, 83ff.) speaks of an intelligibility threshold of 80%
corresponding to a communication cost of 20. He.suggests that 80% intelligibility
is about the 1level of adequate intelligibility and thus that optimizations at the
fixed cost level of 20 give groupings for the 80% level of adequacy. This is where
the interpretation of thresholds goes astray <= there 1is not a one to one
correspondence between fixed cost and adequacy or communication effort,

In the first place, the fixed cost, or threshold, value is sensitive to the e
differences between intelligibility measures, not to their absolute values. This is
seen in the Northern Mixteoo data (see Figure 3.5) which are optimized by Grimes
(1974:265). At the threshold level of 10, the dialects JE, CH; CS, XB, ZP, 'and PT

are assigned to the CH dialect as center. ~The communication efforts (or
" » 1intelligibility loss) for these dialects with CH are 17, 11, 19, 22, 27, and 24,
respectively. ‘These correspond to intelligibility percentagee of 83%, 89%, 811,

78%, T3%, and 76%, none of which is greater than- 90% as the, Iinterpretations of

Grimes and Casad would suggest. In each case, the communication effort is greater

‘ ' o . FU B
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Figure 3.9 Grimes's optimization algorithm

(1) Transform the intelligibility matt% into a cost matrix by changing

each intelligibility score to a measure of information loss. (85%
intelligibility = 15% loss) -

Y4
1Y

(2) Select the fixed cost (threshold) level.

<+

(3) Initially assign each test i:oint (dialecé- of hearer) to a center. The

init{al center is the reference point (dialect of speaker) which it
best understands (lowest information loss). This 1{s generally
itself. Throughout the analysis, any reference point with at least
one dialect assigned to it is a center; if no dialects are assigned
to it, it is not a center. - :

'8

(4) Step through the cost matrix comparing all pogsibla pé'irs of referenge

point vectors. = First compare the first with the second, the first

with the third, and so on to the nth. Then compare the second with
the third, with the fourth, and so on until all pairs are compared. =

-

(4a) Compute the cost for  the two ';eference point vectors. If thé

first reference point is a center add in-the fixed cost; if the
second reference point 1is'a center add in the fixed cost, For
all the dialects assigned to either reference point, add in the

-

information loss. If the cost is zero .(neither dialect is a .

center) then repeat step 4a on the next pair of reference points.
Otherwise#, continue. - '

(4b) Now try one of the following three things in an effott to minimize

the cost for the two reference points: (1) take all dialects
assigned to the second reference point and reassign them to the
first one, (2) take all dialects assigned to the first reference
point amd reassign .them ' to the Second one, and (3) take all
dialects assigned to either of the reference points-and reassign
them to the' one which results in the lowest information loss.
(When both reference points are centers, the first two optiong

may reduce the cost by requiring one less center, while the third

option.may reduce it by minimizing information loss.)

. (4c) Recompite the” cost for the two vectors for éach of the three

possibilities. If one of the three reassignments yields a lower
cost than the original cost from step 4a, then shift the
« Aassigrments to the least cost configuration. If there is a tie
for the least cost, the first option has first friority, the

" second has next, and the third last. i -

»

(4d) Go back to step 4a and process the next pair. s

(5) During the whole pasé through the m"atrix in step 4, if no assigmments

.were shifted in step 4c, then go to step 6. Otherwise, return to
step 4 and make another pass.. : .

(6) The optimal (least cost) solution for the given threshold value has

been found. If desired, go back to step 2,and optimize for another
threshold. Otherwise, quit. : :

’

97 » .
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than the threshold level of 10, but tHe fixed-cost function finds it most economical

to inoclude the test points in an existing network. The error is in assuming that
the threshold 1level is compared to the communication effort. It is not; it is »
compared to thesdifference in communioation effort betweqn two possible ‘solutions.

L]

The example given in Tables 2 and 3 of Grimea (197N 264-265) 1illustrate this
point, The example is reproduced here in:Figure 3.10. Before optimization, the XB
dialect is assigned to itself as center (deSignated by the asterisk). The
communication effort is 16. Ir XB were-assigned to CH, the communication effort
would increase to 22. 22 is greater than the threshold value of 10,  so the
interpretation in the above quotation would suggest that XB cannot be assig‘ed to CH
at this threshold level. However, ingreasing the communication effort from 16 to 22
1s accompanied by a decrease of total fixed cost factors from 20 to 10, since one
less center 1s required. The overall effect is a decrease in cost and thus the
solution with one center is optimal for a threshold of 10, even though the
intelligibility loss is 22. XB was jJoined to -she existing: network because the
aifference in oomMUnioation costs was less than the threshold value.

~

Figure 3.10 Threshold Corresbonds to differences,
s not actual cost

s

a. Before regrouping -

Test points ® .
Fixed Total
" CzZ JE CH CS CG XB CU 2P PT'cost cost

"Reference CH 96 17* 11* 19 79 22- 77 27 24 10 . *64-
point XB 999 26 44 25 81 16* 999 63 39 10

£

, b.: Aftgf regroupfng'

Test points
) > ‘ Fixed Total
- ) CZ JE CH CS CG XB CU 2ZP PT cost cost

Reference CH 96 17+ 11%# 19 79 22% 77 27 24 10 60
points XB 999 26 44 25 81 16 999 63 39 0

-

This quirk in the method does not appear in Casad's examples because in every

. case he uses matrices in which the raw scores are adjusted to raise hometown scores

to 1008 (a cost of* 0). Therefore when.a regrouping would shift a dtalect from
itself to another dialect as center, the difference in communication costs is the

cost with the'other dialect minus zero. In other words, in this special case, the

threshold level does correspond directly to the communication cost. When raw

o
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intolligibility scores are optimized, and the threshold values are interpreted as

corresponding directly to intelligibility .1evels, then the raw scores are actually
being Subjected to an implicit constant adjustment for subject abilities (Section
5.2.4). That is, it is as though the difference between the hometown score for the
subjects and 100% has . been added to all intelligibility scores for that group of
subjects.

‘Whether communication cost is based on raw or adjusted. intelligibility scores,
there will not be a gorrespondence between threshold level and intelligibility level
when regroupings involve shifting more than one dialect at a time. 1In Figure 3.11 a
hypothetical . example is given. Such situations do arise in field data (Arden
Sanders 1977:302 points ot an example in the Mazatec data). However, the point is
easier to see if a minimal example is constructed. The example shows two reference
points ‘(the speakers) and three test points (the hearers). The optimization‘is for
the threshold - level of 20. In Figure 3.11a, AA is the center for itself and BB is

"the center for BB and CC. Since two centers are‘ involved and the communication oost
of CC grouped with BB is 5, the total cost for this configuration 1is 45, Figure
3.11b shows the attempt to reduce the cost by using one center instead of two. To
shift all the dialecots "‘to-AA as the cgnter looks plausible since the communication
effort for BB with AA and for CC with AA- 18 15, This {s less than the threshold
level of 20. However, since two dialects are going to be regrouped this amounts to
a total information 1loss of 30. The total cost including thesfixed cost value is
50 and is higher than the solution using two centers. Therefore, 411 of the
dialects would group together with one center at a level of 85% intelligibility, but
not at a fixed>cost threshold of 20. '

The conclusion is that the threshold value does not correspond directly to the
intelligibility level. It corresponds to the difference in summed communication
cost for two possible solutions. Thus it is difficult to assign a meaning to
threshold values which is both meaningful when applying results in the real world
?nd is consistent. . " : ) "

(2) The definition of least cost - It is in the definition of least cost that

Grimes's original analogy to. the transport problem breaks down and leads to the

misinterpretations just "~ discussed. We saw this in the last example where the
threshold level of .20 blocked the regrouping of two diadects with a ocommunication
cost of 15, The Question we must ask is, "Are two fifteens worse than’.one twenty?"
In economics, losing two fifteen dollar checks is certainly worse than losing one
twenty dollar check. 1In .the economic transport problem, the units by which the oost
of Suild@ng @ factory and the cost of trucking goods are computed and compared are

the same -- dollars and cents. This is what makes the optimization algorithm work. -

However, 'in the intelligibility analogy, the two kinds of oost are not comparable.
Communication cost is measured in teris of information 1loss while establishing

centers for vernacular language programs is measured in terms like personnel,

ﬁransportation,'oquipmont, and supplies. The analogy further breaks down when the
.meaning of information loss is examined. Is it worse for each of two people to lose

158 of the information in a message than it is for one ‘person to lose 20% or 25%? I

‘would think not.
The . definitions+ of the ocriteria of adequacy and least cost I presented in
Section 3.1 are the same as Grimes and Casad.have in mind when they describe the

optimization. method. They define the problem as being one of finding the smalles¥

possible set of centers (least cost criterion) capable of establishing communication
At an adequate level (adequacy criterion) with the entire area (Grimes 1974:261,
Casad 1974:37.). In Figure 3.11 we saw that the optimization method does not

+
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Fiure 3.11 Threshold corresponds to sums’,
not individual costs

[
\‘ [

a. Before regrouﬁing

§ T;st points
. Fixed Total
AA BB BB cost cost
Reference AA o [ & 15 20 . 45

points BB 30 o* 5% 20

b. After regrouping

, _ Test points :
: ; - ' Fixed Total
> _ AA BB CcC cost . cast
Reference AA , OX 15%:  15% 20 50
points BB 30 0 5 - 0

aotual{;/;o this, if we try to interpret the threshold levels in terms of levels of

adequacy A

- ]

The optimization method ogn be reformulated as follows to find aofutions which
fit the two oriteria of adequacy and leagt cost defined 1in Section 3.1. The
‘reformulation 1is exprdssed as changes to the algorithm in Figure 3.9. In step 2,
thé threshold level becomes the level of adequacy. Fixed cost is given a different
meaning in step 4. The »adequacy level is used to determine if dialeats can be
shifted to'a new'centgr. If their understanding of the new center 1s adequate, they
can; Iif it is not, they canno In step 4a, the total ocost 1is defined in a
different way. The fixf;b)ooat assocliated with establishing a center is an
Aarbitrarily high constant at all levels of adequacy. It is so high that the sum of
information loss for a ocenter will never exceed it (n times 100%, for instance).
The total cost for two reference’point vectors is then computed as before. In step
4b, for each of the three options, dialects which understand the potential new
center at an adequate level (that is, information loss equal to or less than the
threshold value) are shifted, Otherwise, dialects ‘cannot be shifted. In step lo,
that of finding the least cost -configuration for the two vectors, the., arbitrarily
high fixed cost ensures that a configuration with one center will aiways cost leas
than one with two centers. When comparing configurations with the ‘same number of
centers, the one with the least overall information 1loss costs less. The
modifications then are these: the threshold equals level of ‘adequacy, the fixed
cost 1is an arbitrarily high constant, and dialects can shift to a new center only
when the information 103’ is within the level of adequacy. : -

ey . ' . Y
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(3) Treatment of missing data values - Grimes lists one of the advantages of
the optimization method of dialect grouping as being that it.gives "useful results
from matrices that can be filled in only partially" (19TU4:261). ‘Tt is true that the
method will give results ‘from incomplete data, but using incomplete ‘data can te
hazardous to the unwary investigator. This is true not only of the optimization.
method but of the methods I presented in Sections 3,2 and 3.3 as well. It 1s
important to understand the effects of missing data., ! -

. ] * N

The grouping algorithms do ‘not actually operate qon matrices with holes in them.
The investigator does actually fill in all the holes created by missing data. 1In
the case of an ahoquacy matrix for the method of Section 3.3, misaingaValpes always
transform \to zeros. In the oase of a cost matrix, missing values always transform
to arbitrarily high amounts of information loss, The result is that when there is a
,miﬁeing value, it is never possible for the dialect of the hearers to group with. the
dialect of speakers for which it was not tested.

One effect of this- is seen” in’ matrices which are not square. . Casad
(19T4:4Y4-145) '\llustrates the optimization method on data from the -Ocotlan Zapotec
area of Mexico. 1In that intelligibility survey, 7 test tapes were used but they
‘were tested in 10 dialects. The published matrix has 7 rows and 10 colymns’
Thoreforé. there are no hometown scores for three dialects. This means that those
three dialects ocannot even have themselves as a center; at least that is what a .
computer program which optimized the 7 by 10 matrix wquld assume. For one of $hese
three. dialects (San Andres, An, column 8) the lowest information loss in the matrix
1s 15% with Ayoquezco (row 5). This means that even at the zero threshold 1level, .
San Andres groups with Ayoquezco. Casad rectifies the situation in the dtalect map
(page 45) where San Andres remains isolated until it groups with Ayoquezco at the i5
threshold. However, he would not have gotten that result if he had strictly applied
the optimization algorithm to the c&st matrix oh page U4,

. e

The same example from Gasad illustrates another effect ,0f - missing values’.
Since asdialect cannot group to a reference point for which it was not tested, there
can be a grouping which includes all dialeots hf and only if thene is a reference
dialect on which all dialeets were tested. In the Ocotlan Zapotec matrix there ig
no such reference dialect. Ocotlan is the main reference point with seven dialects
tested on it. But the three dialects which were not tested on Ocotlan ocannot group
with Ocotlan. Actually 1if the matrix (page Ul) were optimized up to the .100
threshold-and beyond there would remain three disjoint dialect groups -- 2 and 6; 17,
9, dhd 10; and the other five dialects. In mapping the dialect network, Casad (page
i5) estimated "some missing values in order to allow -the groupings to converge. For
instance, the convergénce of the DO-TI group, with the IN~OC~MA group at the 26
threshold depends on the estimation that the missing value of intelligibility 1loss
for DO on OC 4s equal to or less than 26.

The hazards of ﬁn&ittingly applying these grouping techniques on ingoinplete
data are dramatized by an analysis of the results from the intelligibility survey of-
Santa Cruz Island. The -intelligibility matrix is found .in Table 2.2.6 of Appendix

2. In Figure 3,12 the least cost grouping technique of Section 3.3 is applied to
these data, The top half of the figure contains a map showing the Jeast cost
solution on the incomplete data matrix.- The level of adequacy is 3, or full

intelligibility. The least cost solution calls for two centers, one at NEO and one
at NEA. Even if the level of adequacy is lowered to 2, partial intelligibility, two
centers are Pequired; The intelligibility matrix is far from complete, however,
When the survey was conducted, 1t- was known that the dialects of LWO and BAN were
the central ones on .the 1island in terms of geography, population’ and community

» v
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facilities (Sections 6.1.4 and 6.3.2). Informant opinions showed that everyone
claimed to understand these central .dialect (Appendix 2.1.8). There were thirteen
dialects 1nvo;ved in the survey and it was not feasible to test all dialects against
all others. (To be exaot, 77 out of the 169 possibilities, or U4H6%, were- tested,)
The test tapes which were most frequently not used were those from the central
dialects. Wwhen a group claimed full intelligibllity with the gentral dialects and
then scored full intelligibility on a dialect which was beyond the centers in the

lect chain (such’ as when southern dialects were tested on NEO) then
intelligibility with the central diflects was a sure conclusion and not tested.
Efforts were concentrated on results that could not be 1ntorﬁolated.

Thus it turns out that the central and most widely understood dialects were not
actually tested for in the intelligibility tests. The result is that it is
impossible to show the true least cost dialect grouping for the island from the
measured intelligibility matrix. In Figure 3.12b a oomplete intelligibility matrix
for Santa Cruz is analyzed by - the same technique. The matrix was completed by
estimating missing values (Appendix 2.1.11) with the predicting model .developed in .
Chapter 6. Thé résult is that one dialecty BAN, can serve the whole island as a
center for a vernacular language program. . '

,
(4) Degénerate solutions - One characteristic of the optimization method which
has not yet been mentioned in the intelligibility literatyre is that it can lead to
degenerate solutions. These rare solutions which may not be unique. In step Udc of
the algorithm (Figure 3.9) when two or more reconfigurations of two.vectors lead to
equal and optimal reductions in.cost, the 'Elgorithm specifies that shifting all
dialects to the first"vector has top priority, shifting them to the second vector
has next priority, and reshuffling them between the two vectors has lowest priqrity.
This 1s where degeneracy can arise. The méthod always picks one of the optimal
configurations and ignores the rest. It ‘Just may be that following the latter
configuration woudd have led to another ®olution which was eq@ally optigal.
" The algorithm follows only one"path at a time and therefore yields only one
solut ion. For a given matrix, more than .one solution could give the same Tinimum
cost, or there could be a number of solutions with a minimal number of 8enters (but
not neeeé%arily minimum information loss). Furthermore, for a given set of centers,
there could be a number of ways in which all the dialects could group with those
centers. However, the optimization method always gives only one possible solution.

This drawback of the optimization method, that it gives only one solution, 1is
countered 1in the least cosy grouping algorithm of Section 3.3. The tradeoff is one
of computing time. 1In the beat case of one ‘center, the least cost algorithm is much
faster. 1In the worst case of p centers, the optimization algorithm is much faster
than the 1least. cost 4lgorithm of Section 3.3.1, although with the refinements in
Section 3.3.3 the latter would be faster than .Qptimization. For the cases in
between, it 1is not yet oclear how they compare. I hope that the refinements

' suggested in Section 3.3.3 will make a computer program of the least cost: algorithm

run fast dnough to be useful for large data matrices with complex solutions., 1If so,
problems of degeneracy can be bypassed. ' R
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CHAPTER U4 . : -

EXPLAINING COMMUNICATION: A MODELING APPRQACH

Chapters "4, 5, and 6 form a unit on the subject of explaining communication.
The approach taken is one of building models. This chapter concentrates on the

subject of modeling itself; the next two explore the two main components of a model
for explaining communicaetion: linguistic similarity and sooial relations.

Chapter 4 begins with a discussion of.the meaning and advantages of modeling,
especially with regard to explairing ocommunication, ‘This 1is followed by a
consideration of the state of the art for the social-sciences in gensral and for the
communication problem specifically. Finilly, a basic model for explaining
‘communication is proposed. . This model suggests that oommunication, or
intelligipility, 1s based primarily on two -faotors: the linguistic similarity
between dialects and the social relations between- them. N °

e .

In Chapter 5 the factor of linguistic similarity is considered in detail. Data

from ten different field studies are analyzed in order to explore the relationship
between lexiocal similarity and intelligibility. As a conclusion, a general model

for expressing this relationship: is proposed. Even though social relations are not .

incorporated, the model proves to be 70% accurate in prediocting intelligibility from
lexical similarity.. - a; : -

In Chapter 6 the second factor of the model, social r@éatiqgglagaﬁggpgldgrqc_An;rw.h

detail. After a general disousaion, data from the island of Santa Cruz, Solomon
Islands, are considered. = A more oo@prehenaive ~model which embraoces social
relationships as well as the linguistic ohes of Chapter 5 1is used to explain

cotmunication between. dialects on the™island. The predictions'qprived from thie s

model are 90% accurate.
. ’ }
S

4.1 Why build models?

o

A model is a hypothesis about how schothing in the real world behaves. The

models presented 1in the next two ghapters are mathematical ones. This means that

the hypotheses are stated in precise mathematical terms, in this case by ~numerioal
squations. Because the hypotheses are precise, they can be tested with preoision.
Herein lies the . real ‘value of the modeling approach: '~ a hypothesis can be
empirically tested against observed data with the result that the investigator knows

exactly to what extent the model fits the data and to what extent it does not. ' When
an acoeptable model is found it ocan be used for one of two purposes: to -explain the
relations underlying ‘- what has already been observed, or to prediot the value of a

Particular variable in the médel when the values of the other variables are known.
In. the next two ochapters,. after the " models for explaining communication are
discussed, they are formulated mathematiocally, then tested empirioally with - field

‘data. At the end we know exactly how much of communication is explained by the .

models and how much is not. . But-why should we want to build models to explain

- communication anyway?
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Models for explaining communication can be applied to real world situations in
at leapt three beneficial ways. . First, they help us to understand, patterns of

communication. The techniques for measuring intelligibility discussed in Chapter 2
tell us only whether or not communication can take place and to what extent. The

“methods for analyzing patterns of communication discussed in Chapter 3 allow us to

extract general patterns of ¢communication and locate oenters‘within‘the network
intelligibiljty relationships However, neither method explains why there isa
communication at all or why the patterns of communication should be what they are.

The models develpoped in the following chapters help us to do this. By understanqlng-

why patterns of communication are what they are, and not just what they are, leaders
can make much better proposals about language planning in an area, g

Secondly, the modeling" approaoh. because it is also predictive, may shorten
many of the loglstic problems associated with intelligibility testing. An
intelligipility survey 1is time consuming and sometimes difficult to carry out. If
the level of intelligibility between dialects could be predicted, then we might be
saved the task of trying to measure it. ' :

Even when an intelligibility survey is carried out, it may not be feasible to
test the intelligibility between all possible pairs of dialeots when there are more
than five or six dialects invelved. In those cases, a predicting model can be used
to estimate the untested intelligibility scores. Fon instance, in my survey of
Santa Cruz Island (1977a), there were 13 dialects and measurements were made for 77

,out of the possible 169 pairings, or 45% of the possible.cases (Appendix 2.2, Table

2.2.6). In Kirk's Mazatec study in Mexico (Kirk 1970, Casad 1974:34), which
involved 23 speech communities,. intelligibility was tested for only 130 out of 529
possible pairings, or 25%. A predicting model can ..be used to estimate the
intelligibility scores which are not actually tested. '

This is of advantage not only for the sake of having a complete table of
intelligibility relations to refer to, but is necessary if the analysis methods
described in Chapter 3 are 'to conslider all possible solutions. As noted already in
Section 3.4, the method deve*oped by Grimes (1974) has as one if’ Lts advantages that

it does not require a cofiplete matrix'of values (1974: 261) However, it has the .

disadvantage that when a value 1is missing, that particular reference point is
excluded from serving as the genter for that test point. This would have serious
consequences in analyzing the results of the Santa Cruz survey, for instance, where
intelligibility _with the two central dialects (BAN and LWO) was seldom tested.

There, intelligibility with the central dialects was a foregone conclusion based on
th test of more distant dialects. Unless yvalues for the unmeasured
intelligibility relations can be estimated, the analysis -of communication cepters
may be’ skewed in the direction of those reference points most commonly tested for.

Fortunately, a predioting model can be used to estimate the missing values and thus
avoid this problem. : : '

b

Finally, the predictive capability of a mathematical mdodel may ultimately

_afford a more accurate estimate of intelligibility . than intelligibility testing

itself. A major unanswered problem with intelligibility testing is that of the

- adequacy of the text and the questions used for a particular test as a sample of the
* . whole language. A short text can represent only an extremely small portion of the

whole grammar and lexicon of the language. Even if all the problems associated with

subject aptitude, subject screening, emotional reaction of the subject, and
bilingual <communication between the investigator and subject were completely absent

or controlled for, there would still be no guarantee that the degree of

intelligibility measured on the -test was a, good estimate of degree of understanding

&
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of the yhole language. I feel that it is this point which requires the greatest
faith in accepting intelligibility test results. If we understood the factors which
underlie intelligibility well enough to conatruct a good predicting model, then that
model oould give predictions of intelligibility which were 1less skewed by the-
problems of subject and language sampling. Ultimately, predioting intelligibility
may be more accurate than measuring it.

The modeling, or predicting, approach may not actually replace the
intelligibility testing approach, at least not until we better understand the
factors underlying intelligibility. For the present, -the ‘two approaches “ are -
complementary. Each serves as a cheok on the other, With predicted intelligibility
(and informant opinions) serving as a backup to Measured intelligibility and filling

the gaps 1in it, less reliance on the meéasured intelligibility scores is required,
Furthermore, the predicted scores can serve to point out measurement.errors.

<
S o

e

The development of model ing approaches in the social sciences is far behind its
development in the physical sciences. In the physical sciences, a great many models
have stood the tests of time and repeated confirmation, and have been elevated to
the status of "laws® 1like Newton's laws of motion or Ohm’s law. In the social
sciences we are only beginning to use ‘mathematical models to describe social
phenomena. :

A

"social physics", traces the develop@ent of modeling in the physical ~sciences and
shows ity parallels tn the social sciences. His social physics is an attempt to
show that many sociblogical phenomena can be defined in terms of mathematical

Johr Q. Stewart, a proponent and developer of a fleld of study which he calls

_models, many of which are analogous to physical laws. He contrasts the current

stage of devqgopment in the social and physical sciences as follows (1952:110):

Merely verbal logic which traces back to Aristotle still comprises
the sole intellectual equipment of too many praqtitioners of social
disciplines, although physical science freed itself of those same archaic
bonds as early as the seventeenth century.

1) &

Stewart traces the development in the physipal sciences, and the parallels in

the social sciences, in the following way (1947a:461): ~

There was a time when scholars did not realize that number had \ the
principal role 1in the description of the phenomena of physics. The
transition from medieval to modern science was made in celestial
mechanics, 1in ‘three stages. These can be concisely represented by Tycho
Brahe's extensive observations of planetary motions, Kepler's faith in
mathematics as a means of insight into phenomena, and Newton's progress -
from Kepler's empirical rules for the solar system to the mechdpics of the
entire universe. ' - < '

We are naow seeing a similar development in the social studies.
Astonishing amounts of significant numerical data have been accumulated by
conscientious social statisticians. - Publications of the Bureau of the
Census, for example, are comparable in extent and variety with- catalogues
of stars or tables of spectroscopic wave lengths, even if the numerical
precisdion necessarily is much less. Thus the observational stage is well"
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advanced., A few 1investigators whose trainkng_ia not confined to the
social fields are beginning to proceed (with the condensation of the
voluminous sociological data into concide .mathematical rules. The fipal
rational interpretation of such empirical rules cannot come until after
the rules themselves are established.

The three stages in the advance can-be summarized as: (1) the collection of+
quantitative observations by Tycho Brahe, (2) their condensation .into empirical
mathematical regularities 'by Kepler, and (3) theoretical interpretation of the .
latter by Newton (from Stewart 1947b:179). } "

In the investigation of communication between speech groups, not even the first
stage is well advanced. Quantitative observations on lexioal cognate percentages
between dialects all over the world are numerous, but quantitative observatiogs on
other aspects of linguistic relationships (such as phonology, grammar, and
semantics) are scant. Quantitative observations of intelligibility between .dialects
are also rare, and observations on the social relations between dialects even more
so. In Chapter 5 and Appendix ' I gather all of  the quanfitative “observations I
could find in published and unpubtlished sources where both the percentage of
intelligihility and the percentage of cognates are available. I could find “such
data from only ten language surveys around the world, a total of 245 observations.
That is not enough data from which to derive universal laws, but it s enough to
demonstrate that there are mathematical regularities in the relationship between
1ntelligibility and lexical similarity. .

¢  The thrust of the next two chapters is along the second stage of development,
namely, the' condensation of observations into empirigal mathematical regularities.
1 have encountered skeptics who feel that human relationships, such as communication
between dialects, cannot be described in mathematical terms, because human behavior
involves too many unknowns and irregularities. I trust that the empirical studies
in Chapters 5 .and 6 are sufficient to show that mathematical description is
feasible, that the regularities are strong, and that the remaining unknown$ play

only a minor role. The third “stage, that of _interpreting the mathematical
formulations and generalizing to universal laws, must wait until more observations
from all over. the world are available 4

1

y\Befiore proceeding to present my own work: in building models for explaining
communication, I  will report what others have déne previously. In the first stage
of model development, that of collecting quantitative observations, I am aware of
only the following investigators who have reported quantitative observations on both
intelligibility and ddnguistic similarity: Marvin Bender and Robert Cooper (1971)
for Sidamo in Ethiopia, Bruce Biggs (1957) for Yuman in the United States, Eugene
Casad. (1974:78-81, 191-2) for Trique in Mexico, David Glasgow and Richard Loving
(1964) for the Maprik area’ in Papua New Guinea, Warren Harbeck and Raymond Gordon
(Harbeck ms ([1969)) for Siouan in the United States and Canada, Peter Ladegoged
(1968, Ladefoged and others 1972) for Bantu in Uganda, and Gillian Sankoff ({968,
1969) for Buang in Papua New Guinea. The data from all of the above studies, e
from Glasgow and Loving, are. reproduoed in Appendix 1. Glasgow and Loving
impressionistic judgments of "mutual" intelligibility rather than acutally testf
intelligibility in both directions. All these investigators report lexical coghat
percéntages as a measure of linguistic similarity. - Bender arnd Cooper (1971)
consider some grammatical relations as well, while Ladefoged (1968, 1970) quantifies
phonological relations, Only three-of the investigators -- Casad, Ladefoged, and
Sankoff -- give any observations of relevant social factors; and only Casad

(1974:191-2) quantifies these.
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Only two investigators have entered into the second stage of model development,
that of ocondensing the observations into mathematical regularities. Ladefoged
computed the best fitting 1inear model for explaining.his data and plotted it in a

1 3cattergram of the data points (Ladefoged and others  1972:76).- Casad (19T4:191-2)
‘ developed #-linear model in three variables to explain 1ntelligib(}ity relations
among five TriQuo dialects. The three variables.are lexical similarity, intensity
of contact, and location of contact, (Phe other two terms in his equation, the
o, , bilingualism factor and the error factor, are treated as constants.) The model fits
) the data very olosely (97% explained viriation, see Bection 4.4). However, the
model does not fit well with theoretical expectations. '‘When there is no similanity
and no contact, 6% lnxelligibility is predicted. Where there is 1008 -similarity and -
no contact T76% intelligibility is predicted. Where there is no similarity and
complete contact, 46% is predicted. When there is complete similarity and complete
contact, 121% is predicted. Our theoretical expectations for these founr boundary
conditions would be 0%, 100%, 100% and 100% respectively.

<

L)

- The work of Bender-and Cooper (1971) should also be .mentioned in this respeot.
Though they did not actually build models, they did explore regularities in the.
relationships between intelligibility, lexical similarity, grammatical similarity,
and geographic proximity- by computing correlation coefficients (see Section 4. 4),
The results showed that intelligibility oorrelated more highly with lexical

1 similarity and geogngphio proximity than with grammatical similarity. Grammatical
similarity was measured  as the proportion of -~grammatical morphemes shared in
transiations of the same text (1971:42). :

L v

The third stZge in model dévelopment. that offlnterprqtingfthe results of'stage

two, and generalizing to universal laws, has not been reached. There are
publications, ‘however, in which general models for' explaining ocommunication “have

been suggested, The models are not backed up by empirical validation.and must
therefore be viewed as éxploratory. - ‘ : ’

-~ <l
-

The most.elaborate of these is offered by Cagad in an appondif to his “book,
Dialect Intelligibility Teating (1974:185-193). - In his model, five inSwpendent
variables underly intelligibility: (1) degree of linguistic simijarity, (2) history
of intragroup relations, (3) socioeeonomic relations, (4) alternatives for language

"use, and (5% .relative size of the groups. Five dependent variables intervene -
:between. the indépendent variables and intelligibility: (1) nature of intragroup
cbéntact, (2) societal attitudes, (3) language attitudes,” (4) .type of bilingualism,
and (5) degree of b lingualisﬁﬁg The ‘model is specified in termy of a directed graph
which charts the ocause and™effect ‘relations among the .ten varfables and =
intelligibility (19%4:186). Twenty-six axiomatic propositions implied by the modél
- are enumerated and sample theorems that-can be derived from-the axioms-are given.-

° Ken Collier'_C1?T7) has proposed -a simpler model.. He suggests  that
intelligibility 1is an;additive functfon of 41inguistic similarity and propensity to’
learn.. The propensity to learn factor is"a combinatien of two aspects of social
relations, contact between. dialects and the attitudes speakers of dialects have
toward the other dialects. The paper includes suggestions on how the contact and -
attitude variables might be measured.  Ronald Stolzfus (1974:43, 46) briefly
suggests a similar model. He states that intelligibility results Yrom the effegt of
linguistic similarity, or the effect of intergroup language learning, or the sum of

both, .
-

Two models which have been suggested for a closely related phehomhnon/_banguage
change, are also .relevant to the question of explaining communication. This is

N
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because the same kinds of variables which explain communication and .language
learning also seem to explain the borrowing aspect of language change. Again, these
models are not backed up by empiricdal validation. &he firat was offered by Olmsted
(1954b) . His model predicts the. likelihood that a single word will be understood ‘
and adopted by a single speaker. He suggests that 1likelihood is an increasing
function of the following factors: the degreeé to qit the word is phonemically and
morphemically regular.in the hearer's system, the d srence in social status of the
speaker over the hearer, the upward social mobility ‘of the hearer, the frequency of
interaction between the speaker and hearer, and the rrequency of occurrence of the
" word. He sums up the proposed model by saying that "the indispenaables for lexical
ihnovation are pronounceability and opportunity's (19543115). 1In analogy to the
models for explaining communication these two indispensables are similarity and
contact. -
@.

g -

. Istvln Fodor (1965) has written a monograph entitled Ing,BaLQ_QL_Lingninnig
Lhange in which he develops a model for explaining language changse. He discusses
six factors  involved 1in language change (pages 19-40): the historic effect, the
cultural erfect the social effect, the geographic effect, the effect of neighboring
and distant foreign peoples, and the role of national character.

, In add he
discusses possible-ways of measuring languag® change by quantitative methoéﬁi?ﬁige -
41-58) and a mathematical model of the rate of linguistic change (pages 59-73). .\N\‘\\\\\

o

4.3 A basic model for explaining communication

. Everyone who has tried to explain.communication agrees on at least one thing,
that two main factors play a key role in detérmining the presence or absence of
communication: 1language variation and the social setting. On the one hand, the
degree of intelligibility between two dialects is related to linguistic similarity.
The greater the similarity, the greater the intelligibility - is 1likely. to be;
conversely, the lower the similarity, the lower the intelligibility is likely to be.
On the other hand, the degree of intelligibility is related to the social setting in
which. the communication occurs. 1f the social situation is favorable, contact and
learning will lead to a boost in intelligibility. If the social situation is. not
favorable, it will tend to 1limit intelligibility. Thus intelligibility can be
viewed as comprised of two components: a linguistig, or similarity-based component,"
and a aqg(@l or contact based, compaonent. That 1is,

total intelligibtlity = . 4:%§ : : .Jg “;;j
) - similarity-based intelligibility + &g ] et
\ 'contact-based intelligibility it : ¥

s

- This -formulation with a simple addition is oversimplified- however, it, serves as a
' useful starting -point for discussion. .

— by

It ié'on the-specifics ofiwhat factors go into each of the two cdmpdnents of -
intelligibility, how. these factors can be measured, and how the components interact,

that .investigators: have differed. | discussions of the subject mentioned in
Section 4.2 have been-largely exp;g;;to y nd based on little supporting evidence.
The next two chapters consider” bot f these components and demonstrate with .
empirical evidence how they can be measured and built into models for explaining

oommunication
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. B.4 Some statistical preliminaries

Formulating and testing mathematical models involves the use of statistics. In":
this 'section, the basic statistiog. ferrgd to in the next two chapters are briefly
defined. For a complete discussion¥ thess statistics and how they are computed,
the reader 1is referred to a “basic text on statistics, such as Blalogk 1972,
Darlington 1975, .or Downie and Heath 1974, N

The standard statistioal techniques of. least-squares regression and correlation
form the basis of the analysis in Chapter 5. 1In a nutshell, these techniques are
used to test how well the values of one variable predict the values of another. The
variable being predicted is called the ngggnQQnL_xgnilhln, and a variable used as a
-predictor-(there may be more than one) is ocalled an independent variable. The
techniques are easiest to visualize if the data are plotted in a twp dimensional
graph. Figure 4.\ gives an example (it is copied from Eigure 5.8 in Section 5.2.6).
In Figure 4.1 the percentage of intelligibility is plotted  on the vertical axis
while the percentage of lexical similarity is plotted on the horizontal axis. Each
case in the data consists of a pair of observed values, the intelligibility from one
dialect to another and the percentage of cognates they share. 1In the grabh a dot is
placed whare the paired values of in;elligibility'aqg lexical similarity intersect.
The plotted points are scattered within the graph and for this reason such a graph
1s called a ggattersram. Note, however, that the scattering is not random; there is
a pattern. o ) -

Ragression analysis is used to fit a cdurve to that pattern. . When performing
regression analysis, one first selects the desired shape of the curve; that is,
whether it ‘will be a straight line, a parabola, an exponential growth curve, and .so
on. The analysis then determines the parameters for the curve of that shape which
most closely describes the data. Most. of the regressions performed in Chapter 5 are
linear. Linear regression finds a single straight line which best fits the pattern
of the scattered points. In doing so, it finds the straight line passing through
the data points in such a way. that the average square of the distance of the data -
points from that line is the least possible. . This line is called the regression
line. Figure 4.1 illustrates the best fitting linear regression line for the given
data points. It can also be thought of as a prediction line; the predicted value of
the dependent variable can be read from the intersection of the regression line with
;he given value of the independent variable. . _ oo
' -Correlation analysis measures the amount of st&ter about the regression line.
It is therefore used to assess the goodness of fit of the. line and the model 1t
represents. The correlation coefficient used in this analysis is the Pearson
product-moment correlation coefficient, symbolized with r. The absolute -value of
this coefficient ranges from zero for no correlation to one when .all of the data
points lie exactly on a straight line. Thus, when the points cluster close to the
regression 1line, the correlation coefficient approaches one. When the points are

Scattered far from the line, the correlation coefficient'approachqs zZero,

‘When the cofrelation coefficient is less than one,” it is an .indication ‘that’
predictions of the dependent variable made with the regression- 1iné are not perfect.
The atandard error- of estimate measures the amount.of prediction error associated
with the predictions, It is used to compute an interval estimate for predictions.
For rinstance, to say that predicted intelligibility is “80% 18 t5 use a point
estimate; to say that it is between 70% and 908 is to use an interval estimate.
When the standard error of estimate is used to compute an interval estimate, the
interyal is ohargetqrized by a-gonfidence lavel. The standard error of estimate

. ]
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itself defines a 68% confidence interval. Tﬁia means that in 68% of the casas the

~true value of the dependent variable is within a range of plus or minus one standard

arror of estimate from the predicted value. Doubling the standard error of estimate
defines a 95% confidence interval.within which the true value can be expected to lie
19 times out of 20. For instance, if the predioted value of intelligibility is 70%
and the standard , error of .estimate is 8%, then we can say that the true value of

intelligibility is within the range of S54% to B86% with 95% confidence. The

- multiplicative constants for defining other levels of oonfidenip can be found by
consulting any statistics text book.

The significance of the correlation coefficient offers a means of evaiuating
the degree of confidence in the strength of the relationship between two variables.

It tells us how much trust we can put in the sorrelation coefficient and the

regression line. . It is possible that two variables could be totally unrelated but

that the chance dfstribution_of,the two randomly related variables would yleld a ~

High correlation coefficient, As the number of data points increases, the
likelihood of a spurious correlation decreases.’ The significance of the correlation
coefficient 13 computed as.a probability. It is the probability that the value of a

correlation coefficient as large or larger than the one calculated could have arisen -

by chance alone, were the two variables in  fact uncorrelated. - For instance, a
. significante level of .00! means there 1is a one in a thousand chance that the

observed relationship between the variables could be due to chance alone. In the -

social scilences, a significance level of .05 or less -is generally considered to be
significant. A significance level of .05 1s the same as a confidence level vof 95%.

,

A final statistic for evaluating the strength of relationship between two
variables 1is the percentage of explained variation. In the data of the next
chapter measured intelligibilty varies from 0% to 100%. At the same time lexical
similarity varies from 0% to 100%. In doing the statistical tests described above,
we are asking, "Can.the variation in measured intelligibilty be explained by the
variation 1in 1lexical similarity?" That 1s, when lexical, similarity goes up, does
intelligibity also go #, and by a proportional amount? By .the same token, when
lexical similarity goes down; does intelligibility also g0 down, and by a
proportional amount? The percentage of explained variation answers these questions
directly: = The perocentage’ of explained variation tells how much of the measured

, variation in intelligibility is explained by the variation in- -lexiocal similarisy,
or, what percentaée of the ups and downs in intelligibility correspond t6 ups and
downs in lexical similarity. - .o N o

- -

\ , M- . ..

In evdluating the adequacy of explaining (or predicting) wmodels, the total
variation’ in the dependent (or predicted) variable ts partitioned into two
. components, the explained variation-and the unexplained viriation. .That 1is,

= . ~

total variation = ‘ : o - p

Lt explained variation + . . - - ’

undkp}ained variation .- -

L 4

n
-

. In-the statistical analysaaiwhidh follow, the total variation 1ﬁ_bhg dépendant

r-variable is measured by its sum of squafes --.the sum of the squared differences

between the actual values of the dependent variable and its-mean value. (When the
sum- of squares is divided by the number 4f cases, the result is a statistic called
the "variangs, Thus the percentage of explained variatiod-I am using 1is equivalent
to the percentage of explained variance.) The explained variation is measured by
" the r gression sum of squares --'the sum of the sguared differences betwesn the
spr:edict:eg values " and the mean value. The unexplained variation,is measured by the
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‘residual sum of squares -- the sum of the squared differences between the - predicted
values and their corresponding actual values.

The percentage of explained variation is computed by dividing the explained
variation by the total variation and multiplying the result by 100. When the
correlation coefficient is squared, the result is the proportion of explained
variation. Thus another way to compute the percentage of explained variation is to
square the ocorrelation ovefficient and multiply by 100, The percentage of
unexplained variation can be computed by jubtracting the percentagse of explained
variation from 100%. /)

For the problem of explaining intelligibility as a function of lexiocal
‘similarity, the .partitioning of variation is as follows:

total variation in intelligibility =
variation explained by lexioal similarity +
unexplained variation

If there were no unexplained variation, then the model would be complete. Variation
in lexical similarity would explain all of the variation in intelligibility, and we
would gsay that 1lexical similarity is a perfect predictor of intelligibility.
However, when the percentage of explained variation is less than 100% then lexical
similarity 1s not a perfect predictor of 1ntelligibility and the model 1is
~ incomplete. A model is complete only if it can account for all the total variation.
. To complete the model, we must introduce additional factors to explain - the
unexplained variation. If the unexplained variation is small it can be attributed
to measurement error, either in test construction and scoring, in sampling, or 1in
both. When the unexplained variation is greater, however, measurement error alone
can no longer be used to account for the unexplained variation. At this point it is
necessary to introduce other factors into the predicting model, such as social
factors or other aspects of linguistic similarity, or to changé the mathematical
relations in the model, such.as from linear to exponential

In the next two chapters, the attempt is made to explain gcommunication. The
approach 1is one of successive refinements. In each chapter, a succession of models
is considered. At each step refinéments are made by inoofporating new or. different

factors or different mathematical relations into the model in order to account for 4
portion of the previously unexplained variation, and thus increase the percentage of
explained variation. g - /

- ~
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CHAPTER 5
' !
EXPLAINING COMMUNICATION: ~LINGUISTIC FACTORS

.

This ochapter considers how the linguistic similarity between dialeots affects
the intelligibility between them. 1In Section 5¢1 the discussion ocovers the general
problems --of quantifying linguistio similari;*dl; that it can be incorporated into a
mathematical model. In Section 5.2, an empirfcal analysis of the relation between
lexical similarity and "intelligibility 4is .made. This analysis is based on data
gathered in ten different field studies throughout the world. As a final
conclusion, * the possible universal relations ip between lexiocal similarjfy and
intelligibility suggested by the conturring sets vf field data is oxplorﬂgy// ) '

5.1 Quantifying linguistic similarity

The approach of modeling by numerical equation r;’uires~ that we describe
linguistic similarity numerically. However, linguistic similarity is not an easy
concept to quantify. Languages may differ in their sound systems, their
vocabularies, their grammars, or their semantio systems. Because linguistic
similarity is such a . complex relationship, it is impossible to ~summarize it
completely in one number, at least at the present time. This is one of the motives
® ~behind the early studies of intelligibility. They- hoped by testing intelligibility .
;f o to discover .a means of indireotly .quantifying linguistic similarity, or "dialect

-;§§§ distance" as they called it (Pierop 1952, Biggs 1957). However, their perspective
S was  backwards (Wolff 1959), ]plntolllgibility does not determine 11n§niatio.

rm

similarity; .rather, 1inguistio imilarity along with other fastors det ineas
intelligibility. Thus the burden falls back on finding a means to quantify

linguistic similarity directly. " -

o

Many techniques have been -proposed for quantifying specific. aspects of
lingusitic similarity. The most widely used is lexicostatistics, which measures the
-degres of simifarity in - basic vocabulary between languages. The method was
developed by Morris Swadesh (1950, 1952, 1955, also Lees 1953) . Helpful discussions
are given by Gleason (1959), schinsky (19%6), Hymes (1960), and Sanders (A,
Sanders 1977a). * ' ’

. A , number of metRqds" for quantifying phonological similarity, or.
phonostAatistics, have been p ed. However, none has gained the widespread use
and ‘acceptance that lexicostdtistic s. This is probably becauss the development
of phonostatistics was nearly ten years later and -because phonostatistics is
computationally more ocomplex. The most promising methads have been developed by
Grimes and Agard (1959), McKaughan '(1968), .and Ladefoged (1970; Ladefoged and others
1972:62-65). Elsewhere I give a review of these and nine"other phonostatistie

methods (Simons 1977e). ) . .

A fewr attempts at quantifying grammatical similarity have been made but with
limited success. Again, . these méthods have not enjoyed a widespread use or
acceptance, In general, these grammatical methods require a gogd analysis and
understanding of the grammars whioh are being compared. For this reason they are
_ . _ ' . .
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not applicable to the language survey situation, unless the investigator has a very
good idea of what the grammars will be 1ike on the basis of comparitive study.-
Methods of grammatical statistics have fallen into twc major categories.. The first
computes measures cf association between dialects by comparing them for the presence
or absence of key morphological or syntactic features (Kroeber and Chrétien 1937,
1939, Ellegdrd 1959, Simons 1977c:172-3, see also Capbll 1962). The second computes
typological indices which characterize single dialects as to their position along
sdhe dimension of language structuring. For instance, ' an "index of syrdthesis"
measures the average number of morphemes per word. Comparisons betwe®n dialects are
achieved by comparing their indices (Greenberg 1960, Kroeber 1960, Voegelin and
others 1960, Voegelin 1961, Moore 1961). Bender and Cooper (1971) wused a third
method which resembles lexicostatistics more than eithér of the above typological
methods. Their intelligibility tests were based on six texts that were translated
into each of the six dialeots they were testing (see Section 2.2.4). They were thus
able to make morpheme by morpheme comparisons of the translated texts and compute
the percentage of grammatical morpheme® (as opposed to root morphemes) which were
the same for each pair of dialects. These measures of grammatical association were
then correlated with measured , intelligibility; .the .results were _ largely
tnconclusivl, "
"Quantificattons of semantic similarity have not yet been used by linguists to
my knowledge. Such a method could follow the ‘first method ‘described above for
grammatical statistics. Each pairsof dialects would be compared for the presence or
absence of key semantic oppositions. The work of Berlin and Kay (1969) on calor
terms contains the information and analysis necessary to quantitatively compare 98
languages of the world on the semantics of their color terminology. Furthermore,
<their work develops a methodology which could be applied for the remaining
* languages. Other semantic domains which have been well studied are kinship

terminology and.body ' part terminology. Another possible . approach 1s Charles
- Osgood's semantic differential. technique, which 1s a method for quantifying and
comparing meaning (Osgood and others 1957, Snider and Osgood 1969).

At the present time, the prospects for a composite quantification of linguistic
similarity are not good. A number of phonostatistic methods exist, but none has
been hidely used, mainly because the computations ate complex. Gaod techniques for
gathering and quantifying data on grammatical and semantic similarity, at ‘least 1in
the dialect survey situation, are still in. the future. .

Lexicostatistics remains as the most widespread and readily available mgans for
quantifying linguistic similarity. The . analysis " in the next section of this
ohapter. especially Section 5.2.5, demonstrates ‘that lexical similarity is a good
predictor of intelligihility and. thus must be viewed as a useful approximation to a
measure of linguistic similarity. Nevertheless, many investigators have avoided or
belittled the: use Of lexicostatistics. There are at least three reasons for this.

First, the pitfalls of glottochronology with its assumptions of a universal
rate of change and the requirement of independent change, and the ensuing misuse of
lexicostatistics in studies of 1linguistic . history, have tainted the image of
lexicostatistics. However, if we take lexicostatistics at “ace value for merely
..what 1t 1is, "word statistics", it 1is free from these assumptions and problems.
Under these conditions it actually proves to be an effective predictor of
intelligibility. That 1is, similarity of basic vocabulary. is a more reliable
indicator of intelligibility between languages than it is of the historical time
depth betwesn languages. Elsewhere (Simons 1977d:14-17) I have contrasted the
methods of synchronic lexicostatistics and Fiachronio lexicostatistics and shown
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that the future of the synchronic use of it is bright while that of the diachronio
use is not. -

Second, lexical similarity is only one aspect of linguislio similarity. Some
investigators have thus been leery of dependiné on it to estimate linguistic
similarity. However, thé results in the next section indicate that lexical
similarity alone is a good predictor of intelligibility, and therefore approximates
linguistic similarity as well. The results do not suggest that phonological,
grammatical, and semantic similarity are not important, but simply that degree of
lexical similarity parallels the degree of phonological, grammatical, and !semantic

similarity. . This would imply that changs in these other aspects of language tends
to keep abreast of change in vocabulary. This is not always the case, but it
probably averages out. For instance, Grimes (197¢:267) has shown that French and

Catalan group more closely with Spanish and Portuguese than _ witl Italian on the
basis of phonostatistics (Grimes and Agard 1959, Grimes 1964) but they group more
closely with Italian on the basis of lexicostatistdics (Rea 1958). The reason 1is
that the one measure is sensitive to a heavy lexical borrowing in French from
Italian around the Renaissance period, while the other measures sound change.
However, for the rest of Romance, the two groupings agree, )

Finally, 1t has been suggested that lexicostatistic measures are not as
appropriate as phonostatistic measures in assessing linguistic similarity for
degrees of *language divergence where intelligibility is still expected. McKaughan
(1964), in an analysis of linguistic relations among a number of dialects in the New
Guinea highland¥, used three methods: lexicostatistics, phonostatistics, and

"structural comparison. 1In oonclusggn he suggested that each method was most useful

within certain ranges of linguistic Qdivergence: phonostatisic methods are most
applicable where there is slight divergence, lexicostatistic methods where there is
moderate divergensce, and struotural comparisons where there is wide divergence
(McKaughan 1974:118), Ladefoged (1968:5, Casad 1974:118-9) has suggested that since
we expect intelligibility only between highly similar dialects, phonostatist}c
methods may be more useful than lexicostatistio or grammatical methods in predicting
intgl}igibility. On the basis of these suggestions and possibly the “other two
factors mentioned already,. Casad (1974:118-119) does not even consider
lexicostatistics in his chapter , on alternative ' approaches for -assessing
intelligibilty. T '

The results 1in Section 5.2 do not prove or disprove MoKaughan's hypothesis.

| They do show, however, that any assumption that lexicostatistic measures are not

sensitive enough ' within the range of linguistic divergence apropriate to the range
of intelligibility is 111 founded. )
: /

5.2 Lexical similarity and intelligibility. .

5.2.1 Overview of the data and method

This study of the relationship between lexical similarity and intelligibility
1s based on ten field studies oconducted in various parts of the world. These'
studies were conducted by ten investigators in ten different language groups, The
groups span three continents -- Africa, Oceania, and North America. The specific
areas ‘involved are Ethiopia, Uganda, Papua New Guinea, the Polynesian islands, -
Mexico, Canada, and the Ynited States. Not only were the circumstances of eaclf of
the studies different; so were .the methodologies. - In spite of all thege
differenee%; the degree of convergence between the results of -all these field

t ] .
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studies is very striking. Section 5.2.4 shows that eight of these studies point to
almost exactly the 3ame underlying relationship between lexical similarity and
intelligibility. .

-

In each field study the percentage of intelligibility betwesen dialects 1in the
stydy area was measured. Corresponding to each measurement of intelligibility is a
measure of the lexical similarity between the same two dialects. These measures are
expressed as a cognate percentage.. Eaoh pair of measuremerits, an intelligibility
percentage with a cognate percentage, 1is treated as one case in the stAtistical
analysis. The smallest study contains oply nine cases, while the largest study
contains seventy-seven, The average size 1s twenty-four cases. The oomplete
details about each study, including the souroes of the data, some notes on the
methodologies used, and a listing of the raw data are found in Appendix 1.

The analysis B%gins in Section 5.2.2 by examining the results obtained from the
raw data. In Section 5.2.3 the analysis is refined by removing some of the effects
of social factors from the predicting model. 1In Section 5.2.4 the prediction of
intelligibility by lexical similarity 1s further sharpened by adjusting the
intelligibility scores for measurement error. Final - conclusions are drawn 1in
Section §5.2.5. In Section 5.2.6 the data from the different field studies are
pooled and pdssible models for the universal relationship between 1intelligibility
and lexical similarity are equdred. ‘ ‘ o

. , , :
Except for Section 5.2.6, the method of linear regression is used throughout
the analysis to find the relatiionship between similarity and intelligibility. This
makes the assumption that the relationship between the two variables is a linear, or
straight 1line, one. A straight line plot says that a given amount of increase in
leyical similarity will give the same increase in intelligibility at any point along
the intelligibility scale. There 1is no theoretidal reason why we should expect this
to be the actual case. For instange, the factor of redundancy would suggest that an
increase in similarity would have less and less of an effect on 1intelligibility - as
the intelligibility neared 1004. Howéver, the scattergrams in Appendix 1.3 show no
consistent hint of nonlinearity. Thus linear techniques were used in the analysis
since they .are computationally the simplest.' The assumption of linearity is a
weaker one than the assumption of nonlinearity and is thus appropriate for a first
approximation. The use of nonlinear tachniques should increase, not decrease, the
- degree of fit of the modéls. In Section 5.2.6, the data from eight studies are
pooled and nonlinear relationships are explored. Nonlinear models turn out to offer
a slight, but not statistically significant improvement over the linear model for
the current data..

)

5.2.2 Results from the raw data

The data have been briefly described already in Section. 5.2.1. In Appendix
1.1, each of the ten sets df data is described more fully. In Appendix 1.2, all of
the data is ]isted. In Appendix 1.3, a soattergram showing the distribution of
intelligibility versus lexical similarity is plotted for each of they ten studies.
Below each scattergram, the following figures (see Section 4.4) are listed: the
number of cases,-the correlation coefficient, the significance, the standard error
of estimate, and the percentage of explained varlation. 1In aqdition, the line of
. best fit given by the regression analys¥§ on the full data is drawn intd the

scattergram as a solid line. The formula for this line i3 given at the base of the
scattergram. ' _
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From the formula for the regression liho. it is possible to compute two other
helpful "quantities. . The first is the predicted value of intelligibility when

lexioal ,similarity 1is 100%; the second is the value of lexiocal similarity when the

“predicted value of intelligibility is 0%. The first quantity, the predicted value

of intelligibility for 100% lexical similarity, gives a measure of naturalness for
the prediction equation.. The regression line should predict 100% intelligibility
when lexioal similarity is-also 100%. The nearness of the predicted value to 100%
gives a measure of naturalness for the prediction equation. | The second quantity,
the value .of lexical similarity for a predicted intelligibility of 0%, offers a
means of comparing the convergence of the ten different studies. . Ideally, at the
upper end of the regression line, the lines for all ten studies should converge on
the point at (100%, 100%). At the lower end, however, where the lines interseot the
similarity axis, the lines fan out indicating the differences between studies. The
points at which the predicting lines interseot the similarity axis give a good means
of comparing the degree to which the regression lines from the different studies are
the same cr different. ) :

In Figure 5.1 the regression 1lines from the ten different soattergranms in
Appendix 1.3 are superimposed on the same graph. Note that all ten studies show the
same general trend, a regression line which starts in the lower left and rises to
the upper right. There 1s a general convergence toward the (100%, 100%) point;
however, it is not very strong. The predicted values of 1intelligibility for 100%
lexical similarity range from 68% to 102%. This explains most of the crisscrossing

~of the prediction lines. . ’ _ -~

In Figure 5.2 the key statistics from Appendix 1.3 are compiled into a summary
table. For each of the ten studies, the following figures are given: the number of
cases (N), the percentage of explained variation ($EV), the correlation coefficient
(Corr), the significance of the correlation coefficient (Sig), the standard error of
estimate (SEE), the predicted intelligibility for 100% lexical similarity (Lex-100),

and the lexical similarity for 0% predicted intelligibility (Int-0). “In the top
portion of the table the figures for each,of the ten studies are given; in the
bottom portion they are summarized. Four figures are given in the summary: the

minimum observed value, the maximum observed value, the mean (or the average) of the
ten observed values, and the standard deviation from the mean. The standatd
deviation is a measure of dispersal around the mean. Roughly speaking, it tells the

average amount by which the observed values differ frcm the mean. 2

The data can be summarized as follows. The ten studies contain, on average, 24
cases. The percentage of explained variation ranges from 18% to 97% with an average
of 6538. The average correlation coefficient is .79140. In only one study, ‘Biliau,
1s the significance doubtful; in all other cases the probability of a spurious
correlatioh is less than one in a thous¥nd. The average standard error of estimate
for predictions of intelligibility is 13%.. The predicted values of intelligibility
for 100% lexical similarity range from 69% to 102%, with an average of -90%. The
standard deviation of B8U4% for the points at which the regression lines cross the
similarity axis, gives an indication of how scattered the prediction lines based on
raw data are. '

5.2.3° Contrbiling_for nonsymmetric sdcial factor's

In the average case, lexical similarity alone accounts for 65% of the variation
in. raw intelligibility scores'. 35$ of the variation in intelligibility remains
unexplained. In this section, almost one half of this unexplained variation 'is

AY
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d Figure 5.2 Statistics for full raw data
‘ I}

N SEV Corr Sig SEE Lex-100 Int-0
N Biliau 9 18.1 .42487 .2543 6.1 94.7  -233.5
Buang 21 49.3 .70232 .0004 ,11.8  68.8 15.3
Ethiopia 30 71:6 84592 .0001 16.2  91.2 - 25.1
Iroquois 14 66.0 .81267 .0004 21.0  75.0 50.6
Mazatec © 19 65.1 .80659 .0001 13,1 95.1  46.1
Polynesia 77 74.6 .86350_‘.0061 14.4 91.6 . 42.3
Siouan 25 64.9 .80543 .0001 18.1 102.5 76.6
Trique 15 58.5 .76503 .0009 11.2 99.2 29.4
Uganda 10 81.8 .90457 .0003 12.8  80.3 39.4
Yuman 25 96.6 .98310 .0001¥ 7.0  97.9  s2.0
Minimum 9 18.1 42487 .0001 .1 6?.8. -233.5
Maximum 77 96.6 .98310 .2543 21.0 102.5 76.6
Mean 24 64.6 .79140 .0257 13.2  89.6 . 14.3
Deviation 19 719.8 .14198 .0762 4.4 ' 10.6 - B4p1
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attributed to social factors, specifically, to the effedts of nonsymmetric social
relations which can be observed in the intelligibility data.

A basic model for explaining intelligiblity has already been introduced 1in
Section 4.3. There 1t was suggested that intelligibility has two components, a
linguistic similarity-based component and a social contact- Qpaed component . ‘In
terms of a partitioning of variation this model can be expressed as,

total variation in intelligibility =
variation explained by linguistio factors +
variation explained by sobial faotqq‘

In the previous section, we investigated only the contribution of linguistic
similarity (specifically, lexical similarity) to explaining intelligibility. - It
then follows from the preceding formula that the variation due to social xactors is
as yet a component of the unexplained varNation.

The data do not include measurements of. relevant sooial faotors' therefore, 1t
is not possible to do a full investigation of the contribution of sooial factors.
However, there is one property of intelligibility which points to the, présence of
social factors' and that is nonsymmetry. Dialect A may understand B better than B
understands A, or vice versa. According to our basic model this must be explained
by the presence of nonsymmetric relations of linguistic similarity or nonsymmetrio
social relations. Lexical . similarity, our current approximation to linguistio
similarity, is a symmetric measure. That is, the percentage of cognates from B to A
- 1s always the same as that from A to B. If there are any nonsymmetric linguistic
factors these also would appear in the model 1n the unexplained category.

There are there}ore two possible hypotheses that nonsyﬁmetrio intelligibility
relations are explained by nonsymmetric " linguistic relations: or by nonsymmetric
social relatlions. I am assuming in these data that they are due to nonsymmetric
social relations. The sources do provide some evidence for this, while they provide
no evidence for the alternative hypothesis that nonsymmetric intelligibility is
explained by nonsymmetric 1linguistic relations. Of the ten studies, only Sankoff
address the latter possihility but, K concludes that there is no basis for accepting
the hypothesis, She observes that ffor the Buang data, explaining "non-reciprocal
intelligiﬁility .. On.the baais of phonetic differences between the codes gives
equivocal results" [ (1969:847, 1968:183). Other writers, for instance Wurm and
Laycock (1961:129-132) and St. Clair (1974a:93-5,1974b:146-7), have attempted to
explain nonreciprogal intelligibility in terms of asymmetrio linguistic relations,
but their evidence s impressionistio rather than empirical. While I do not deny
that linguistic rel&tions contribite to nonreciprocal intelligibility, the evidence
which demonstrates the extent to which they do is presently lacking.

The sourges do give evidence for nonsyhmetric intelligibiljity ' caused by’

nonsymmetric, sooial relations, For the Biliau data, which were collected by my wife
and myself, intelligibility relations in the -direction of Biliau village are greater
than those directed away from Biliau. This is because that village is the political
and economic center for the region. At Biliau are located an airstrip, a harbor, a
primary school, ' a medigal olinio, and a° mission station. For the éuang data,
. ‘8ankoff (1969:847) fotes .: that -the nonsymmetric intelligibility is explained by

contact. arising from travel routes dowt -the ‘river: ‘valley - toward -the -government -

station. For the Ugandan data, Ladéfoged, Glick, and Criper (1972:76)g40bserve that
. in the one case of nonsymmetri¢ intelligibility, the better understood -dialect "is

: spoken tn the capital of the country, and has more time on the radio than any other-
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The presence of these nonsymmetric soocial relations shows up in, the

intelligibility relations as signifiéantly different scores for.communication in
both directions between the ‘same two dialects. In such cases we assume that the
higher intellligibility score of the pair 1s boosted by nonsymmetric social
relations (that-is, boosted by contact and learning). By removing cases where' this!
boosting 1is detected, it is possible to c¢ontrol for the oontribution that
nonsymmetric social relations make to explaining intelligibility.
) Nevertheless, there still remain cases where a social. relation that 1is-
symmetric can boost intelligibility in both directions and go undetected by this
method. A good example is the Biliau data. In that study the two most divergent
dialects are only three hours' walking distance away and there is a lot of contact
in both directions. These cases must be relegated to the -category of unexplained
variation. '

A more.,complete model for the déoomposition of variation in intelligibility is

)

now,

" total variation in intelligibility =
variation explained by lexical similarity +
variation explained by nonsymmetric factors +
unexplained variation
- : S
where unexplained variation includes nonlexical aspects of linguistic similarity,
symmetric social relations, and measurement arror. . ’

This model suggests that if the effects of nonsymmetric .social factors can be
controlled, then unexplalned variation will decrease. This hypothesis can be tested
with the data from the ten field studies. The method used is to remove cases from
the sample in which a boosting of intelligibility due to nonsymmetric social factors
1s suspected, and them to repe&t the<correlation and regression analysis. Such
cases were found by inspegting the data. First the symmetric pairs of cases gebe
found, A symmetric pair of cases is two cases which measure communication in bdéth
directions between the same two dialects. If one of the intelf!gibility scored in’
the symmetric pair is significantly higher than the other, then that case is dropped
from the sample. - To judge a significant difference, it was not posaible to make
tests of significance since the reported data'do not contain standard deviations for
the intelligibil{ty measurements. Instead a simple rule of thumb was used: if one

ibg;‘more greater than the other ‘then it was considered to be
significantly highek: The cases thus removed from the sample are indicated 1in
Appendix 1.2 by an %X" in.the "Excluded" column. In -the scattergrams in Appendix
1.3, the excluded-points are plotted as "X" while the remaining points are protted
as circles. Examination of the 'scattergrams shows that the exoluded points, in
general, lie well above the regression line. Thare are oints;’hpwever. which are
further from the regression 1line "'thah the excluded|points. These are probably

examples of undetected symmetric social Factors which bodst iqpelligibili§y1 v

In' the scattergrams in Appendix 1.3, a second regression line is drawn in -as
dashed line.. This is the regression line for only thoqd‘ﬁoints plotted as circles.
Below the scattergrams two se®s of statistipal computatiohs are given. The first
set is for all of the data points; the second set is ffor the circle points only,

. the points which remain when the "x# pointy are excluded.] The statistics computed

for the data with exclusions are compiled into a summary table in Figure 5.4, The
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format of thls table is the same as that or Figure 5. 2 explained previously In-

Figure 5.3, regression 1lines for the ten studies with the "X" points excluded are ’

superimposed in one graph This graph phraflels Figure 5. 1 s

The ettect on the results of” oontrolling for nonsymmetric sogial faotors can be-
seen by comparing Figure 5:4 with Figure 5.2. - The “average number of cases 'is
reduoed from. 24 to 20; thus, on. aVerage, four cases were remdved from’ each study.

The change in percentage of explained variation is .substantial; it rises? 'from 65% to -

81%. This 16% additional explained variation ,Supports the original hypothesis that
nonsymmetric social factors are an important element tn explaining intelligibility.
The other measures of predieting accufacy . and relie?ility show, com arable
improvements "the oorrelation coefficients’ increase 1056M onl avenage, the

average significance improves nearly ten-times, ‘and the stand rd, error of estimate&ﬂ
decreasé from . 13% to'10%.  There is no significant change &h the average predicted
value of ihtelligibility for complete lexical similarity; 1 “1s -atill beélow 90% with -

a standard déviatior e€xceeding 10%. There is, .however, an improvemerit in the degree
- to which the prediotion lines or the diﬁferent studies fan out; this is séen by the

‘decrease, . from 8u.* 40 in the standard-deviation of theipoint at - whidh thé linesﬁ'“
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variatio
adJusted
perfect result on- the test rrom their own diplect. HoweVor «they-: theoretically

':. Notg:ll !!pecte pf measurement error need be*'classified ‘as unexplained

that they do ‘not, t
the abilitied of'
administration of the test, It ls possible. %oy contr for; these .kinds of
. méasurement . enrors by aqustdng‘fgpw- intelligib} ih “sodles on the basis of
performapte on the hometomwn itest

beyond the reach of such adjustments are sampling efrors; that is -those whioh have

se results are best interpreted as pointing to deficienoies' in

to'do with how well the:group of 'subjects represent® thé whole oommunity and how .

well the text represents the language .88 a Whole. e -, ~*~¢ PR 1"”
e . : A

“  The need ror hometown score edJustmehgs in the data of the ten field studies is
seen in - Figure 5.5.. This table shows' the distribubfon. of hometown scored fon‘eabh
of the ten-field studies.i The ripst : column gives thj lowest measured - hohetown
scol the second column ,gives the highest hometoyn score,aand ‘the third ookumn -
~Note'that ip the gase -of‘: the -Buang study, the'
aveérage ,hometown soore im nly 69%. . Takeén ‘at fage valme, this" suggests that .the -
Buafg Vi ager can understand’ ohiy 59% of what his .neighbor says to “hii. » This

- oKviouel is Rot: brue. On the other hand ‘in ‘the ,Trique stydy the average hometoin

" One asp&ut of measuremept error 1in - ihtelligibility scoreés can be .’
In the. administration of intel}igibility.tests, subjeéts s€1ddm get 4 v

. should understand é::eir own form of speech‘verreqtly,_ Hhen tést results indicate -

e .subjeitt, " in " the oonstructipn of the “test, or 4n, the'f_u

Kinds of meas ment errors which . still ldie, .
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score is as ‘highas 98%.- The (last row of Figure 5,5 shows .that/overall.the hometown: -

scores ra ge from a.low of uc; td 4 high of 100% with an average'hometown | rore -of

90%. The' wide *difference _in average hometpwn scores between individual studies_

accounts for thb scq}tering of the regreseion lines in Fighres 5¢1 and 5.3 iq the
top right hdnd corner. or the.grephs. epretioally,. all - the lines shonid converge

on the point’ (100%,- 100%) ¥ HoweVer" beca the. aVbrage hometown score’ varieS\ from

" 69% to 98%, - so,do the predioted varuds ot fnte!ligibilitywwhenllexical similq;ity is

.' {\- 10Qj \/)- ,_.L ‘ . R i : - v ‘

) &j ﬂdjustihg' the raw {nteldfgibility soorea in'such a. way‘.hat hometown scoros are R,
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" Figure 5.3 Plots for raw intelligibility with exolusions . - . ___*%9
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.Fi'gute-s.d Statistics for raw {ri,t'elligibili;tly |
. ' _. . : witl;' exclugions \ ' ' . @’
’ "N 8BV Corr . slg  SEE Lex-100 Int-0 - . -
? Biliau " 6  74.2 fé615§ 302745:'3.2 ' 9;.4” -79.9 _
" ) . Buang » :is_téb.é _.p;oggkm;ggggﬁ‘lo.j 68.0 Bi.l"_ ; {“_1
‘ EEthJop}a'“{23..75;l .86677 .0001:f1851*\;;a§.5: 26.5'\L | -
- Tl ]"1k9qu§1;" 2 80.9 .89944 '.0001 15.8 72.7 52,8 7 Y
Ll “Mazatec 17%71.7 | 84672 0001 12.1. .9613 50.4
- ."Polynesia 67 eézéf‘.§1o91 .0001 11.5  88.3  43.5
: Skéugﬁl _éo 74,2* .86}56 ,000] 15.9 100%6 77.9
o mfgqpé:' n 88.7 .94174 .0001  6:7 | 198.9 . 47.8
. qu’iqd.ai"-._-." 9 96;"1 .98010 ':; ..0?01 :"' 5’,3 -80'.1 45:; 'n
.Yuman . 21 98.1- .99066 .0001 5;2\1, 94.4° 52,2 ;
S T S T, ; o '
}: ©t  Minimum . € 65.8 }81090°_;odpl V3.2, 68.0  =7%.9 y '
o s Mafimdhf_;_57s 98.)1 .99066 ' .0274 16.1 ©'100.6  77.9. ‘ )
| Mean . .20 80.8 ;89304: :06;8§ 10.4 | 88,1 - 34.8 . |
: Deviation 16 10.1 '.05590',ﬁ008g 4.5 '-10;6' a0.4
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< ¢ ~ Figure 5.5 Diatributioﬁ of hometown aoores o e ) .
o ’ | s T Lowest . .Higheat lvargée - ]
- Biliau . P92 . © 95 “ 94 o .
f « Buang Y . 73 . 69 Lo
: Ethiopia -81 99 . T .
.Iroquois o 46 - ;o 83 - 73 .
Mazatec -89 . 100 : 94"
- Polynesia’' .93 - . 98 9% - - .
Siovan 87 100 - 93- . o
"Trique 97 - 99 - 98 :
Uganda ™~ . 79 ~ 82 80
Yuman - 8 7 96 92
 CombiMa 16 - 100 " 90 ‘
NN - S

) ~_raised’ to 100% has two effeots. First,.by compensating for measurement error
it \decreases the amount of unexplained variation ipn the model. . Second, and most

_ es the results qf ‘different field studies more comparable. Wheh

jhometown scores™{n the Buang study average 69%, while ‘the hometown scores in the, |

:z study average }98%, it is very difficult to compare the two "studies tb ”

de d'“ino '1f they suggest a common trend. _Howéver, when all of the intelligibility _

sopres are adjusted|to raise the hometown, soores to 1008, the results: of all the

dyfferent studies |aré put on the sime ,scale of measurement. They can then be \

cqmpared directly t ‘one agother and the cases: from the different studies can -even v A

Joined “into one large set of data. .'The effect in the plot of regression lines . )
(Ahown in Figure 5.6) is that the lines convérge much more sharply toward the (100%, -
00%) point. ~ . . o o T e N C

A

..Q
4

- The discrepancy between the hometbwn soore and 100% can be attributed to one of
- three things: -a learning curve,.the ubject's abilities,' or test ,deficiencies.
. Dapending upon ‘the source of the dis repancy, three different methods oan.be used L

ta adjust the intelligibility scores to harmalize the hometown scores to 100%. The g 5
‘Athree .sources: of discrepancy -and the dethods used to compensate for them are as -
: follows: - = . . O : e o .

‘) A s ] - &
[

. . KO el L & Ca NS " et .

(1) LeaPning curve - The hdmetown test ghould be. the first test which.a subject ' _
takes. This {s so he can learn.to take the st #ithout having to ocontend - with a4
. diale&t differences at the same .time, n spite of efforts to explain how the
®  testing will be done and of even having a preliminary warg-up test, it ooyld be the .
" case that the subject -was - still learning how to take the test when he took the '
-hometown test. :This could result.in errofs. on the hometown tést. We may be dble to '

assume .that thess errors affect only the hometown test and by the time .the subject-

» 8oty - to the spoond test there will be no more such errors. The solution for-

v thuating_1n§0111¢1b111tyxacoreu;1n_this,cggi is to.raise all~the hometown soores to _

777, 100% ‘while leaving the remaining scoresZunchanged.:".yThis method of ‘adJusting isT T
' 7 particularly appropriate when 'hometown dcores are veny nearly. 1008. Casad (1974:32) =,

;T:haa’ suggested - that as results’ from -intelligibility testing becéme 80 reliable; that
.+ -'hometown- scores-do-approach 100%, this ‘kind of adjustment is most appropriate.
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'(2)° Sybject abilittes - It golld .be "that the subject was forgetful or
unintelligent or uncomfortable in the testing situation. 'If this were the case we

would expect . theqe~kinds of factors to effect 'not just the hometown, test, . but all -

‘tests which that subject togk., . The asoclution then wpuld be to adjuat all ‘of a
< suhject's (or group of subjetta‘) scores on the basis of the score received on the

hometown ehat That 1is, the hometown score wlll be raised to 100% -and all other

scores will be raised in a compafable manner. The rationale behind such an’

'adjuatment is that no subjects should be eéxpeated to do better on an intelligibility

tost than they did on their own homotown test. ) Lo

v

. ,
(3) Test defioiencieq - It could be that the text ‘on which the test was based

" was difficult in subject matter. that the recording was of a poor quality, that
Questions. were improperly phrased, or that the text was segmented in inappropriate

‘spots. If this-were“the case; the'deficiencies in the test would . affect not -only

the hometown scores for that test, but also all the scores for that test. :The

solution then would be t6 adjust all the scores dbtained on a.particular .test on the
basis of the score.obtained by the hometown dialect. The rationale here is that no-

.subject® should be expeoted to do better on § test than the home town pedple did.

In the adjuatmentx\EOr aubjeot abilities and @est defioiohoies, wherd not only
the - hometown score is adj sted 'but alse all the other scores, there are two

strategies which can be used to make the adjustment: proportional or constant. 1In_

:the proportional adjustment; the adjusted score is obtatned by dividing the :raw

score by the hometown score and multiplying by 100 to bring the results back to a

percentage range. The. effect 1is  that K all scores are raised by an amount

proportional to the size of the raw score. In a oonstant adjustment, the adjusted
. 83cQre 1is oBtained by adding to the raw score the differenoe “between 100%  and . the
hometown score. . The effect here is that all scores are adjusted by adding a
constant amount. As a result, the censtant adjustment always-yields a dooré greatep
than tha proportional adjustment for scores less than 100$

There are thus five possible methods for adjusting a raw elligibility score:

1
i

5

-

(1) hometown, S - . ,
adjusted =z ,100%, - 1f rdw soorg is'a hometown score;
‘= raw .sgore,. otherwise

?

, o (Q) proportionai for aubjeot '
. adjusted (raw / hometown score for subﬁeot) x 100

(3) oonstant for subject. -
adjusted raw’+ 100 - hometown for subjeot

v

(u) proportional for test,
adjusted = (raw / hometown score for test) R E 100

o (5) oonstant for test,
y adjusted z raw + 100 - hometown. score for test

-

*_2_% Actually, there is no .reasgon to believe that - for any given set Qf data only one type. .
of adjustment 18 needed. That is, it isaprobably closer to reality that the erfeot_g
~of learning curve, subject abilities, and test deficienci®s could be simultanedusly

affecting all the results. To find the combination of adjuatmenta whdxh gives
Optimal - results, however, would i.re the analxois beyond the teohniques of

.
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oorrelation and ‘regression and into the field of ¢ynamic programming. Thls far this

has not been attempted; only the effects of one adjustment at a time have been
.studied. : ' -

No previous ihvestigators have come up with suggestions about whioh adjustments
are. most appropriate " for what.situations. Thus all fingy adjustment s were made on

~ ~&ll cases ‘in the data sample ‘in order ,to find the adjustment’ which was most

apbropriate for each set of data. The rationale used for selecting ¢gne adjustment
as the best is explained in the next paragraph In the listing of the raw data *in -
Appendix 1.2, the hometown score for the subject.and the hometown score.for the test .
3re listed for -each data case. These values, along with the raw intelligibility

core, plug into the above formulas to compute the adjusted scores. The complete

,. det Of adjusted scores is not listed in the appendix. Only one adjusted score is

listed for each case.: This is the score which was selected as most appropria i for
the given- set of data. 1In the desoription of the data sets in Appendix 1%, the
_ adjustment used for -each set is listed. - . _ >

The retionale for selecting-one method of adjustment as most appropriate for .a

. 8iven set of- data is based on two main assumptions The first is that there is. a

reguler relationship between intelligibiligy and lexical similarity. The second is °
-that the effects of learning curve,. subject abilities, and test deficienctes
introduce measurement errors which perturb not enhance, the regularity of the
relationship. From these assumptions it follows that an adjustment which brings out
3 greater regularity is likely to be nearer” the actual underlying relationship than
one which‘duoes the- regularity - To evaluate the effects of ‘the different

» 7 adjustment methods, each of the Tive possible adjustments was performed on each of

the ten data sets. For each data set the methods were ocompared to find the one
_which brought ‘out the most regularity from the raw data. Three criteria were used’
"to. ‘judge this: maximizing the percentage of explained variation, mipimizing the
devietion from * 100% - or the predicted value of intelligibility for 100% lexical
similarity, and inimizing the deviatioin from the mean of Whe value of lexical

. similarity for- 0% intelligibility" The first has to do with regularity within the )
.particular set Of data; the second two have to do with regularity - between sets - of |

data and with a theoretioal -norm. Never were the three Oriteris met 1n the same
adjustment method. It was therefore neoessary ‘to make a. rather subjective judgement
as’to which adjustment gave the best~oombined effect. The complete get of figures
on which these judgménts were bas®i and a fuller explanation of their. meaning are
given in Appendix 1.4 so that. the interested’ reader can better understand -and
evaluate the*selection process used. ' - _ "~y ' :

. s
L ‘a -~

[ s * "

In Apéendix 1 5 new soattergrams for eaoh of the data sets are plotted ‘This -

: tfme lefioal similarity {s plotted against" adjusted intelligibility scores. Again,

the cdses . Hemonstrating an intelligibiiity boost from honsymmetric social factors
are plotted as " and the .others-are plotted as circles. As before '{n Appendix
1.3, the two- regression'lines areﬁgrawn in snd the key statistios are {isted b610w

13 e . SHN
s A

In gigure 5vb the regression 1in s for“the ten sets of adjusted dsta with '"xW

points excluded ar perimposed in of e graph.. In? compering this graph with FigureS'_I}*
.1 and 5.3, twe things-are to” be noted. First, there is a much sharper convergence "

f the 'predicting lines tdhar the (100%, 100})»p01nt' Secdnd, the ranning_out of

@ the lines at the bottom of, théa graph has been narrowed The resy}t is that “the =~ :

eight lines_ which 1lie in the middle _very nearly -represent, the same underlyingo

relationship ‘between’ lexical sdmilarity and - intelligihility T i
- . . ¢ ) o f , ) e
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The details of the ten prediction lines are summarized in Figure '5.7. The
format of this table is identical to that of Figures 5.2 and 5.4.

The effect of adjusting intelligibility scores can be seen by oompariné'Figuée

5.7 with Figure 5.4, the summary for the previous stage in the analysis., The
increase 1in perfcentage of explained variation 1is only 3.5%. Changes in the
correlation coefficient, significance, and standard error of estimate are 1ikewise
minor. The significant changes are in the final two values, "Lex-100" and "Int-0%.

The average predicted intelligibility for 100% lexical similarity rides from 88% to
99%; the standard deviation fer this value-improves sharply from 11% to 3%. With
adjusted intelligibiiity scores, tHW predictions therefore give a natural result = --
that completely similar dialects, share complete intelligibility. The variatioh
between the prediction lines at the lower end Ais also reduced; the standard’
deviation for the point at which the lines cross the similarity axis is reduced from
40 to 25. If the two sets of data on the periphery (Biliau and Siouan) are not

-considered, the degree of agreement between the other eight studies stands out. The

‘model to explain variation in tgrelligibility:

" Similarity measurement error. _ - -

. -~

f

standard deviation for the crossing point is only 8.8, with the mean at “43.8%

lexical similarity. _ _ . ¢

. In comparing the - effects of @ontrolling for nonsymmetric social factors and
controlling for 1ﬂtelligib1Lity measurement érror, the following can be observed.

" The control for social .factors improves the prediction accuracy within the various

studies; the adjustment of raw Intelligibility scores improves the agreenment of
predictions betwean studies. . .In other words, the one decreases variation within
stullies while the other decreases variation between studies. . -

—to L,

5.2.5 Conclusions ' .

The goal of this andiysib has  been to see how well lexical similarity predicts
intelligibility. The purpose has been twofold: first, to determine the
relationship between , intelligibility and degree of. linguistic similarity, and
second, to determine how well lextcal similarity cap function as an approximation to
linguistic similarity, The main statistic which has beén used to evaluate the -
results is the percentage of explained variation. At each step in the ana;ysis the
goal has beeh to explain more variation in intelligibility than was explained in the
previous -step by incorporating a new factor into’the model to account’ for some of
the previously unexplained variation. The final atep has produced the following

w
s >

total variation in intelligibility = : . :
variation explained by lexical similarity '+ ) ' L
variation explained by nonsymmetric social factors +. ' =
. ) wariation explained by intelligibility measurement error +
", unexplained variation’ '

[} - . .
, . ) . - aps

T l . ' - ALEE ' .. : a ) .
. where unexplained variation, includes variation ‘due :.to noplexioai aspects of
" linguistic similarity, symfietric .social .relatidns, intelligibility measurement error

not accounted for by hometown score adjustment (mainly sampling errors), and lexical
- | - R Y B ‘
In Sectfon.5.2.2 we found that.on the average lexical “similanty alone explains

»
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- Figure 5.7 sStatistics for édjusted 1ptelligibii1ty~

Bl iau
4 Buang
Ethiopia
Iroquois
Mazatec
Polynesia
e é]ouénr
Tr ique
Uganda

™

Yuman

Minimpm.
Maximum °
'Mean

Deviation

with exclusions

SEV

N Corr

6 77.2 .87855
15 65.5 .80949
23 /73.9 .88827
12 88.6 .94131
17 77.6. .88111
67 84.3 - .91840
20 79.9  .89298.
11 90.0 .98174

9 96.4 .98174
21..99.4 .99715
. r

6 65.5 .80949
67 99.4 .99715
20 83.4" .91376.
16 9;6 .05236

.

Sig

.0212

".0003

.0001

.0001
.0001
,pooi

.0001

©.0001

0001

.0001

~.0001 .

.0212

.0063

'SEE

Lex-100 Int-0
98,1 -24.6
-98.6 31.1
96,0. 29.2

' 99.4.  52.6

100.9 ° 54.2
92.9 41.0

.105.8 78.8
100.6' 49.4

98.8  44.9

-IOI\i\ -48.0 ‘

92.9- ..-24.6

105.8 78.8
99.3 40.5
s 3.3 25.3
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65% of the variation in raw intelligibility scores. In"Section 5.2.3 we found that °
by excluding cases in which 1t was euépected that nonsymmetric soocial factors
boosted intelligibility, the percentage of explained variation was increased to §1%.
We can therefore infer that the differenve .between these two peﬂoentages. or 164, 1is
the amount of ‘-unexplained variation in the original formulation which was due to
nonsymmetric social factors. In Section 5.2.4 we found that 1If the cases which
explained 8'% of thg varigtion in intelligibility were adjusted to control for some
aspects of intelligi®jlity measurement error, then the percentage ' of explained

, variation was raised to 84%. We can therefore infer that the amount of unexplained
variation in the original formulation which was due to 1intelligibility measurement
error w 33. The decomposition of total variation is as follows:

l ““variation due to lexical pimilarity 65% : g
. variation due to '

noneymmetric soclal factors 15%
variation due “to . : .
1ntelligibility measurement error - 3%

total variation in intelligibility 100% : .o

f This method of decomposing variation is called a hierarchical one, in that the
. components in the total variation are peeled off layer by.layer. If the order 1in

which the components are extracted is changed, the magnitude of the percentage of

. explained variation tor each component may change slightly. For example, when the
‘effect of measurement error is controlled for first, and noneymmetric social factors
second, the decomposition is as follows: -

. . variation due to lexical similarity 65%
variation due-to . .

intelligibility measurement error _5%

variation due to . » -
nonsymmetric social factors" 4%
| unexplained variation ' V163
L . " total variation in intelligibility ~100%
< - .

Ffor the sake of interpreting, the results, this. latter ordering of the" deoomposition'
1s perhaps more natural than the former. The former was followed “*in the analysis
because the social factors explained a nuch greater proporQion of the variatien than
did the 1irtelligibility measurement error. By dontrolling for.the social factore
f{ras i1t was possible in the analysis to select the methodsrof intelligibility score
adjuetment so a3 to give the most refined analysis for the final result. °

In this latter decompoeition 70% of the total variation in .intell inility is
explained by +the first two ‘factors, lexical gimilarity and int lligiq;lity f

measurement error. This explanation of 70% of.the variation in intelligibill 1as
been made with recourse to only two variables, measured intekligibility and meas d. Etm
- lexical eimilarity . The control for intelligibility measurement ebror comes only &
through a systematic transformation o¢f the original* measurements based dh¥
{Peasurement of hometown scores, Thus no addiQional Variablee are meastted ‘or
1ncluded in the model. The fact that by \knowing only ode thing. about the

relationship -between speech Bommunitiee, the degree of lexical similarity between
B them, we can explain the 1n3711131b111ty relations between them ‘With .70% accurady is ..

4

s (- . ’
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a dramatic result.

Many investigators have avoided the use of lexical comparison as a means of
estimating intelligibility on the grounds that there are so many other factors
involved: phonological similarity, grammatical similarity, semantic similarity,
social relationships, political relationships, economic relationships, and

‘geographi® relationships. Nevertheless, for these ten  field studiesd} the .single

factor of lexical similarity explains 70% of thé variation in intelligibility in the
average case. The many other factors Serve only to account for the remaining 30% of

- unexplained variation. This does not necessarily mean that thessd other factors are

irrelevant or of only minor importance; rather, it probably indicates that. lexical

similarity parallela other aspects of lingulstic similarity and even sopme aspects of

contact sueh as measures ofi social and geographioal‘proximity.

The implication for field research is clear: lexicostatistio comparisons are a
valuable tool in sooiolinguistio research on' communication ‘between speech
communities. This is not only because they are quick and easy, but also because
they serve as reasonable éstimatera of intelligibility. '

) ' L.

The fact that the regression lines in Figure 5.6 agree to such a great extent

also has important implications. Eight out of ten of the field studies  point tgG °

nearly the same underlying relationship between lexical similarity and
intelligibility. This suggests that it is. not vain to search. for a universal
relationship between 1linguistic simjlarity and inherent intelligibility (that is,

intelligibility based entirely on linguistic similarity and not at all on learning*

due to contact). _ .

_ Of the two studies which do not fit the general.pattern, one predicts Higher
intelligibility and the other predicts lower. In the Biliau study, the one which

predicts higher intelligibility, the cause is definitely symmetric Ssocial relations.
" The two most divergent dialects in that study are ogly three hours' walking distance

apart and there is a 10t of contact between them in both directions. In the Siouan
study,” the one which predicts lower intelligibility, the available data do. not
provide an answer. The cause may: 1ie in some aspébts of linguistic similarity other
than cognate percentages. 1f this yere Yo, then in only one out of ten field

* studies did lexical similaﬁity fail to parallel other aspects of linguistic

similaritly,. . .

Raymond Gordon “(personal communication), one of the investigators in the Siouan.
survey, suggests that the low intelligibility .scores may reflect an unwillingness on ~

the part of the subjects to give a response when they were at all uncertain. This
is an interesting hypothesis which deserves further. attention in:- future
intelligibility surveys. ‘It suggests that this is one case where socig-cultural
factors in the test situation Would hardly affect the hometown “test (since there
would be little or no unoertainty) but would affect.the other tests. Therefore this
kind of -measurement error would go uhdeteoted by the raw score adjustment methods
discusded in Sectton 5.2.4: . v _

‘A final observation is that the results show a striking uniformity in spite of
the fact that the ten studies were ¢onducted by ten different investigators, all of
whom-used different methods for measuring intelligibility and different word -"lists
and variations . in technique for scoring lexical’similarity. The implication here

- for intelligibility testing_methods is that no one method . is inherently better than

»
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anothek“ Some 1investigators used a translation approach, some used an open-ended
question approach, and others u;ed a multiple choice queqtioh approach; some used an
oral approach and others used a written approach; some used a vernacular approach
and others used a common language approach. In spite of these differences, the
results from study to study are surprisingly similar. This would suggest that the
declsion as to which kind of method to upe is not based on the inherent merits of
the method, but is based on the abilities qf the subjects and the goais of the
investigator (Section 2.3.) : : : :

. The lmplications of this uniéOrmity in results for lexicostatistics is that its
future in synchronic research on qommunication potential between dialects is
Promising. A number of authors (for instance, McElhanon 1971:141, Hymes 1960:32)
have exprpssed concern that lexicostatistics must undergo some precise development
and standardization if results of the method are golng to be valid and comparable:
Their remarks are relevant mainly to the diachronig, or historical, appliocation of
lexicostatistics "to questions of linguistic -history = and taxonomy (Simons
1977d:14-17). -Here, on the other hand, we have seen that whether investigators use
'00-, 165-, or 200-word 1lists, and yhether they elicit basic or cultural vocabulary,
despite idiosyncratic differences in-elioitiﬁéxand scoring methods, . .the underlying
results of all methods are strikingly similar. . '

.\. - - - 5

5.2.6 General models for predicting inteIligibiIiéy"from lexical similarity

.

In Figure 5.6 it was gshown that eight of the ten field studies very nearly
suggest the sameé underlying relationship between intélligibility and lexical
simila}ity. The data from these eight studies are now .pooled together to form one
large data set. The object of this section is-'to investigate the possible universalv
relationship between intelligibility and lexical similarity as evidenced by these
combined data. First two linear models are given, “¥hen seven different nonlinear
models are explored. The nonlinear models ofifer slight improvements in prediction’
accuracy, but ‘in no case is this improvement'statistic&lly significant. The final
conclusion is that the data'points are too scattered to permit much discrimination
between different mollels. ' o ‘

Thé complete -pooled data set is shown in the scattergram in Figure 5.8. It
contains 175 cases. Adjusted. intelligibility scores are used and the points are
excluded 1in. which an intelligibility boost from nonsymmetric sodial factors is .
suspecteéd, The straight line which best describes the‘relationship between the two
variables 1is drawn into the graph. ‘The equation for the line is-written below the
scattérgram. Note that the model explains nearly 85% of the variation in
. intelligibility, and that the standard error of estimate for predictions based orf
“-the model is 13%. - -

The slope constant fdr the linear model is nearly 1.667, or five<thirds, and
the intercept constant is nearly -66.67. In Figure .5.9 the linear model is
'simplified by rounding the constants to these values which are easy to work with and.
easy to remember. If the 1.667 is factored out of the "-66.67, the resulting
- formulation makes the model more transparent as to its meaning: S _ I

Intelligibility = 5/3 (Similarity - 40) -

.

. . N N - o ’ ) - 4 ) ’ .
This ‘model says that when the }lexical similarity is below uo%,-thé;e will be no
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uhdérstanqing (1t actually prédicts a negative value). ~When { lexical similarity
exceeds U0%, ¢the percentage of intelligibility is five-thirds " times the amount Ry
which the similarity exceeds 40%. Stated in another way, for every percentage point
which lexical similarity increases beyond 40%, the degree of intelligibility ~

«  1ncreases by one and two-thirds per cent. Simplifying the model in this way reduces
the percentage of explained variation from that of the exact model given in Fjigure
5.8.by less than one per cent.

There is se much scatter in the scattergrams that it is*difficult to see what
kind of. trend the data actually suggest. One way to remove the scatter but still
preserve the actual trend in the data i8 to plot thé mean value  of intelligibility
.for specific ranges of lexical similhrity, This 1is done in Figure 5.10. The,’
similarity scale is divided into segments spanning five percentage points. " For
instance, all the points with similarity greater than 95% and equal to or less than

+ 100% are treated-as one subset. . The average lexical similarity and intelligibility
for these points is computed and the point where those two values intergect 1is
plptted. The same is done for the range of 90% to 99%, 85% to 90%, and so oni until

\ all the data points are accounted for. ' The plotted points of mean similarity -versus
wean intelligibility are connected with solid lines in & dot-to-dot. fashion to give
a graph the trend in“the data. Thid plot will appear in dashed lines in . all of,
the graphsifor nonlinear models which follow.

=~ 4

7 Now seven different nonllnear models are explored. All offer slight
- improvements in the percentage of explained variation over the simplified ‘linear
model . However,”' the greatest improvement is qQnly four per cent and none of the

models can be said to be signifioéintly better than any of the others. . This is
.bﬁgauée of the amount of scatter in the data. 1 suspect that as methods of
measuring intelligib lity, linguﬁstic si‘ilarity, and social ©btontadt relationships
are refined, the amowgt of scatter inffﬁture plots of this kind will be reduced and

he degree of fit of the different models will become -

the differences between

significant. The folloWwing discussion and graphs of nonlinear models are included
~_hot 30 much for what they reveal about the current data but as 8 guide for future
research. The nonlinear functions were fitted to the data by leasb—squares

techniques with a computer program. . For input 1 specified the data and the form of
the equation; the program computed the values of the constants in the equations. -
_ A nonlinear model which immediately comes to mind is one based directly on the:
trend line. For each five percentage point segment on the similarity scaie we could
predict that the degree of intelligibility will be the mean intelligibility for that -
segment. Thid model is plotted in Figure 5.11; it is called a ‘step function. This
model gives the highest percentage of explained yariation of all thg models we
consider (88.6%) but that is little wonder since the predictions.are based directly °
on what intelligibility was observed to be rather than on what we might expect it to
be on the basis of some general mathematical funetion.. The model- is actually -quite
.clumsy in that the mathematical forgulation of it is so lengthy and it does not seem
very natural. We would expect that 1ntelligibiliﬁy~woulﬂ,consistently increase. as
lexical similarity increases, not fluctuate up and down as the model“~in Figure 5.11
does at the lower end of the graph. '
- '
One way-to approximate a..nonlinear function is to use ‘different 1linear
-functions to describe different portions of the curve. In Figure 5.12 the
interligibilit& curve is approximated by two_ straight 1lines.: y Inspection of the ¥
trend 1line shows that above 60% similarity, intelligibility steadily rises. .Below
. ’ e, N . ) ° ‘\
' . . - o ! ™~
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“Figure 5,10 Trend line
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. 60% the intelligibility ffuotuatea and shows no steady trend. ;\ linear 'regression

analysi3 was performed on these two halves of the data to find the lines which best

_fit each. The resulting function is called a polygonal function and the value of it

is th® maximum of the values predicted from the two linear functions. .Note that the

+  polygonai model never predicts the absence of \intelligibility (although it .could be

constrained to do 3o without any significant [oss in accuracy); even when there 1is

no similarity, this models predicts 6% understanding. The'simplified 1linear model

in Figure 5.8 . is also polygonal, when we interpret it as predicting 0%
intelligibility when similarity is 40¥ or less. :

In Figure 5.13, a parabolic model is'fitted to the data. Note that 1ib too
neveér predicts the absenoe of intelligibility To correct this flaw in the model,
the. parabola can be constrained to reach the zero'leﬂbl of intelligibility. This As
done in Figure 5.14 by constraining the formula for 'the parabola ~such that tbe
intelligibility coordinate of thb minimum point of the ourze is zero.

In Figures 5.15 and 5.16 two exponential runf;ions are plotted. The first is
the basic exponential function. Note that it never {reaches zero. Figure 5.16 plots
a modified'exponential function which incorporates an additive 00nstant to bring the
curve below the zero intelligibility axis. . .

~

The rinal model is called a logisitic, or S-curve, model. It 1is plotted in
Figure 5.17. The logistic model is unique‘*among all of the models considered here
An that it places an upper limit on the.value of intelligibility and predicts " that
as the upper limit is neared, increases in similarity have less: and less -éffect on
intelligibil'ity. Whereas in all the other models, intelligibility increas at a
constant or a growing rate as similarity increases, in the logistic model the rate
of change slows down and levels off as intelligibility reaches its Iimit of 100%.

-This is 1in 1line with a theoretical expectation, namely the role of redundancy in
dialect intelligibility. Because of the redundancy. in language, .listeners are able
to fill in some of the items they hear that are not familiar to them. I would
expect that*in the rarige of 70% to 90% similarity, the redundancy strategy 1is ‘used
with the greatest benefit. In th%§ range, an increasge in similarity could be
expected to give a substantial increase in intelligibility, not &nly' because that
much more is similar but because that much more can be used as a base from whichl to
fill in that which is not familiar. Above 90% 3imilarity, most everything would be
understood so that increasing the similarity would only slightly increase the
intelligibility. - ‘ ’

of Yald the models explored, the logistic seems the most theoretically
satisfying. Howeyer, -the current data do not give strong evidence that the>
relationship between intelligibility and lexical similarity is a logistic one. One”’
problem 1is the"degree of scatter 1in the data which has already been mentioned._
Another factor is that the formula used represents a symmetric curve although the
relationship may not actually be. The curve is symmetric around the flexion point
_(72%). This explains why 100% similapity does not predict 100% intelligibility in
Figure A£.17. The many ,data points¥around 5U0% similarity pull up the curve at the
low end, which has the effect of pulling it down at the hHigh end. This shortcoming
might be overcome by proposing a model which was not symmetric. This could be
theoretically Justified by demonstrating that different understanding processes are
at work at different ends of the intglligibility scale.
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?iqure 4.13 Parabofic model
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'account for most Of the unexplained variation

) linguistic rolations we concgntrated on dialects as varieties
turns to dialects as the groups of

~Aitems which, comprise a systenm.
wembers and that each member is exclusive of (that is, different 7
Such is true of dialect systems also where the dialect groups

™

CHAPTER 6 SRR

. v EXPLAINING COMMUNICATION:

v

R
,

SOCIAL FACTORS - * . .- H's{:z‘;

In Section 5,2.5 we saw that lexical similarity alone: explains 70% "of . the:
variation in adjusted intelligibility. When presumed nonsymmetric so¢ial raqtora
were added to the model, 84% of the variation is explained. That 1is, nonaymmétric
social factors explain nearly half of the previously unexplained variation ir’".
Social relations had actually been measured, -‘then symmetric social relations Mould
have been included in the model, and even more of the variation in intelligibilit;
might have' been explained. ' In this chapter, this 1is done. The
empirioal study of communication' on' Santa Cruz Island show that social factors
which remains ,after lexical Bimil'rity
is controlled for ] ~

~

1)

In Section' 6.1 social relations are defined and enumerated,

reference to their function within dialect systéms. In Section 6.2 a mathematical
model for explaining communication 1is developed it 1includes’ both 1linguistic
similarity and social relations. In Section 6.3 . the general model is tested

empirically with data from Santa,Cruz Island, Solomon Islands. The results
that predictions or intelligibility made by the final model are oorrect 95% of the

t ime, *

A key to understanding commﬁnication patterns 1is-to view the dialects
as comprising .& system, more specifically, a giglgg&_;xg&gm
four defining'characteristics: (1) it is a gat of dialects,

I'inked by relations of interaction,

N

6.1 The characteristics df a djalect system

A-dialedt system has
(2) the . dialects are

defined by the interdependence of all - dialectg and (4) common dependence on a
gepter accoutits for general patterns of communication. ~Each of these ‘four
characteristics is now discussed in turn, > i

6,}.1 A sét of dialects ‘ .

First of all, a dialeot system consists of a set of dialects
of speech.

When: conaidering
Now in
considering secial relatioks our perspeotive
people who share those speech varieties. . .

Miohael Halliday, in defining grammatioal aystams is’ more preoise -about of’
He states that it must contain a finite number of
from) all others
(Halliday 1961:247).
are the minimal members of the system. .

THe system must also be closed. That 1s, we must assume that there are no.
speoch commun ties outside the system whicﬂ’hffect patterns of obmmunioation within'

- LY ¢ . ) ] ' &

~ - - o, 10’ R . - ) "A . : .‘ ;

~especially with

involved

(3) the relations between pairs of dialects are

T L

~

show -
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results of . al 7 !
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the 'systemd.’ In the “Feal: world' thia ia . q@ldom true “in a s8trict sgense, except®
kperh-aps An" the” cdde of x dialegt- systeg\oonfined\to an isolated island. However,
- 'one dan generally safely aeaume»that the effects of Qutside apeech 'oqmmunities are-'
. negligible,. when tomnared to -the- effeots of 1inside groups. _ When a model is
« 7 empirLcally‘tested in?ld@noe from outside the dialect system will."show - up as )
unexplained * variatior® If the. ampunt of une«plained variation is negligible, the .

aséhmption or odosure~ie Just{fied if it i3 hot, the assumption may have to Ue
reexamined S Co - .

“
N

6-.1.2 Linkéd by ihﬁeraotion ) . o
b ' . . . . :
L A seoohd characteristic of-4 dialédct, - system 1s that the dialeota are’ iinked by

) relations of interactioh. ‘These links are social, economic, .geographio, poiitical,s
"and. ideological 1in dature. However, they are ultimately realized as communioation )
between ‘individuals in speech communities. All these dirferent types of -links are
what I have thus far lumped togethér as “soclal factor¥". In this seotipn ‘different
facets of 1nteraot£on, .are explored undér three main headings: channels of
interaotion_ pattenﬂs of interaction and measuring interaction and contact .

- : . "
. t . v

- ~

LI

‘o - - - s,

- a -
- . o - = . . M
" > * > ?

6.1.2.1 Channels of interaotion

-

X
s

By channels Qf " intexpction T refer to. the channels throygh )\ which -interaction
soccurs. . I concentrite. on. the- causep of interaction and 'cladsify interaction as.
. ;_motiyated by geography, démography. cOmmunity faoilities, or assooiations 23
T v

’bGeognaph}'is a. ghannel of 1nteraot1%n primarily becauae it governs the ease of

travel: between ggheech . .communities. One agpeot of geography 1s proximity. The

nearer two oo?muﬁftges .are, the more likely: they are to interact., This includes the

" likelihood of both planned interaotion and -chance interaction. Planned fnteraction

occurs when a journey is made’ with the expregssed intent of interacting ‘with .members

of another speech community.’ Chance 1interaction takes place when a meeting 1is Tk
unplanned but occurs beoause members of at least one of the communities are
~ traveling. - \ )

/_ . . ) " ! v
;/' Other ” aspects of the -geogfaphic factor dre terrain and routes of traVei.
.~ Mountain ranges, ‘rapid rivers, -and swamps may be barriers .to = interaction.,
Conversely roads, navigable rivers, or a coast line' may boost travel and
interaction. - ’ ' S )

-

: . C

5emography. particu}erly’the deneity and dietrioution of .population, also
contributes to interaction. The higher the population of a dialect, the greater the
likelihood of either' planned or: chance interaction involving it. Not only the
population, but also the density of population in.  the .surrounding region can .

encourage interaction. That is, if a small speeoh community had a large neighbor,

it would be more- likely to,attract interaction from more distant epeeoh communities
. than if it had no neighbor at all. - ) , .,
: »
Y . Rd [ ~ v

_ Community facilities, which include for instanCe stores and churches, are focal
points of activity where interaction takes place. These facilities attragt people
from other communities who come to partake of the goods -and services which the
facility offers. The result is interaction between members of the host oommunity

“and th& visitors, as well as bepween visitdrs who might come from different
dialects. These*community facilities are generally quite visible; they are usually

19y
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rlocated. in é-buiiding or %owe other man madp‘-atruc;ure. Because they are'- so
- ,visible, they give easy but good q}ues to patterns.vf communication for the field

investigator. g ) e

’  In most developing countries of the world it is possible to distinguish two
levels of culture (Combs.1977).> One is the traditional culture as practiced by the
indigenous 1nhabitants of the land. The other is a dominant national culture which
i1s often " colonial and European® .in .its origin. Some df~ﬁherommunity facilities
might be part of the traditional pulture, for instange, a religious cult - house, a

traditional marketplace, or . the residence .of a " political leader. However, in .-

zoday's world, most community facilities seem to.be part of ~Ll¢ national oculturs.
(The institutions of the traditional culture appear. to be more commonly realized in
the networks of as3ociations considered next, than yin specific focal points of
activity.) T . ' c - ‘ . -

- .\\ . . :
,Thé‘coﬁmunity facilities of the dominant national culture may affect any aspect
of 1life. In the case of - a store or an .industry,/the focus of interaction is

economic. 'In the case of a church, it is religious and social. In the case of an
administrative headquarters or police station, it has to do with politics,
government, or law and order. In the case of schools, the foBus is on education and
socialization. In the case of a hospital or clinic, 1t is sickness ang health. In
the case of a road, an airstrip, or a harbor, transportation is the foecus. All of
these facilities can be 'the site for ‘significant contact between peoples of
différent_ dialects, and thus the location of each and the dia%pots_servea'by each
are important for explaining interaction. — . ' -

Associations between dialects can be as important a channel of interaction as

. community'facglikies,_though they- are generally less visible and thus more difficult

for the outside investigator ~to observe. Some “cultural institutions realize
‘themselves in focal locations where goods and services "are obtained; o4thgrs are

realized in networks of associations or .alliances which 1link dialeqt groyps
together. On the social side, marriage is one such sourte of interaction.. - When

 marriages oqcur between speakers of different;, dialects there are at least two

-relevant effects: (1) the children from that marriage usually grow up in contact
with both dialects, and (2) the marriage may bind not only the two individuals, but
also their whole families or lineages, The -result S _a channel of interaction

between the groups as visits between villages are madeﬁﬁgkdoption alliances can have
. 8imilar effects in some societies. : ’

. P

»

it is a source .of regular interaction. Perhaps the best documente ¥xample of

" ‘trading alliances is the vast Kula ring off the eastern tip -of .Papua Wew ‘Guinea

(Malinowski = 1922). This trading ring connected many distant islands as well as a
few spots on the mainland. Although the trading occurred only once yearly, it had a

~ profound . &ffect on those involved and resulted in life-long partnerships between men
] of difrgrgnt islandsoahd diffefrent languages.Q

N

Kenneth McElhanon (1970) has discussed the relation of trade routes and

_ linguistic. interdction 1in the Huon Peninsula of Papua New Guinea. That whole area
. 1s characterized b} extremely rugged terrain. As a result, trade routes are well

deﬂiged ahd confiﬁed.'to certain mountaim passes., 1In explaining the occurrence of
borrowings in lexical cognate percentages, he suggests - that the .borrowing occurs

along the ‘trade”'routes (1970:216). This is evidence for linguistic’interaction

£

along the lines of trading alliances.

A ) F)

. On the economic side, trastibhél trading alliances can be a seurce of
Anteraction. Even if the trading occurs infrequently, it can be imporQQTt because



104
L

Two other aspeots of cultural interaction are religious and politioal On the

a " re}igious side, diffeqtnt dialect. - groups may interact in religious ceremonies ang
" ritualdy’ In Melanesia, fll night dances are commonr (gingaiai in New Guinea Pidgin,

. dapa in Solomon Islands Pidgin). These dahces have thei®rqots in the belief and

ritual systems of the traditional culture; however as islenders adopt Christianity
these gatheringa are beginning to take on a more pdrely so¢ial function. The dances
are occasions for interactian between speech commind las. Typically the host
village invites numbers of surrounding villages (often froém different dialects) to
Join 1A the dance, as well as in the giving or exchanging qf vast-quantities of food
or valuables which may occur at the same time. On the political side, village

defense alliances may span different dialects. Prominent leaders may . have
Jurisdiction over more than' their own speech community.
4 |
. All.. of the -above factors, geography, demography, &ommunity facilities, and
° #ssociations, cause interactian between speech groups. In Section 6.1.2.3 -some

methods by which these can be measured are briefly discussedq;
N . " .

6.1.2.2 Patterns of interaction -~ . ' \

In order. to .explain dialect intelligibility, it is népessary'to.distihguish
betweenl interaction and contact. To say that speakers of dialect A have frequent
., interaction with speakers of dialect B, suggests nothing «of how well A might
., understand B's dialect When they interact, they might ude only A's dialect or they

might use only a third language. so that A never hears B's dialect. This 1s where
-.contact comes into the picture. In this hypothetical case, we would say that A has
frequent interaction with B, but has no contaet with B's dialect.

3}
3

Eraefine interaction to be a reciprooal two~-way p!gnomenon That 4is, it ,takes
place in two directions at once and in both directions it has the same intensity; A
has as much interaction with B as B has with &. It makes no reference to who does
the talking and it makes no reftrence to what varieties of speech are used. On the
other hand, 1 restrict the meaning of goptack to refer to a nenreciprocal, one-way’
phenomenon defined specifically in 'terms of the variety of speech used. By saying
that A has cohtact with B, I mean specifically that A has contact wyith B's variety

of speech, or dialect. ' The relationship 1is nonreciprooal and one-way because
Knowing how much contact A’ has with B's dialect tells us nothing of how much contact

B has with A's dialect. It 1is therefore A's contact with B's dialect, not the

interaction between them, which explaihs A's intelligibility of, B. :
! - . : :

On the basis of the contact raelations involved in interaction, 1 propose a

classification of patterns: . of interaction into four types: (1) balanced,
© (2) imbglanced, (3) rival, or (4) distant. A balanced interaction is defined as one

in which the speech varieties of both participants are used taq an- equal extent.
That 1is, when person A’ speaks he uses his own dialect; when B'apeaks, -he ‘uses his

- own dialect; er they both could swap off using each other's dialect. For ‘predicting "
communioation between dialects, it i{s more: useful to classify patterns of
interaction with. regard to the whole pattern’of interaction between two dialects
rather than in isolated conversations.  Defined over a pair .of dialects, balanced
interaction would mean that on average both speech varieties are used to an equal
extent. It could be that when Bpeakers of A and B meet in the village of A, both
speaker and hearer use the dialect of A. But a‘balanoed interaction would also,

) imply that if these: same speakers were in village B, both speaker .and hearer -wogld

use B's dialect. — .

S - 1y
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."esteem" and "admiration". For this reason, the term is not really appropriate 1in
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Skipping  "to the fourth type of interaotion distant interadtion. it is alao
straightforward and needs little Qomment In such a type of interattion, the
participants have had _so little interaction (probably due to geographic and
linguistic separation) that they are not able to use eithér of their own dialects.
Instead, they must use a common language such as a trade language or the national_)

Yanguage.
C TN

The second type of interaction imbalanceq\énteraction is one in which contact .
between the two dialects is greater in one direédtion than in the other. This

pattern of interaction is especially important to the lmnguage planner because it

commonly results in nonréeciprocal intelligibility and points Lo centers in patterns
of communication. Using the example of speakers from dialects A :and B, inte ction,
would be imbalanced if both participants generally spoke A's dialect when conversing
with one another, or if both generally spoke B's dialect :

The explanation of imbalanced interaction can be found in the causes of
interaction discussed in the previous section. _The imbalance could be due to the
central geographic 'location of one dialect as oppoSed to the remote location of the
other. It could be due to the large population of one dialegt’ as opposed to t®e
small population of the other. It could be due to the - avallability of goods and
servicés at the community facilities located in one’dialect and their absence in the
other. It could be due to the widespread marriage, trading, or defense alliances of
one gdialect and the limited alliances of the other. - AYl of these relations suggest
an imbalance, with the result that in each case, the m vement .,of people will be

' greater 1in the direction of the first dialect than in that of the second. When the

movement of people is imbalanckd, then we can also expect that the,effects .of
dialket contact and learning will be imbalanced. The group which puts more effort
into mo/dlity is likely to put more effort into dialect learning. The gnouﬁ which
is more”static, {s more likely to be less accomodating linguistically

The term "prestige" has been used by. other investigators to label imbalancaed
relationships. However, I feel that the term is not adequat becase it 18 not
general .enough: a prestige relation is only a special’/ case of an imbalanced
relation. The use of the term "prestige" dates back at least to Leonard Bloomfield’
In discussing the social conditions which foster language borrowing, hd  suggested
that there are +two main factors, "the density of commupication and the relative
prestige of different social groups" (1933: 345"" Charles Hockett, in his. textbook
on general linguistics, devotes a section. of the chapter on the conditions for
borrowing-to the idea of prestige. He says that the speaker must: have sbme , motive
for borrowing and that two motives stand out as the most important, the prestige
motive and the need fi]ling motive (1958:404). Although these authors were speaking
of prestige as a motive for language borrowing, the term has becdme widespread and
found 1its way' 1nto. the 1literature. on dialect intelligibility. For instance,
Ladefoged, Glick, and Criper (1972:77) state that "the percentage of words in common
allows us to predict the degree.of c prehgnsion, except when questions of prestige
are involyed." However, the Vgrd preetige" carries with it connotations of

the general us€¢ it has received. _ . . .
y “fl- .

The anthropologist S. F. Nadel, in his book mmm of sggm

’
offers a general framework in which to consider imbalanced social relations. ‘He

_Suggests " that one of the factors which .explains differential status in social

some of the services and benefits individual or group might command as:

systems is the relative "command overzsengices and benefits" ¢1957:117). He 1ists
a
"(1)}material resources and benefits"(Z) social dignity "(prestige, esteem, status

..
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in, a hierarchioal . sense); (4) emotional, senaual, and aesthatioc gratificat{gns;
(5) moral value (the fulfilment of duties and 'missions');  and (6) transcendental
vdlues - (the 'spiritual' "benefits of religion)" (1957:118). Prestige figures into
thls 1ist as only one of many possible motivations for 1imbalanced contact. rhe

general motivation underlying all of the above is probably need or expedienoy or ’

Jklack.of altern tives‘ The one group has command over something (be it material
.resgurces, pregstige, gpecial. learning or skills, religioéus knowledge) that the other
group feels need for. When the second group goes to the first group to 111 that
» need, imba ed 4interaction 1is likely to oocur. .

aining pattern of interactjion is one of rivalry. In this relationship,

. the two diAlects are similar and both participants could understand and perhaps even
use  the /speech of the other. However, because of rivalry between the two groups
they avojfd the use of the 1local dialects when interacting witH\ one another.
Instead/ they prefer to use a national language-or trade language ich serves ta
deny a linguistic unity between the groups. Sometimes the rivalry emotion is .one
sided; /one group strives for disassociation, while the other group.does not. In the
case /of the distant pattern of interaction, the distance separating the groups is
such that the participants could not use the local dialects even if they WNanted to;
in he case of the rivalry pattern, both participants could use the local dialect,
but /at least one does not want to. .

amples of .the rivalry pattern of interaction. For instance, until recently it was
enerally agreed by speakers of Urhobo and Isoko dialects of southwestern Nigeria
hat the = two dialectg‘ were mutually intelligible. However, Wolff reports that
lately the Isoko speakers are claiming otherwise. He states that "this claim has
coincided with Isoko demands for greater self-sufficiency” (1959:37).

2

Therefore it would be good to oldrify the position of attitudes in explaining
communication. By attitudes I am referring to feelings one group might have toward
another, feelings such as friendliness*or animosity, esteem .or scorn, trust or
- suspicion. I feel that attitudes are not so much a .direct "factor 1in explalning
" degree of intelligibility as they are in: explaining patterns'of interaction. That
is, attitudds affect patterns of interaction, which-.in turn affect intelligibility

Casad's model also reflects this view (1974 184-186). Thus, if contact, which
‘factors out the components of interactions, is measured and plugged into a'model; to
explain communication, instead of using rdbiprocal interaction in the model, fhen
attitudes have already entered into the contact factor and do not play a separate
role in the model. However, when contact is also predicted.(see Section 6.2..2),

then attitude becomes more importint UltimMately, attitude probably has a b ger
role to. play in determining the acceptability of materials written in one dialedt to

speakers of another dialect than 1t doés in explaining one group 8 comprehensian of ™

another. -

3 .
- 1Y

i ) 8
“z

6.7.2.3 - Measuring interaction and contdct

One way to gather information about patterns of interaction 1s -to ask bout
them directly. For instance, go into a speech community and ask, "Whén you meet

someone from that other community, do you'each speak your own dialects, do you #peak

his dialect, does-he speak yourgs AP do you both use the trade language?" If both
“ use their own dialects, a b anced relationship 18 implied. If thef used one .

14

.i""‘~1 .
OO

Hans Wolff's paper M "Intelligibility and Inter-ethnic Attitudes™ (1959) gives’

- Attitude is a term which often enters into. discussions of - explaining'
communication (Wolff 1959, Casad 1974:185-188, Callistet} 1977, Collier 1977).-
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diafect exclusively, the relationahip is imbalanced- in the  direction of that
dialect. If they-use a third laggeage, distance or rivalry is indicated.

. e f ; ’
The methods  described -in the rest of this section refine and validate these
initial findihgs by uncovering the channels of Interaction and " by  estimating the
degree or contact in each direction of the interaction. Many -1ines of investigation
are suggested. Not all will be appropridte for every situation, and there will be
exceptions to every .trend I suggest. The approach I have used in the field 1is to

follow up lines of investigation which seem fruitful for: the glven situation, and N

then perform a statistical analysis on the rindf%gs (Section 6.3) to discover . what
aspects of-interaction and contact best explain communication. '

As suggested in the preceding section, the one-way contact whioh;& dialect has

with another is wmore important in explaining communication than the two-way, .

reoipbooal interaction between the two dialects. Thus; the methods described- here
concentrate on the observation and measurement of one-way ocontact rather than
two-way {interactidn. The presentation here is brief; the paper by Sandra Callister

-, (1977) on sociolinguistic approaghes to dialebt surveying in Papua New Guinea 1is

probably.the best guide presently available for formulating .questions and presenting
the results of an investigation of caontact relations. She lists many more possible
Questiens than I do hgbe, discugses the different ways a question can qe phrased,
and illustrates” the methéd-ﬂé?g presenting results in a‘matrix. Delbert Miller's
Handbook of Research Deaizn and Secial Measurement (1977) may also be helpful. It

1s an exhaustive guide to socfometric methods in general.

'The measurement of geographic factors is fairly étra!ghtfﬁ?ﬁard. /Distances can
be measured from a map in miles. or kilometers. A more meaningful'meaéur§ is perhaps

the traveling rtime between speech dommunities expressed in hours or minutes or:

perhaps even days. Traveling -time takes into account some of /the geographic
barriers to interaction such as mounﬁain ranges, as well as some of the boosters of
interaction, such as roads or navigable rivers. The taw distance measurement 1is a

two-way, recippocal predictor of interaction. In Section 6.1.3 the concept of
measuring distance relatively with rgquct to the dialectwsystem rather than against
an absolute.peasuring scale 1is presented. This has the result of giving a

geographic estimate for one-way contact. Th@s technique is illustrated with the .

data in Appendix 2.1.3 and Section 6.3.4.

Population can be mea3ured or estimated by means of oensus techniquese ‘The.
population of one group relatjve.to a second gives a one-way estimate of contacg.
A measure of relative population is computed by dividing the 2
second group by that of the first. .'A score greater than ogle-indicates that the
second group is larger and that contact is likely to be imbalanffed in the direction
of the second dialect. A score less than one suggests an imbaj
dialect. Note that the population of the first relative to fhe second is different

-than the second relative to the first, thus relative populatfon -estimates "one-way
contact . : ‘ . T A
L - . .

Perhaps ‘a more meaningful ﬁpasure 1s rélative densiyf of population. Such a
measure takes into account the lgocation of neighboring vi flages and " the possible
‘effect they have on attragting interaction from other grdufl. To measure population

*in terms of density, rather than actual number of inhaditants, has the effect of,
~ measuring population with . respect to the system ratperﬁ than 1in -isolation (see
Seotion 6.1.3). This' technique, .is illustrated with Jhe data in Appendix 2.1.4,
The results for the Santa Cruz Island data show that degsity. of population is a
slightly better prediotor of intelligibility than populd

- 2

-~

Jpopulation of: the_-

ance toward the first .

ftion (Figure.6.13), but not *

[ ¥
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significantly better. . LY

. In measuring the contribution of community facilities to contact, the first

._atep i3 vo plot the locat‘Pn of the facilities within the area of the dialect system
-On a map. Much of this information may alréeady be on existing maps. Much of it can .
be gathered from the simple observations of the investigator To_ensure a thorough
Job, however, it 1s generally necessary to ask questions the villages to
determine where each of these-facilities is located. Some of th facilities to take -
note of are: churches, schools, asatores, markets, clinips. hospitals, government
offices, policq atationa._plantations, factories; truck or bus depots, airstrips,
and harbors. After -these data are collected a simple measure of -the relative
command over services of dialects in the system can be obtained by totaling up the
number of facilities 1in each village or dialect area. One could then hypothesize
that the direction of contact will be from the dialects with fewer facilitiea to the q
ones having more. . . _ <_f‘ ' N

~

A more refined measure can be obtainedﬁgy determining the domain, or “area of
influence, of each community facility. ‘This is’done by asking at each village where
they go to obtain the goods ind services they require. That is, at a particular
village ask, "Where do you attend church?®, "Where do you go to market?", "Where do
you go -to buy store goods?", "Where do your children go to school?", and so on. A
method of tabulating the data is presented at the end of this section. -

Gathering data on cultural aéhociations 1s more difficult because 1t requires
Some investigation of the cultural traditigns in the area. Marriage is probably the
easiest kind of association to study. Onpe-:approach to studylng marrjage ties is to:
trea&,them as an indicator of two-way reciprocal interaction. In this approach one
notes the presence of ties between a pair of speech communities without regard to
the direction the tie might take in terms of residence of the married ‘couple. The
most simple way to question and record responses-is to use yes-no questions.’ For
instance, "Is there anyone from this community who is married to somgone from that
community?" The answers wil] be yes or no and ‘these’ can be recorded®in a table as,
ones or zeros. For the opposite extreme of complexity, o¢ne could take a census

_.approach and gount or estimate the agtual number of marriages that link each.pair of
villages. This would “involve talking to every couple in® a village or to a
representative sample and find out where tge husband and wife are from. '.A level of
complexity which is midway between and which is .probably the best for these purposes °
i3’ to ‘record regponses  in sdme scale of degrees. In such an investigation the
question al%ked would be, "How many marriages are there between a person from this
community and” a person from that community?" The investigator could Judge the

response and score it on a three level scale such as "no marriage ties", "some
ties",. or, "many ties". Or a scale which approximates the number of marrtage$ could
:\ be. used, such as the following four level scale: "zero", "one or two", M"three to .

five", or "six or more". Such scaling approaches are used when' the data are not so
reliable and exhaustive that the investigator can be sure of the complete accuracy

of the subjects!' responses. ) . ,

By noting the place of residence of the married couples, the result is a more

. refined method-of measuring marriage ties as one-way indicators of contact. Such an
approach shodld be preceded by some investigation into the marriage customs of the
people to find out if it is customary for the couple to live in the community of the
wife, of the husband, or_of their.own choosing. An understanding of the land and
~.inheritance rights people '!%ai if they move away and how they keep claim to them
active might also be relevant., Investigation of the kinds of contact which result
from marriage ties would also he helpful, such as patterns"'of visiting betweén

’ RS i B . ) . . ) [ -
1 ‘l .g. . . "
- . . -
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in ceremonies. In treating marriage th a one-way fashion, a di nction must be
made between the village of residence and the village from~which the spbusq, comes.,
The kinds of’ questions used in investigating two-way marriage ties are refined by -
.incorporating place of residence. If place of residence is strictly Lbresoribed as
being the o¥iginal community of the husband- or of the wite, then the questions can
be phrased in terms of sex rather than place .of residence.. For instance, "How ﬁahy
,/women ffom _here have married a man from that community?" Methods of tabulating
results are discussed at the end of this section. '

» hl . / % ~ ' .
families or the relationship of marriage .\‘ies to trading alliances an?partieipation \
_
\s

. [

Measuring other kinds %ofr associations, "such sas tradingyn ceremonial, or
political = alliances, requires preliminary investigation to discover the nature of

the interaction. Once the presence of a certain kind of 1Interaction has been
established, it 1is possible to formulate questions that could be asked in the

dialect survey. "Who?" questions can be used to establish the fact of interaction.
"Where?" quéstions can be used to determine the direction of contact. "How many?" |
and "How often?" questions can be used to estimate the degree of ‘contact 1in each

. direction. ' s

. B
_ The above methods are designed’to gather data on interaction agd c;;tact. Data
on attitudes can be gathered by changing the perspective of the questions. Rather
than asking about the facts of past contact, ask about preference:for contact with-
one group as against another or ask for a vdlue judgement concerning another
village. Callister (1977:201-2) and Collier (1977:260) both give 1fsts of possible
questions to use. Miller (1977) describes methods of developing so¢iometric scales
and indexes which could be used to develop - schemés . for assessing interdialect
attitudes. : ' - ‘
For all of the methods in which contact felations between speech communities
are investigated, the best way to ‘organize and tabulate the data ,is to put them in a
two-dimensiongl matrix. To simplify the comparison of results from different ' lines
of 1investigation, all such matrices should be congistently labeled with respect to
the ordering of dialects and the orientation of the two dimensions. The data
matrices in Appendix 2.1 exemplify this kind of consistent labeling and should be
~referred to for examples as these principles of labeling are discussed in the next
two paragraphs. - d ‘

The dialects should be listed in an order which cpuses the values for highest:
contact to ciuater along the diagonal of ,the matrix and the values” for lqwest
contact to occur on’ the edges. Ascher and Ascher (1963) describes an algorithm

“ which orders matrices in this way. With. this arrangement dialects which are
. adjacent-in the ordering have a high degree of contact and those which are separated
have lower degrees. In general the optimal ordering will be close to a geographic
one. Alphabetical orderings are to be avoided, because they fail to bring out the -
natural ordering relationships which the data values themselves imply.

All matrices should be labeled with the same orientation of the two dimensions.
I have adopted the convention of labeling the dialects along the left hand aide
(that is, the rows) as the origin ahd the dialects along the top (that is, the
columns) as™the destination. In "this way the movement implied in the contact
relations is rgad from left to right in the matrices. The following ~ descriptive
labels for the dimensions can be used. For relative distance, the labels can be
"from" and "to". For community facilities they can be "dohain" (or "users") and’

"location". For marriages they .can be "place of origin" and "place of-residence",
' or simply "women" and "men" if the prescribed pattern is one of residence in- the

.- : S |
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husband's . community For ceremonialy they can be "yisitors" and "host" "Origin"
and "destination" are another pair of labels that can be used' to describe. movement
of people .Since Bhe contact of the origin group with the destinatidn group is what
predicts the origin group's intelligibility of the destination group's dialect, in
an intelllgibiiity matrix "hearer" corresponds to origin and- "speaker" corresponds
to destination. - . After labeii;g} each of the contact measurements is written into

the matrix cell where the tow for the origin group intersects the column for the
dgstination group. ' -

-

These methods in‘/which a  two-dimensional matrix is filled in yield a large
number of data points. If there are 5 dialects, then there will be p-squared
possible measurements of contact between them. However, the relationships within
‘the whole dialect system can be summarized in terms of asurements of the
relative attraction and motivation of dialects by summing the rows and columns of
the matrix. When the rows represent origins and the columns represent destinations,
then the sum of a row gives a measure of the; overall motivation of that dialect
group to travel and make contact; the sum of ‘a, column gives a measure ‘of the overall
attraction of that dialect. Comparing the sums of the rows gives an indication of
the relative motiivation of the dialects within the system to make contacts; some
will show jjzutgoing nature while others will show a stay-at-home nature.
Comparing the s of the columns indicates relative attraction; it will become
clear which dialects -attract a lot of contact and which do not.  This technique is
used with the Santa Cruz data in Appendices 2.1.8, 2.1.9, and 2.1.10.

6.1.3 Relations defined by interdependence ) ' (

A third characteristic of dialect systems is that the relations between . pairs
of dialects are, defined by the 1interdependence of all dialects. *This
~interdependence characteristic of systems is one which has been recognized and used
by 1linguists- in defining grammatical systems. Halliday states that "if a new term
1s added to the system, this changes the meaning of all the. others" (1961:247).
Kenneth Pike defines system as a group of two or more units which enter into each
others' definitions (Pike and Pike 1977:139). For dialect systems this principle is
realized in at least two ways. These may be summarized in the observation that (1)
the. measurement of distancg ts relative to the system, and  (2) the learning effect
of contaet is gumulative over the whole system.

o
»

We are used ta measuring distance 1in absolute terms. For 1instance, 1in
measuring geographic® distance we wuse absolute, universal units such as miles or
meters. In measuring linguistic.distance we might use a standard measure such as
percentage of lexical forms which are noncognate. These absolute measurks are
helpful when the observer stands outside the system and attempts to measure
distance. However, when the observer stands inside the system as though he were a
participant, the perception of distance begins, to become relative. That 1is, the
distance from one ppint to another is perceived in relation to the distance of that
point to all othiers &n the system. This distinction between the perspective of one
standing outside the system and that of one looking from the inside as a participant
is 1like Pike's distinction of the etic and emié perspectives (Pike 1967:37ff, Pike
and Pike 1977:483). For instance, when growing up in California I gained a view_ of
United States geography in which Chicago is situated midway between the East and
West coasts. However, when measured against an absolute’ scale, Chicago is  three
- times further from San Franciaco than it is from Washington, D, C. As another
example, Americans generally perceive South America as being located directly south

of  the United States. However, when me€asured against the absolute scale of global

Y-
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equal to the average distance from Mbanua to all other :spéech communities in the~

!
'

longitude. the whole coaetline of Qsile turns, out to be éAst of Hashington. D. C

A
s

. The data from Santa Cruz Island (see Sections 6.3.4.and 6.3:5) give clear
evidence ‘that distance meaeured with reference to perspective from within a dialect
system proqidee a’ much better explanation of communication than distance .which is
measured by an)abeolute scale and makes no. reference to the system.

Figure!ﬁ gives a map of Santa Cruz Island illustrating this point. Tne map -

lllustrates the measurement of distance relative to'two villages,, Mbanua (BAN) and
Nanggu (NNG). Mbanua is the geographic center for this dialect system, It 1is
defimed as such because it is, on average, nearer to all the other dialects in the
system than any other dialect. The loop which surrounds Mbanua is drawn at a radius

dialect system. This distance is 180 minutes, or 3 hours, of traveling time. One
way of interpreting this loop is that from the standpoint S Mbanua, half of the
people on the island 1live within the loop, the other half live outside of‘tt.
Nanggu, on the other hand, is the moet peripheral village 1in :the system. he
average Q*etance from Nanggu to all other dialects is higher than that for any other

community Again, an arc is circumseribed around Nanggu at a radius equal to the
average distance to all other dialecka This distance is 588 minutes, or nearly 10
hours, of traveling time, f@ : ) ‘ '

The map in Figure 6.1 sﬂould illustrate the relative nature of distance ‘on
Santa Cruz Island. A traveling distance of 18? minutes is a completely different
thing from the perspective of Nanggu than it'is from the perspective of Mbanua. A
villager from Mbanua can meet half of the people on the island by traveling 180
minutes from home. However, {f. a villager from Nanggu travels 180 minutes he has
barely left home and still has a' long way to g0 to meet anyone outside of the.
neighboring village of Mbimba. - My. hypotheeie 1s that for using distance to predict
interaction, the average distance to all other dialects in the system, that is, 180
minutes for Mbanua or 588 minutes for Nanggu, are roughly equivalent distances from
the perspective of ‘the respective villages . a

he&hypotheeie re;\ivee eupport from the analysis in Section 6.3.4 where it 1s

" shawn that geographic qiatance measured by an absolute .scale explains

intelligibility with 67% a 6 réicy while geographic distance measured by a relative
method explains intelligib# }ty with 83% accuracy. Stated in another way, absolute
distance explains intellig&bylity with 33% error while relative ddstance explains
intelligibility with 17% error, bnly half as much.

The. second aspect of interdependence is ' seen in the way that the learning
effects of contact are cumulative. - When trying to explain communication, the degree
to which one dialect understands the speeoh of another daes not depend simply on its:
contaet with that dialect. It depends also on the first dialect's contact with. all
other dialects. This 1is because those dialects also bear some similarity to the
original ﬂarget dialect. Therefore, the effects of contact with all other dialects
has a contribution to learning about the speech of another dialect

An example of thie principle can alse be seen from the data of Santa Cruz’

Island. Inafigure 6.2 another map of the island is reproduced. In this case the
lexical sim¥larity. betyeen four of the dialects is indicated -- Neo (NEO), Lwowa
(LWO), Mbanua (BAN), and Nooli (NOO). The lexical similarity betweén Nooli and Neo
is only 59%. This 1is well below the level of similarity for which we normally
expect full uﬁderete““ing SWwadesh suggested that §1% similarity correlated with

the lower limit o ‘ruil intelligibiljity; many investigators in Papua New Guinea have
_, , l
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Figure 6.1 Relative di thcé on Santa Cruz Island
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considered 70% ~or 75% more realistic for that (McElhanon 1971:134-5). (Note that '
the simplified.linear model in Figure 5.9 of Section 5.2. 6 indicates an expected
intelligibility of 32% when lexlical similarity is 59%.) However, intelligibility
tests showed that Nooli had full ufddrstanding of the speech of Neo- The parailel
data which .were collected on interactiorn relations indicate no relations of direcét
contact between the 4 wo villages. On the basis of this fact alone, we would then

. expect that Nooli's contact with Neo would not be :sufficient to boost
intelligibility to the full level. . It is the interdependence ' principle which
explains the presence of intelligibility. The data on interactions do indicate that
Nooli has contact with Lwowa and Mbanua. Thi;;/fﬁcn, acoounts for the full
intelligibility measured for Nooli on the speech of Lwowa. Note now, that Neo 1is
87% similar to Lwowa and 85% similar to Mbanua. This indicates. that Nooli, through
its contact with Lwowa and Mbanua (as well as the other dialects in the same
vicinity), has learned up to 87% of the speech of/ Neo. ' Thus it is conceivable that "
without any contact Whatsoever with Neo they wzgid be able to understand that
dialect at a level.predicted by 87% lexical similarity. Actually, Neo shows some

similarity to all other dialects with which Nooli has contact. Thus, through
learning to wunderstand differences from other dialects, they have at the same time
learned to understand many aspects of the speech spoken at Neo, Therefore, the

absence of direct contact between two-.speech communities is not sufficient evidence
to discount learning between the dialects. The ~learning of another dialect 1is
actually a function of contact with all other dialects and the similarity of those
dialects with the target dialect.  Gillian Sankoff observes this same phenomenon

among the Buang of Papua New Guinea (1968:184, 1969:848). ,

6.7.4 Cdmmon depéndence on a center

A fourth characteristic of ystems 1is that the relations betwsén\\\\\
dialects are not random; they are supject.to Lfhe common influence of a center. The
solar dystem gives a good example roperty. The motion of the planets can

<+ be understood only in terms of the common gravitational pull of the sun. .The motion

of a moon within’the solar system can be partly explained through the force exerted
by the sun but requires the introduction of a second force, the gravitational pull
of the host planet, to explain the small orbits which are superimposed on the huge
.orbit around the sun. : : _

Dialect s}stems; too, are characterized by these common and central forces
which explain the overall patttern of interaction. ¥} Section 6.12 the imbalanced
pattern of interaction between two dialects was discussed. When many such pairwise-

- relations are viewed simultaneously, then an overall pattern of a single dialect
_dominating interaction with the surrounding dialects may be seen. This kind of
dominance (attraction) defines centers, and thus- dialect sxgtems are viewed as
centered systems. The center within a dialect system is the primary force in

¢ r‘explaining patterns of communication within that system. As in the solar system, =

" there may also be secondary (or even\tertiary, and so on) centers. These subsidary
centers would be used in addition to the primary center to explain rélations in a
specific subsystem or the whole _ - . :

A center is defined by recourse to a number of factors. For a given system,
the communication center would be the dialect most widely understdod. The
linguistic center would be the dialect having the highest average linguistic
similarity to all other dialects. The geographic center would be the dialect having
the lowest average distance to all other dialects. The demographic center would be
the dialect having the greatest population. The center with respect to community

facilities would be the dialect having the greatest collection of facilities. The

-

.

-
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center for cultural associations would be the dialect atglracting the greatest number

of married couples, attracting the greatest number of people to cerbmonials, having -
the greatest conceniration of traditfonal wealth,' or having the greatest politjcal

power. All of these factors contribyte to defining a central dialect. An examples
ls .given 1in Secttan '6.3.2 where the central dialect for Santa Cruz.Island, is
determined. For three other examplés of defining a central dialect and a discussion

of the gemeral ‘topic, see the paper by Joy Sanders (1977). In‘Section 6.3.5 (Figure
6.13) the hypothesis that relations to the central dialect define relations over the
whole system is ig;téd. The predicting models thus derived, are 88% accurate on .
average. - ‘

t - ~

6.2 A general model for explaining communication
) L} .

In this section a general model for explaining communication is developeg; in
Section 673 it is tested with data from Santa Cruz Island. Many possibilities for
! at this point it is too soon to propose
which are best, Therefore, in Section 6.3 many of the proposals are tested agalnst
the ,rheld data and the results §re reported. These serve to indicate the potential
o®the general modql. _ _ ¢

The model 1is developed in two parts.. First, Section 6.2.1 diacbsses the

relationship between linguistic - similarity and contact in predicting
intelligibility. A model involving those three variables alone is glven. = " Second,
Section 6.2.2 concentrates on the contact variable and develops a model for °'
predicting values of the contact factor-to use in the main fdrmula. ¢

6.2.1 Predicting intelligibility

The basic ?pdel suggested in Spction 4,3 states that -intelligibility has two
components, a similarity-based component and a contact-based comanent. Another way.
of .saying the same thing is that intelligibility is based on both linguistic factoes-
and soclal factors, 1In mathematical terms, one would say that intelligibility is a
function of linguistic similarity and contact. That is, . ’ :

s .
I~ f(L,C)

where I = intelldgibiiity,
@ - L = linguistic similarity, and
C = contact
The goal of this section is to specify the manhgr in’ which these two variables
interact to exbla}p/intelligibility. -

All%sprevious .attempts to ~ specify a model for 1ntolligibili£y have sugéested
that the function relating linguistic, similarity and contact 1s an additive one
(Casad 1974:191, Stoltzfus,K 1974:46, Collier 1977:256). That is,

I2 £(L) + g(C)
This model states that intelligibility 1is equal to the effect of‘glhgudstic
similarity, or the effect of contact, or the sum ¢f both. When there is no contact,
the C factor i3 zero and intelligibility is based strictly on linguistic similarity.
When there is no similarity, the [, factor is zero, and intelligibility 1is based
Strictly on contact. When thére is both similarity and contact, intelligibility is
the sum of their effects, When'contact is favorable, the effect will b® a boost 1in

A

’ | ' 1/‘..)] \ ' B



116 °

¥ .

', intelligibility above the level predicted by linguistic jimilarity alone. When
',oontmct s not favorable, the C factor could have a hegative value which would have
the " effect -of limiting intelligibility to a level lower than that expected on the

baaia of similarity (This model therefore accounts for the cases reported by Wolff -

1959.) . - . . v

This mcdel has the disdeantage that it puts no oeilingkon the pos§ible effeét.

of contact. - If the similarity and contact Tactors were both high, a pexcentage of

1Atelligibility beyond 100% would,probably be predicted. This is beoause the - 'model.

specifies no interaction between the variables; a given degree of contact incre ses
intelligibility by the same amount regardless_of the degree of similarity. is
cannot actually be the case, however. For instance, ‘assume that 75% similarity
predicts 50% intelligibility when there is no contact and that X amount of oontact
raises intelligibility by 40% to 90%. Bt suppose that 90% similarity predicts 80%
intelligibility when ‘there ts no contact, then X amount of contact cannot raise
intelligibility by another 40%. By definition, the degree of intelligibility cannot

.exceed 100%. Therefore, the .degree of understanding which a certaianIOunt of
-contact brings about must be restricted by the amount of improvement which” still
possible. / ‘. :
_ T
A 4

This refinement to the madel dan b; formulated as follows:

I = £(L) + g(C(100-L)) .

Lo

Here Iinguistic similarity  is measured as a percentage " The value (100 - L) then

gives the percentage of non-similarity. This model suggests that the learning (and.

thus intelligibility boost) brought about by the cantact fadtor ‘is. limited to that
portion of ‘the language which is nQt already similar.

In order to use least-squares regression techniques to test the model, the
model would be reformulated as follows:

R

S~

I = by + bjL + byC(100-L)

‘En. ‘ . 3 - ‘ ’ ' . -'
“'Multiple regfmssipn analysis ‘would then yield values for the three D constants in

the formula. ¢ 3
. ;‘.“' ) . .

Thé techhiques of least-squares regréssion énal?sis are not appropﬁiatd‘for the
data from Santa Cruz Island because step funtions rather than continuous functions

are required to predict intelligibility (see Section 6.3.3).  Therefore, another

" formulation of the basic model is tested in Section 6.3. It is as follows:
L + C(100-L) = -

F
I = f(F)

’
.

-

'In the first place, linguistic similarity and’ co ~ct are combined diréotly (with no

"‘welghting factors or additive constants) to predfct the "1inguistio'ﬂamiliarity", or .

E. The familiarity is a pdrcentage estimatasog what portion.of the dialect: of the

speaker is familiar to the hearer, either through similarity or contact or both»r'In-'

order. to prevent [ from exceeding 100%, ths C factor must be socaled to-a range of

~

_zero to one., As long as [ ranges from 0% to 100% and § ranges frof zerb to one, F -

will . range from 0% to 100%. Intelligibility is then predicted as a funotioh of

-fumiliarity In Section 6.3, step functions are used ,to -prediot intelligibility”

\‘.
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from familiarity. e

6.2.2 Prodicting interaction and oontact . : -

Contact can be measured by some of the techniques suggested in Section 6.1.2.3

+ and substituted straight into the ‘above, formulas; this is done in Section 6.3.5.1.

A complementary method is to predict contact; this is done in Section 6, +3.5.2. The
prediction can be based on some of the factors underlying contact, ‘such as distance

between speech communities, population, relative distance from the center, and so _

on. The advantage of predicting from these factors is that they can 'bé measured
from maps and census data before going’ into the field. Predictions can also be
based on overall attraction®and motivation relations computed from the raw data
(Section 6.1.2.3). When prediotions are based on general patterns observed over the
whole system, the estimated values may turn out to ba batter than the observed ones
for at least two reasons: (1) the predicted values may afford a more refined
measurement if the original scale had only two or three discrete levels, and (2) the
predicted values may smooth over gross measurement errors in the raw data. The

Santa Cruz Island data give evidence that contact pnedicted on the basis of overall”
attraction and motivation relations is a better predictor of intelligibility than

the raw pairwise contact measurementa (Section 6.3.8

& . -

Models for predicting interaction and contact are not new to social: science.
They have been used by sociologists to explain human ‘interaction for nearly one
hundred years. Gerald Carrothers (1956) gives an extensive historical. review of
what are probably the most promising models, "gravitational" models. Quoting from
Carrothers (1956:94): - L : .

’ ’
a . 13

In general terms, the gravity concept of human interaction postulates
' that an attracfing force of interaction between two areas of human
-activity 1is created by the population masses of the two areas, and a-
friction against interaction is caused by the intervening space over which
the interaction must take place. That is, interaction between the two
centers of population oonoehtration varies directly with some function of
the population size of the two centers and inversely with somo funotion of-
the distance between them. . .
This is, of course, nothing more than an analogy to ‘Newton's law of universal
dgravitation. The direct analogy- to Newton's law is stated mathemntically as follows
(Carrothers 1959: 95)

¢ . . Sy
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Following the' analogy from physics, the energy of 1ﬁteraction between the tyo

communities would have 'given by multiplying the force .times  the distance. The
result would have simply the distance, rather than the distance squared, in the
denominator. For the distance term, not only geographic distance but also

linguistic distance could be used, to predict interaction. This would be based on an
assumption that the greater the linguistic difference between dialects, the less the
interaction that might be expected. : N

The above formula predicts reciprocal interaction. Of more interest to us than
ocal 1interaction 1s one-way centact. In the sociological analogy to physics
thefe is such-a measure. It is termed "potent of population" (based on an
anAlogy %o potential energy) and was develdPed by Stewart (1941, Carrothers
56:96). It suggests that the potential for interaction of an individual at i with
the population of community j{, will be greater as the population of | 1is greater,
nd will be less as the distance between {1 and 1 increases. Stated mathematigelly.
the prediction of contact in these terms would be as follows:

, -
P
. - ' {Cy = 'ﬁj—
< | _— ) Dy

where, iCj = the potential contact of i with

* -

speech doﬁmunity J:

Pj = the population of community j; and’
- ) ,

D

E * Djj = the distance separating i and j.

’ . e

", In this formulation. the population of ] serves essentlaxxy 4s a measure ot the
attraotion of 3. The assumptioh 4s, the larger } is, the more. 1likely it 1is to

attract contact. If ‘we rewrite the formula to replace population with attraction,
the result is a more general model which can have wider application in predicting
language contact . ) :

Another factor can be added to the model; this is the motivation of group i to

have contact. The contact of i with the speech of community j does not depend

~solely on Ji's attraction, but also on 4's motivation to interact. Some communities
may be eager and outgoing; others may be cautious or reclusive.

Another refinement can be made to the model. When measuring the contact of one
group’with another, the distance between them can be measured relatively from the
perspective of the group which is making the contact, rather than in absolute terms.
The refined model for prediqting contact is therefore,

“w
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where, 1Cj -.the contact of community i with the
speech of éommunity bk
Aj = the attraction of commun#ty hE
= the motivation of coﬁmuniéy_l; and

1Dj_- the distance from 1 to j as:
perceived by i. \\'

There are many possibilities for specific faotors to plug into the model.
Distance could be geographic, or 1linguistic, or a combination of both. The

following factors could be used to estimate the attraction of a gﬂoup population
size, population density. nearness to the center of the dialect syatem.* or the
number of community “facilities located within that group.: Motivation «ould be
estimated as the inverse of any of the above factors. Thgt is, as the population of
the group 1noreases we might expect its motivation to make contacts to decrease.
As a group 1is nearer to the center of the dialect system, we might expect its
motivation to make contacts to diminish, and so on. Another source of estimates for
attraction and motivation are the.sums of‘the rows and columns of the raw data
matrices (Section 6.1.2.3).. It was already suggested that the sums of the rows and

.colums reflect the relative motivation and attraction of the dialects within the

whole dialect system.

Anobhor possible perspeotive on attraction and motivation surfaced in the
disousaio& of patterns of interaction (Section 6.1.2.2). There it was suggested
that - contact relations are the result of at least two factors, a need factor and an

attitude factor. The degree to which i attracts j could be measured in terms of i's
need to interact with i, and Jj's motivation to interact could be measured in terms

of 1ts attitude toward j{.
The possibilities are numerous and at this point no dogmas concerning the best
approach can be suggested. In the next section of this chapter some of the above

proposals are tested against field data.  These results serve to indicate the
potential of the- gonorll modol ) o
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6.3 Explaining communication on Santa Cruz Island

The models developed in Section 6 2 are now used to
Santa

explain ",communication} on
Cruz Island in the Solomon Islands. The island is about 30 miles from eng to
end and has a total population of around 3000. In 1977 ,I oconducted a dialect
intelligibility survey there following the method desoribed in Section 2.1 At the
same t ime, Richard Buchan conducted a 1exicoetatistic survey. The resulfs of bpth
are reported in Simons 1977a /
_ The organization of thie study is in seven parts. Section 6.3.1 reviews the
data. Section 6.3:2 is an analysis which locates the c¢enter
#ialect system.
models for explaining

of the Santa Cruz
Section 6.313 reviews the statistical methods used to evaluate the
comqunication
different models

Then 1in Sections 6.3.4 and 6.3.5 mahy
for explaining communicatioh are proposed and tested. Sectidn
6.3.6 summarizes®the successive refinements which were achieved at different stagas
. in the modeling process. Finally, Section

6.3.7 draws conclusions, both of*
specific nature for explaining communication on Santa Cruz Island and of a genera
nature for explaining communication elsewhere in the world.

6.3.1 The data

A complete

description of the data for'this etudy and all the data tables are
found in Appendix 2.1.
contain.

At this point I give only a brief review of what
found.

the data
The numbers in parentheses refer to the Appendix in which the details are

| 4
Intelligibility was tested in thirteen
These

villages
thirteen villages

during the dlalect survey.
represent the main dialects on Santa Cruz Island
first place, three items of information about each
given: the villages

In the"\
of the thirteen dialects are
which comprise them (2.1.1), th
(2.1.2), and the density of population of the dialects (2.1.4)
consist .,

.‘ \

the population of the dialects :
of ,pairwise measurements of
measurements include

: .4). The remaining data |
relationship between the dialects. Thede . '
: the geographic' distance between the dialects measured as
traveling time (2.1.3), the lexical
percentagee

similarity between the dialects measured as
cognate percentages (2.1.5), the lexical distance between'the dialeots
of non-cognates (2.1.6),
‘as described in Section 2.1 (2.1.7),

local opinions about intelligibility (2.1.8),
the contact of dialects through yearly church festivals (2. 1.9), and the contact of
dialects through marriage ties (2. 1.10). Geographic and lexical distance are
neasured relatively as well as abeolutely. In Appendix '2.1.11 a complete matrix of
estimated tntelligibility is given. The estimations are based

predicting model developed in Section 6.5

¢ on . the fggal-
6.3.2 The cehter of the Santa Cruz dialect syetem
" Theé centbe{ity of a 'di(lect can be measured in several ways It could be
seegraphically central, - It could be a ocenter of population,
linguistically  or cultUrally central.
defining a center.

It ocould be-
All these factors must be considered. in
Ideally the evidence from' many aspects
¢onverge on a single answer.

.aspects. of ‘centrality will
For Santa Cruz Island it does ! :
rd

The center for the Santa Cruz dialect system is Mbanua (BAN).

The evidence is
ch the first and second most central dialects
a presented in Appendix 2.1.

measured as \
the intelligibility between dialeots measured ‘



Data - : .- Elrat
Population bAN’/\
Density BAN LWO

Geographic distance " PAN NEP
Lexical distance . LWO. . BAN

* Intelligibility opinions BAN, LNO, NEP, MAT, VEN (tie)
Festival attendanoe BAN - LWO "

- Marriage residence BAN ( LWO

The following criteria for defining ocey oﬁ@ were usied: "for population and dSnsity.
the greatest population and density; Jjor geographio and lexical distance, the lowest
average distance;: for opiniona, festi¥als, and marriage, the greatest attraction.

- The evidence clearly paints to/Mbanua as the oentral dialeot. A.rurther bit of

evidence which has not yet beey/ mentioned also conours.- This is the evidence of

community facilities. Most of ¢he .dialeots are self suffiolent in terms of
churches, stores, and’ primary//schools.. * The one fadility which influences
-interaction on an island-wide sgfile is the administrative headquarters for the whole
Eastern Outer Islands/oounotl Fea' of the Solomon Islands. At this- headquarters are
located the only hospital, govgrnment offices, post offioce; 'police station, and
airstrip for the is)apd. 'Thﬁ/najor ship wharf is there as well. This institutional
genter is located ?idway be;/.en Mbanua and -Lwowa. ‘ '
In Section 6.5 when pfodels which predict contact on the basis of distange from
the center are ;dstod, t //data used are the distances of the dialects from Mbanua.
These are found in App dix 2.1 by taking the BAN columns of Table 2.1 (geographic
distance) and Table 2.nf«lexioal distance).
{ ¢ -

-

méthod.

~ Unfortunately/ the statistical methods used in the analysis of lexical
similarity and ‘i{itelligibility (Chapter 5) are not applicable to these data. This
is because intelf:gibilitj was nmeasured on a discrete point scale, rather than on a
ywntage sbale. This results in two reasons why tlhe least-squares
methods of corrglation and regression analysis used previously are not applicable to

the current andlysis: (1) the techniques are #not, appropriate for ordinal scale

variables,. d (2) the funotions which predict intelligibility are step functions
rather than Ainear functions. ' , ' e
St sticians diatinguish between ordinil level of measurement and 1interval

Of measurement (Stevens 1946). When a variable is measured on an ordinal

i @y-4t- ta-nigher-- 4R value than some categories and lower in vélue than the
#est. However, ordering is theé only mathematical property of such a measurement
scale; relative distance between categories.is undefined. On the other hand, whenh a
variable is measured on an interval scale an additional property characterizes the
noaauromlnta. Not only are the' categories ordered; the distances between the

attendange, and marriage ties) are measured on an ordinal scale. The techniques of

-

measured on an interval'scale. o

" oategories are defined in terms of fixed and squal units. Of the data desoribed in
Seotion 6.3.1, half of the variables (intelligibility, opinions, church festival.

aorrelation and regréssion analysis used in.Chapter.5 require that the variables be .

§:

, each category has a unigue position with respect to the otHer ocategories.




122 ' ‘ '

. \ ) ’ ' €
In a 1linear function some amount of.change in the independent vaqiable always

results in a pryportional amount of change in the dependent variable. In a =atep
function, change in the independent variable does not always result in change in the
dependent variable. Rather, the dependent variable holds a constant value for

specific ranges of the independent variable, and when the dependent variable changes
it does so-suddenly rather than qFadually When a step funotion 1is plotted on a
graph, the appearance 1s that oY‘ a flight of stairs. Figure 6.3 illustrates a
linear function and a step function.' The techniques of correlation and regrepsion
analysis used 1in Chapter 5 apply when the underlying funoction is a linear one. In .
the current data, since 1ntelligibillty 1s measured on a four-point séale, functions .
which predioct intelligibility will be step functions. Even the non-parametrio

oorrelation techniques (such as Spearman or Kendall rank-order correlations) vhich
require no assumptions of linearity or interval scale variables do not handle step
functions. With these techriiques; a perfeot step function ylelds less than perfeot
correlation. T

. For the two reasons just presented, it was necessary to use different methods -
of evaluating models for predicting intelligibility on Santa Cruz Island. In the
previous chapter, the percentage of explained variation was the main measure used té
evaluate the adequacy of a model. Here, the percentage of predigtion 4§ggunagx is
used. This percentage 1is based’" on the ratio of prediction acouracy." In the
Simplest case, this ratio would be obtained by dividing the number of correot
predictions by the total number-of predictions, which equals the number of cases.

- However, in this formulation mo account is made for’ how far off the incorrect
predictions are. It would be good to distinguish between models with the same ratio
-0f 1nocorrect predictions but in.which the errors are small in one mddel and large 1n
another. The rationale here is that if administrative decisions had to be based on
one of the two models, it would be better to use the one with the smaller errors.

To do this, the number correct predictions is decremented for prediotions which
are very wrong. -In e-Santa Cruz study understanding is at one of three’'levels:
full intelligibility, partial intelligibility, or sporadic recognition. When a

prediction is incorrect it can be off by one level or at most by two levels. When a
prediction 1is off by two 1levels, one 1is subtracted from the number of correct
predictions. Thus the ratio of prediction accuracy becomes,

¥

ratio of prediction accuracy = .

W‘w ' = - - "
total predioctions “
The same relationship can be formulated in another way using the conéept of
deviations. When a prediction is oorrect, the deviation from the measured value is
zZero; when it is off by one level ‘the deviation is one; when 1t 1s off by two

levela, the deviation is two.  The following formulation is therefore equivalent to
the preceding one: ’

ratio of prediction accuracy = . _ .
\
_> ' ‘total predictions - sum of deviations -
g total predioctions
The percentage of prediction accuracy is then obtained by multiplying }he ratio by
one hundred. ) ) ) -

3
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Figure 6.3 A linear functioh and a step function
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In the previous oha;xer, the computational method of least squares wag used to
find the regression line and thus define the parameters of th ~\ In this
analysis, since those techniques are not appropriate, the step functi which Dbest
fits the data is found by inspection. First, a scattergram of the dat plotted?
Then the cutoff points for the steps are 1located such that the percentage of
prediction accuracy 1is maximized by minimizing thd sum of the deviations. After
fitting the step function, the sum of the deviations'is totaled and the ratio and
percentage of prediction accuracy are oomputed The many scattergrams in Appendix
2.2 1illustrate the technique. ‘

Tests of significance are used to compare the accuracy of different models.
The exact ratios of prediction accuracy are compared with a two-by-two chi-square
test. Two types of tests are used. A two-tailed test 1is used to test the
hypothesis that two ratios are unequal when there is no reason to suapect whioh one

should be greater. A one-taile st is used to test the hypothesis that one
_partidular ratio i:luzégptf%;iﬁfly greater than or less than another one.
(One-tailed tests are: S used unless specifically stated otherwise.) The result
of the one- or two-tailed chi-square test is a significance level. The significanqe
level is the probability that the two ratios are actually equal and that the
observed difference could be due to chance alone. If this probability is very low,
then we feel safe in accepting the hypothesis that the ratios are actually different
(and that one is greater than the other in the case of a one-tailed test). Social
scientists generally agree on the .05 level as being significant. When accepting a
hypothesis at the .05 level, one is saying that there is no more than a one 1in
twenty chance that it 1is wrong. JIn the discussions which follow, differences at
the .05 level or better will be called "significant". Differences at the .01 level
or better . .will be called "very  significant". Differences at the .001 level or
better will be called "highly significant". Occasionally differences just over
the .05 level will be referred to as "nearly significant®.

-V 6.3.4 Single variable models

In Appendix 2.2 the scattergrams and the best fit step functions for single
variable predictors of intelligibility are given. Six single variable predictors
are tried: geographic distanoe, lexical similarity, opinions about intelligibility,
church festival attendance, marriage ties, and predicted marriage residence. The
aoourao¥ of these single variable prediotors is summarized in Figure 6.4, In this
table, 'the percentage of prediction accuracy for the single variable predicates is
given in the "With model" column. In parentheses, following the percentages, are
the exact ratios of prediction accuracy. This format is followed in all remaining
tables: percentages followed by the exact ratios. In the first column of numbers.
in the table, the percentﬁip of prediction accuracy for the worst case model is
given, This is the minimum percentage of accuracy that would be obtained if the
relationship between intglligibility and the predictor were due to chance alone and -
not to any correlation belween the two. In every case, the worst case occurs if the
model predicts full intelligibility for all values of the independent value. This
i1s because there are many more cases of full intelligibglity than of the other {wo
levels. Since the strategy in finding the best fit step ¥ function is to maximi
prediction acccuracy, 1t can never be Qorse than what would be given by prediocting
only full intolligibility )

Note that in every oase; the prediction aoouréoy for the model is greater than
»the worst case. The final column of the table gives signifiocarice levels for tests

on the hypothesis that the single variable models are significantly better than
chance associations (that is significantly better than the worst case). Three of

) _ . 1.-)).') . | “
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Figure 6.4 Single variable predictors’ of inteiligibllity

Pradictor Chance alone With model Significance
, o , (worst case) - of improvement
lGeogeaphic distance 568 (44/78)  67% (52/78) .09
Lexical similarity  'se% (44/78) 773 (60/78)  .003
opinions . . .  sés (44/78) . 77% (69/78)# " .003
\ Fes;iv$1 attendaace : 61% (35/57) 79% (45/87) . .02
J"Marriage ties, _ 56% (44/78) 58% (45478) l:4

Marriage residence 56% (44/78)  62% (48/78) - .26

r

"thé predictors are 77% to 79% accurate and are detinitely ~ signifioant: lexical ,

sipilarity, opinions, and festival attendance. Two are definitely not significant:
marriage ties and marriage residence. The sixth predictor, geographic distance, 1is
in a middle range where it is nearly significant. 1In the remaining figures 1in this
chapter, significance with respect to the worat case is not computed .in the tables
because in every. case the results are significant. .An  acocuracy of 69% 1is
significantly greater than the worst case of 56% at the .05 1level (computed on
" ratios with a denominator of 78). ' ’ '

' When the relations of lexical and geographic distarnce are made nonsymmetric by
. considering distance relative to. the system, the result is a significant
“lmprovement in prediobien accuracy over the symmetric measure of absolute distance
in Figure 6§H. This 1s shown in Figure 6.5. The ocolumn of significance figures
- 8hows that 'the increase from 67% to 83% prediction accuracy for geographic distance
" is very signiffcant. The increase from 77% to 86% for lexical distance is only
‘nearly significant .at " the ,07 level. However, the overall effect of measuring
distance as relative rather than absolute (which 1is obtained by summing the results
for geographic and lexical distance) is an increase from 72% to 85% which is highly
significant, . . '

Inspection of the aoattergrum:*and‘atep functions for relative lexical and

geographic distance (see the last three scattergrams in Appendix 2.2) shows that

‘relative geographic distance is a better predictor of intelligibility in the 1low'
intelligibility range while relative lexical distance is a better predictor in the

high intelligibility range. That 1s, the gredtest number of incorreat predictions

for:relative geographic distance are underestimates when-measured intelligibility is
"rul} intelligibility" and the greatest number of incorrect predictions for relative.
lexjical distance are overestimatas when measured intglligibility 1s "sporadic
recognition®. Since the strengths and weaknesses of the two different models are
ocomplementary, it follows that a combination of the two predicting variables might
balance the weaknesses and yield a.better prediction. This is indeed the oase. An

PRI DN
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\ ‘ \ ' '
Figqre 4.5 Absolute, relative, and composite distance

Absolute Relative Cdeosite;

Geographic distance 67% (52/78) 83% (65/78) . 90% (70/78)
Lexical distance p 77% (60/78) 86§°(67/78) 230%‘(70/78)

Overall 72% (112/156) 85% (132/156) 90: (70/78)

-

Signifiéance of: : .

, Relative >  Uompowsite > Composite >
9bsolute - relative absolute
Geographic distance .008 - .12 .0002
Lexical distance - .07 .23 - .02
Overall .003 14 .00l

optimal combingtion of the two relative measures of distance would be one which
maximizes the prediction accuracy of the new composite variable. By iterating over
various weightings of the two variables at steps of one-hundredth, it was found that
the optimal combination is a combination consisting of U40% relative lexical distance
and 60% relative geographic distance. That is,

Composite relative distance =
4 X relative lexical distance +
6 X relative geographic distance

Figure 6.5 ‘shows that oomposite relative distance prediots 1ntelligibility with
an acouracy of 90%. This is an increase above 83% for relative geographic distance
and 86% for relative lexical distance. However, tests of significance show that the .
size of these increases is not - significant.  The total imprqvement from the
individual measures of absolute distance, howovor, to composite distance prove to be
very sigmificant for lex1o‘1 ‘distance and highly signifiocant for geographio
distanoe. )

n
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6.3.5 Complex models including linguistic similarity and contact

_ In the preceding section, simple models were - considered in . which
intelligibility was yiewed as a function of one factor, either linguistic similarity
or contact. In thip”section, complex models in which intelligibility is viewed as a
function‘or both similarity and contact are considered. The basic model has already
been introduced in Section 6.2.1. It is as follows, :

F ozl + C(100-L)
I = f(F)

First, 1linguistic similarity and ocontact combine directly to predict the
"linguistic familiarity", or F. The familiarity is a percentage estimate of what
portion of the dialect of the speaker is familiar to the hearer, sither through
similarity or contact or both. Second, intelligibility is predicted from the
familiarity. The function which maps familiarity onto inteliigibility is a step
function. When an actual model is specified it is necessary to make the function
explicit by stating the ranges of F for each of the values of J.

Only one measure of 1inguistic similarity, L, is available in the present data.
That 1is 1lexical similarity expressed as a percentage of cognates in basic
vocabulary. This measure will. be used  for 1linguistic similarity -in all
formulations. ' . “

The obJect -of the investigation in this section is to explore different
variables which can be substituted for the contact factor, £, 1in the familiarity

formula. First, measured values of contact are used. Then predicted values are
tried. The predicted values are based on the attraction and motivation model
presented in Section 6.2.2. Attraction and motivation are estimated first from

measured contact, then from population relations, and finally from distance to the
center of the dialect system.

In order to insure that the linguistic familiarity does not exceed 100%, the
contact factor must be limited to a range of zero to one. For 1instance, measured

contact through church festivals has the range zero to two. To adjust this variable
for inclusion in the familiarity formulq, the values need to be divided by two.

The situation \for a variable like geographic distance is not as simple. The
 values of that variable measured in traveling time range from 5 minutes to 830

minutes. Furthermore, in making the adjustment the valueq\must be inverted; that
1s, a high value of geographic distance implies low contact, and a 1low dtstance
implies high contact. _ _ _ f

THe method used is this. First examine the distribution of values to determine
the desired "minimum" and "maximum" values. These are not the true minimum and
maximum; rather, they are the value which is to adjust to zero, and the one which is
to adjust to one, respectively. For geographic distance, 830 is the minimum value.,.
For the ' maximum value, 105 was selected on the following basis: on the island, it
. Was observed that when neighboring dialect groups were within 105 minutes of
- traveling time, ‘contact was always so great as to give the appearance of complete
familiarity. The adjustment is made using this formula:

adjusted value z (original value - min) / (max - min)

Then if the.;djuqte¢ value exceeds one, it is set to one. If it is less than zero,

.
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1t 1is set ta zero, unless negative values are used to reflect negative attitudes
(they are not in this study). - The minimum and maximum values .for the scaling of all
contact variables are reported in Appendix 2.3.

6.3.5.1 Measured contaot ¢

Five differeht kinds of measuréd contact are substituted inta the familiarity
formula to predict intelligibility. The scattergrams, best-fit step functions, and
statistics for these five measures of contact are found in Appendix 2.4. The
percentages of accuracy for the five predicting models are summarized in Figure 6.6.

- In the\ top half of Figure 6.6,. the hypothesis that prediotions based on
similarity ang contact are more accurate than predictions based on contact alone 1is
‘tested. The first column of numbers gives the prediction accuracies for models with
contact alone; these are ocopiled from Figure 6.4. The next column gives the
prediction agcuracies for complex models -which ocombine the given oontact factor
with lexioca similarity. The final column gives results of the significance tests
on the hypothesis that the oomplex models are more acourate than the simple ones.
In all five oases the complex model has the higher prediction accuracy. In three
cases -- geographic distance, marriage ties,  and marriage residence -- ‘the
improvement 1is significant. The overall effect, obtained by combining all the
ratios in the columns, is a highly significant increase in prediction acouraocy. -

The bottom half of Figure 6.6 tests the \hypothesis that the oomplex models
combining similarity and ocontact give better predictions than the model based on
similarity alone. The first column of numbers gives the prediction _acouraoy for the
similarity model from Figure 6.4. The second column gives the prediotion acouraclies
for the complex models. The final column gives results of .the significance tests on
the hypothesis that the oomplex models are more accurate than the similarity model.
. In only three of the five cases is there Any inocrease in acouracy, and this is never
significant. The overall effect, as well, shows no signifioant improvement of the
oomplex models based on measured contact and similarity over the simple | similarity
model.

-
3

6.3.5.2 Predicted contact - ‘

Predicted contact 1is calculated for seven different factors. The first three
are based on overall attraction and motivation measures for opinions about
"intelligibility, ochurch festival attendance, and mariiage reasidence. The remaining
four are based on population, density of population, geographic distance from the
center of the dialéct system, and lexical distance from the center. The basic
formula for predicting contact is the one developed in Section 6.2,2: -~

S

Attraction is estimated by the overall attraction, the population or its density, or
~the inverse of the distance from the denter. Motivation is estimated. by the overall
motivation, the inverse of population or dengity, or the distance from the -center.
Five different measurements of distance are used: absolute and relative geographioc
distance, absolute and relative lexical distance, and composite relative distance
(six-tenths geographic and four-tenths lexical). The method in which each of these
variables was 3caled to a range of zero to one is given 1in Appendix 2.3. .The
distance measures were actually inverted and then scaled. In this way, predicted

"contact becomes the product of attraction, motivation, and inverted distance. Since
the three component variables range from zero to one, ‘the resulting predicted value

[}

Contaot = (Attraction x Motivation) / istanqe.
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Figure 6.6 Measured contact ¢
’ 7/
Contact variable Contact Aloﬁe ‘With - similarity Significance
' : - | of improvement
Geographic distance '67% (52/78)  78% (61/78). .05
Opinions _ 778 (60/78) 83% (65/78) .16
chti;al attehdanc; 795 (45/57) 84% (hb/S?)_ .23
Marriage ties 58% (45/78) f4%~(58)78) .01
Marriage residence 624 (48/78) 7173 60/78) - .02 |
. _ : - :
Overall | 68% (250/369) 79% (292/369) .0002\
. | \ | . : |
Contact variable Similarity alone With contact Significance
: of improvement
Geogfdphlc di#tance 775'(60/73) 78% (61/78) .43
opinfons 77y (60/78) \ 83% (65/78) .16
Festival aﬁponéance 77% (60/78) . B84% (48/57) }15
Marriage ties ;' 77% (60/78) 743 (58)78) *
. Marriagﬁ residqnée " 775_(60778) o 77§ jCO/ﬁB)- .50
Overall C 17 (60718) 798 (292/369)

.33

t

* Since the socond column is lowor, tho significanco of the-

hypothcsis that the socond column '1 {groatgr- cannot be -

tested. - | : " N
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Of contact 1s guaranteed to range from zero to ona.

: -
[ *

For each of the seven variablps eighteen dirferent sets of contact prediotions
were made. . These eighteen sets sare orgapnized into two. interseoting dimensions

oontainingfthree and six members. The first dimension represents'the numerator of

the contadt formula. ' Three different numeratore,are_tried attraction alone,
motivation alone, and attraction times motivation. The second dimension: 'represents
the denominator of the  contact formula and six different denominators are tried.

The first is a constant value of one which has the effect of leaving distande out of .

the formula The ‘other.five are the five types of distance already mentioned. The
results of- the . eighteen Fyets of prediotions ror the seven variables are given in
full in Appendix 2 5. . . ;o .
: The purpose of tryihg so many possible ways to: prediot oontaot is to test some
hypotheses about which kinds of predictions are better and‘whioh are wyrse. The
rellowing hypotheses are tested: o . s .
: W ' ‘
1) Relative distanoe prediets better than absolute distance,

(2) Relative distanoe predicts better.than no distanoe; " e : 0

’

(3) Composite distance prediots better than either measure of relatiJe ,1
- distance alone, ) Y ' : . :

H

(4) Attraotibn and. motivation togethen prediot better than either alone,

v

) . K
(5) Predioted oontaot prediots better than measured oontad! ’

\

-

(6) Contadt prediotions based on indireot measurements are equally as

aoeurate as thase basad on direot contact measuréments ‘made in ﬁhe -

field. : o C . ) - | >

ER .
R

As 1is shown ‘in the following paragraphs hy%otheses (1). (2), (5), and (6) can. be f_

accepted; (3)’and’ (H) cannot. g0

?
¢

The first hypothesis, that relative distanoe in the denominator of the gontaot

formula is a better prediotor than absolute distance, is tested in Figures B 7 and

6.8 Figure 6.7 tests the hypothesis for .geographic . distance, while Figure 6. 8

‘tests it for lexical distancd. The two figures are otherwise ‘complétely patallel in

their layoyt. The ratios on which' the predictiqh acouracies are computed ard the

pooled results of the three different fdumerators for the ocontact equation:

attracbion alone, motivation alone, and -attraction, t imes motivation. ‘Thus the
atios are the sums of the oolumns in the tables of results -in Appendix 2.5,

In Figures 6. 7 and 6.8, the first column 'of ° numbers..gives " the prediotionvf

aqeuracy for absolute distance .models - while the seoond“ column gives them for

relative distanoe models. ~The 1ast ocolumn giyes the: signirioanoe levels. . for. .
aooepting the hypothesis that the peroentages in the seoond ‘column-.dre greater than
those in the first.. .For both geographic and lexioal distange, the peroentage of!
accuracy for relative distance models is always greater than for .absolute distance

models. Fdr models based on Opinions and.lexical' distance from the cenhter it 1is

also always - signirioantly s0. . For .population density, and marriage residenoe,m _
however it is not. For festival® attendahce’ an& geographio distance from the .
‘center, -‘the increase is nearly signiriéant For both. geographid and lexical
distance the overdll increase in- prediotion acouraoy (obtained sby summing the
", ,{ o s ‘cL S K ‘ i_‘i -t, :
: . R B ‘ g
1 \ ' A\ 30 "‘
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Figure 6.7 Absolute versus relative geoyraphic distance ) s
\ . N . .

»

~ . ,
A and M predictor Absoluyte . Roi@tivo Significance:
- . distance . distance ' of improvement
Opintons . 78% (182/234)  89Y (2087234)  .0008
Festival attendance = 76% (130/171) 82% (1417171) .07
~Marriage residence  75% (175/234) 80% (187/234), .09
Population 78% (183/£234) 81 (190/234) .21
Density - 79% (186/234)  81% (190/234) _ .32
Geographﬁc cinger 80% (187/234) 85% (500/234) .06
. Lexical center  81% (189/234) 87% (204/234) .03
- _ | | . AL
- . Overall 78% 8ay: . .00003
AR (1232/1575) (1320/1575) S
A o [
w S -
‘ Figure 6.8 AEso}uto versus relative lexical diptancd
’ A and M brodictor | Absolute ' Relative slgniticahco
- distanco distance -of -improvement
Opinions . 80v (188/234) ;90\ (211/234) - .001  °
 Festival attendance  78% (134/171) Boas (144171 .08
e Marriage residence 784 (182/234) 824 (191/234) .15 |
~_ Population 78% (182/234) 81w (189/234) . .21 R
. Density . 79%:(186/234) . 83% (194/234) .17 o
Geographic center . B0V (188/234)  87% (2037234) .03. .
, “Lexical:center - 82% (193/234)  88% (206/234) - .08 Y
FA 0 overall . sos | 'QaSt .. .00004
R - - (1253/1575) "41338/1575) 3
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columns) is highly sighificant. Thus I accept the hypothesis that relAtive distance -

in the denominator of the ocontact formula 1is a better predictor than absolute

. distance.
4

The second hypothesis, that relative distance in the denominator of the contaoct
formula is a better predictor than no distance at all, is tested in Figure 6. 9. In
that figure the test against relative lexical distance is shown. A test againat
relative geographic distance would have very similar results. The table parallels
Figures 6.7 and 6.8 1in its construction. The results in the significance ocolumn
show that in only two cases was the increase not significant, but only nearly

significant. - The overall increase in prodiction acouraocy is highly significant and
I therefore acoept the hypothesis,. :

®

Figure 6.9- No distance versus relative_lexicalfdistanpo

. : & .
A and M predictor ) *No " - Relative Significancp'
' distance distance of improvement
< ®
Opinions 82% (193/234) 90% (211/234) .008

Fostival attendance 76% (130/171)  84% (144/171) .03

#

Marriage residence 708 (164/234) 82% (191/234) ..002

population _ I 73% (170/234) 81w (189/234) . .02
oensi;y 74% (175/234) 838 (194/234) - .009
Geographic center 82% (193/234) . 87% (203/234)  .10_
Lexical center '83% (194/234)  88% (206/234) .06

I Overall . 178 - _ éi" - .0000001
- - (1217/1575) (1338/1575)

«

'The'ihird"hypbthosis that composite relative distance in the denominator of
the contact formula is a better.predictor than either rolative geographic or lexical -
distanoe alone, 1is tested in Figure 6§.10. The three columns of numbers represent

" the three different measures Qf distance: relative geographic, relative lexical,
and composite relative. The ratios are based on a’pooling of-the results for the
three different numerators as before. Within the table there are no significant

- ¢ifferences. - Below the table, the results of significance tests.on the overall *
trends are given. The overall trend"is not even in the direction of the original

' hypothesis. - That is, relative lexical distance turns out to have s higher overall
prediction acouraoy thnn oompoaito ‘distance. Therefore, two-tailed tests of
significance are mpde. Thono test the hypothesis that the prodiotion«aoouraoies are

“at all diﬂfcront without spooifyins the direction of the difforonoo. In ‘the besat

-’

: . |
. ¢ 1 ? . -
LA p . .
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ocase, wé would be wrong 38% of the time if we suggested that relative geographioc and
relative lexicsl distance gave different results.” There is no basis for acoepting a
hypothesis that any one of these three measures " of distance gives significantly
better resa&ta than the other two. . i

The (rourth hypothesis, that modola with'attrlotion‘tié:: motivation in the
numerator of the ocontact formula_ are. better predictors than models with Just.

~attraction or just motivation, is tested in Figure 6.11. The ratios in the body of

4he table are based on a pooling of three models: with relative geographic distance
in the denoaminator, with relative 1oxioa{ distance, and with relative oomposite
distance. These are. the best models: the ones with*absolute distance and no
distance are not included sinoce they have been shown to be, significantly 1leas
‘accurate. In the overall treng, the attraction-times-motiration models prove to
have the highest ratio of prediotion acouracy. The tests of significance show that
the increase - over models -of attraction alone is significant, .but only at the .0%
level. The increase over motivation alone models 1is not significant. Looking
within the.body of the table, it is apparent that there is no strong trend. In one
case the attraction alone model is the best and in two clises the motivation alone
models' are the best. 1In only four pairs of models is one significantly less than
the other. 5;Ebaction alone for opinions is significantly less than the other two
opinion models, "and motivation alone for festival attendance is significantly less
than the other two. The results are thus largely inconclusive. :In 1is not possible
to oconclude that any particular oombinqtibn of attraction or motivation or both
ylelds better prediction adouracy in general. "

The fifth hypothesis, that' ‘predicted ocontact is a better predictor than

"measured ocontact, 1s tested in Figure 6.12. “There are only three contact factors

for which the acouracy of measured and predicted - values can be compared. The
percentages and ratios of prediction accuracy for measured contact are copled from
Figure 6.6. The figures for predicted contact are taken from Appendix 2.5. - For
each of the three contact factorg, the most accurate model is chosen to fill in the
predicted contact column. Comparison of the columns shows that in all three cases
the acouracy with prediocted contact is higher than with measured confact. In the
case of opinions-it is significantly higher; iR the case of festival’ attendance it
is not; in the case of marriage residence it 1is nearly so. The overall trend shows
that predicted contact raises the acouracy from 81% to 89% which 1is a significant
increase at the .02 level. ’ . ‘

The sixth ‘pypothosis, that contact predictions based on indirect measurenments
dre equally as accurate as those based -on direct measurements in the field, 1is
tested in. Figure 6.13. For each of the seven contact factors, the best model from
the tables in Appendix 2.5 is chosen to represent it. The seven fact are grouped
into three categories and overall acouracy for each ocategory is ogigutod. The
overall accuracy forr direct predictions based on measured contaot is 89%, for
indirect predictions based on population statistics it is 84%, and for 1indirect
predictions based on distance from thed center of the dialect system it is 88%.

The percentages for overall direct predictions and overall distance from center
predictions are nearly equal. A two-tailed test is used to test the hypothesis that
they are equal. .The result shows that the probability that they are the same is
98%. The oconclusion, therefore, 1is that the . models using indirect ocontact
predictions based on distance from the center of the dialect system are equally as -
aoourate as the modgls which use direct ocontact predictions” based on fleld
measurements of - contaot, The prediction acourscy for predictions based on
population statistics is less than for the other two categories. Thus tests were

! o 1 :} {_) v ’ -

-0
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Figure 6.10 Composite ve;sus single relative distance
. LY ' )

Geogr;ph;c .;2 Lexical Composite
opinions  89% (208/234). 90% (211/234)  90% (210/234)

Festival atterdance 82% (L41/171) 84% (144/171) 83% (142/171)
Marriage residence 80% (187/234) 82% (191/234) B0 (188/234)
Population . 81% (190/234) 81% (189/234) 82% (191/234)
Density 81% (190/234) 83% (194/234) 818 (190/234) .
Geographical center 85% (200/234)w‘8707(203/234) 868 (201/234)

Lexical center 878 (204/234) 88% (206/234) 87% (204/234)
overall '  84% 85% ‘ 84y

(1320/1575) (1338/1575) = (1326/1575)

Significance tests on overall trends (two-tailed tests):

Geographic ¥ texicéfy .38 ' T
¥ : B éomponite ¥ Lexicall . .56 Lo
. Geographic ¢ Composito .78
. . . 4 ‘
) s . - ~
.‘j h
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‘Figure 6.11 'Attractlon_and motivation

.ﬁ.‘.
, Attraction Motivation. Attraction and
* alone ' - alone "~ motivation
A - _ : . : . ’
‘' opinions 86% (202/234) 91w (213/234) 91% (214/234)
Festival attendance 86V (147/171) 79% (135/171) 5% (145/171)
Marriage residence 79% (186/234) 83% (194/234) ' 79% (186/234)
Population 81% (189/234) 82% (191/234) 83% (195/234)
Density 81w (189/234)  81% (190/234) 83% (195/234)
Geographic center  85% xﬂ9§/234) Zm7\ (203/234) 868 (202/234)
Lexical center '85% (199/234) ' 88% (206/234) 89% (209/234)
Overall 83s% - 85% - 85% -
. (1311/1575) (1332/1575), (1346/1575)
T q . n ~ . . . "
“ $ ) . . _
, « Slgnificance tests for overall trends:
Motivation >wAttrac€19n - .15 . :f
A and M >_Mot1§at4on ' .24
. | A and M- > Attraction B |-
? . AR -
Figure 6.12 Measured contact versus predicted contact Q
- .
g o Measured | " Predidted Significance
. . ) | R of improvement.
Opinions .- 83% (65/78) 92% (72/78) 04
.- : .- 4 «
Festivals attendance 84% (48/57) 888 (50/57) .29 L
Marriage residence  77% (60/78)  '86% (67/78) © %07
. : . f | B
.- . . i . <G L e . o : . Cex ) . ‘
. Overall: L 81% (173/213) 89% (189/213) .02 : :

. .’
: gy v T . R .
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Figure 6.13 Direct predictions versus indirect predictions

.Direct predictions based on measured contact:

4 |

opinions- 928 (72/78) i\
- Festival attendance - . 88% (50/57)-K
- ] . :
Marriage residence : 86% (67/78) .
A .. . «
overall ‘ )ega (189/213)

. . .
Indirect predictions based on population statistics:

Population 83§'(65/78)

Y -4
. Density of population 85% (66/78)

Overall 84% (131/156) B

Indirect fredictlons based on distance from CQnter of
d alect system: ' :

1

. Geographic distance from center .87§ui68/78)

' Lexical dlstancg.from center 90% (70/78)

~
AN

OVera}l - , 88% (138/156)

Significance tests:

’ Y

N N . Tt
: Overall direct y overall distance from center " .98 ¢
. : ) . ' _ . (two-tailed)
0vera11 direct > overall population - . , . +09 .
' Oplnlons > ovorall population . - .04

' “Qyorall distance from center > 6vera1l populaﬁion T .12

l ' o
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made to see 1if they are significantly less accurate. The significance levels for
the tests are .09 and .12 so it is not possible to oconolude that the indirect
predictions based on population statistios are significantly less acourate than
predictions based on measured contact or distance from the center. However, a- test
of the best single model, the opinions model at 92% acocuracy, against the overall
aocouraqQy of population statistios shows -that they are significantly 1less acourate
than the best model. -

Thus far, no attempt has been made to combine different contaot factors in
predioting intelligibility. Obviously, contact has many facets and predictions

which simultaneously account for many aspects of contact, rather -than considering’

them only one at a time, should be better bredidtions. A simple way to use step
functions in making predictions which combine faotors is to select an odd number of
factors and for each case to predict the level of intelligibility indicated by the
majority of the” factors considered individually. (This method has the weakness that
1t d6es not consider the possible interaction of factors.) This is done with three
factors -- oqmposite relative distance alone, predicted contact based on opinions,
and predictéd ocontact based. oh lexical distance from the center -- for the Santa
Cruz data. In most cases, all three predictions agrée. Where. they do not, the
level estimated by two out of the three factors 1is taken as predicted
intqlligibility, THe resulting predictions are 95% accurate: More details on the
method used and a oomplete matrix of estimated intelligibility based on this
combined apptoach are given in Appendix 2.1.11. ° T

6.3.6 Summary of refinemerts

A summary of the refinements which have been made in Sections 6.3.4 and 6.3.5
to models for explaining communiocation is given in Figure 6.14. In that chart the
percentage of prediction accuracy for different types of -models are d}yen. The
arrows show the directions of refinement as new factors are combined to improve the
accuracy of ths models. ‘The numbers on the arrows are the significdnce level for a
test of the hy
the one at the tail.

. The 1initial models are single variable models. A model which explains
intelligibility 4s a funotion of lexical similarity alone 1is 7Y% accurate (from
Figure 6.4). Overatl, modéls which explain intelligiblity as a function of some
single factor of contact -are 72% accurate. This estimate is based on a pooling 6f
results from.opinions, festival-attendance, and marriage residence from Figure 6.4;
only these three are oonaidoﬁé&;én order to maintain comparability at further steps
in the development. These degrees of accuracy are significantly greater than' what
" 13 possible by chance alone. 77$'idcuracy for lexical similarity is greater than
56% for the - worst' ocase ( 4/78) at. .003 signifioance; 72% acocuracy for contact is
greater than 58% for the wor @“odse (123/213) at .00t signifiocance.

« .

-

When lexical similarity and contact are combined in a more ocomplex model to
explain intelligibiljity, the degree of accuracy increases to 81% (Figure 6.6). This
is greater than the accuracy for similarity alone by a confidence level of ,20°, and
greater than the accuracy for contact alone by .a confidence level of .01. The model

- used to predict intelligibility.yp,
-7 Taf(L+t(100 - L))

where represents the level of intelligibility, [ represents the' percentage of
lexical similarity, and £ represents the degree of contact. The ocontact measures

.
N , . . (

othesis that the model at the head of the arrow-is more acocurate than

- 2
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Figure 6.14 Summary of successive refinements to models
for explaining communication

ot 3 v it

Single variable models:

Lexical simi- Contact Absolute

larity alone alone distance alone
77% 72% ’ 72%
(60/78). (153/213) (112/156)
| .003
Relative
: Digtance alone ,
! .20 85%
(132/156)

[Distance measured rela-
tive to perspective from
within the dialect' system]

Complex
models:
lsimilargty and
"N measured*contact
81%
(173/213) . .12
.02
tv .
Similarity and ‘
predicted contact
89% = gss -
R (189/213) - i (138/156)
(Measured contact summarized " [Contact predicted ”
as overall attracgtion and by distance from
motivation within the o the center of the
dialect system] ' dialect system]) .

Combination of
three models
. 95%
(74/78) \




139

£ .
" ‘!"') 4

used as predictors in the single variable models were scaled to a range of zero to
one and then plugged directly into the prediction formula.

Another kind of single variable model tested was a model based on absolute
geographic or lexical distance between dialeots. Those models were 72% accurate
overall (Figure 6.5). When the measure of distance is refined by making it relative
to the perspective from within the dialect system, then the accuracy increases to
85% (Figure 6.5). This increase is signifiocant at the .003 level. :

A further refinement to models .for explaining communioation 1is to prediot
contaot rather than to measure it. The resulting models combine the threee single
variable predictors already discussed -- lexical similarity, measured oontact, and
distanoe -- and are 89% acourate overall (Figure 6.12). This acocuracy is greatgg
than the complex models Wsing meadured contaoct at .02 significance, and is greate
than the accuracy for mode iYh distance alone at the .12 level. The formula used
to predict contact is, : ’

C = AM/D

where C represents the hearer's contact with the speech of the speaker, A representa
the attraction of the speaker's group, M represents the motivation of the hearer's
group to have contact, and D represents the distance from the hearer's group to the
speaker's, Relative distance 1is used for the distance term. Attraction and
motivation are estimated by the overall attraotion and motivation of dialect groups
as indicated in the measured contact data. '

_ Another refinement simplifies the task of data collection with no signifioaﬁt'
loss in acouracy of the model. The same formula is used as in the predicted contact

models in the previous paragraph. The difference is that attraction and motivation M

are estimated by the distance of the dialects from the center of the dialect system.
This kind of estimation does not require the ocollection of pairwise contact
measurements in the field ag the method in the previous paragraph does. The overall
acouracy of these models which predict contact by distance from the center is 88%.
This is not significantly different from the accuracy of the estimates based on
pairwise field measurements (Figure 6.13).

A final refinement is to combine dIfferent contact factors in predicting
intelligibility. Since contact involves many factors, to consider different aspects

.in combination gives better predictions than to consider any one aspect by itself.

When this is done for the Santa Cruz data, the resulting predictions are 95%
accurate. : : - '

w

6.3.7 “Conclusions
6.3.7.1 Explaining communication on Santa éruz Island

Certain conclusions conocerning what explains communication on Santa Cruz Island
can be made from this study. First of all, the lexical similarity between dialects
is an important factor. By itself it ocan ocorrectly account for the level &f
intelligibility din 77% of the ocases. Secondly, contact between dialects, in -
combination with similarity, aocounts for half of the renaining incorrect ‘cases 1in
general (88% accurady, Figure 6.14) and over three-quarters of the remaining
incorrect caser in the .final combination model (95% accuthy, Figure 6.:14). '

The results give some indication of what aspects of ocontact are~\most _

. y
. >

e
- - .
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significant -in explaining- communication on Santa Cruz Island. Marriage ties and
predicted marriage residence turn out to be the lsast effective wesxplainers of
communication. The frequency with which dialects have contact at yearly church
festivals proves to be more effective. The significant increase 1in accuraoy of
relative distance models over absolute distance models indicates that a Santa Cruz
speech community's motivation to get out and travel long distances to make contact
increasses as its distance (both geographic and linguistiq) away from the other
speech communities inoreases. The success of the models which prediot ocontaot on
the basis of distance from the center of the dialect system suggests that Santa Cruz

Island .is indeed a centered dialect system. The interpretation of those models is

that the nearer a dialect is tc the center, the more likely it is to attract contact
and the. less motivated it is to go out and make contaot. Conversely, the further a
dialect is from the center, the more motivated it is likely to be to . go out and make
contact and the less 1likely it 1s to attract contact. The result”is a general
directing of oontaot relations in toward the oentor

6.3.7.2 Explaining opmmunioation elsewhere

This study of models for explaining communication on Santa Cruz Island suggests
at least three conclusions which could have general application: (1) the value of
local opinions about intelligibility, (2) the systemic nature of dialeot relations,
and (3) the potential of the modeling method.

The single best prediotor of intelligiblity turned out to be 1local opinions

about intelligibility. Many investigators have stayed clear of informant opinions.

because they are so open to a subjective element. At first glance the same
conclusion might be reached for Santa Cruz Island. Opinions alpne are only 77%
acourate at explaining intelligibility (Figure 6.4). I would attribute the errors
not so much to errors in the informants' judgments as to the clumsiness of the
method I used to measure opinions. I found it possible to elicit responses at only
three degrees of understanding with any consistency -~ understand all, some, or
none, Of course, degree of understanding covers a continuous range.  However, it
was possible to reoonstruot predigtions of a continuous nature from the original
opinions. This was possible when the whole island was viewed as a dialect system
and all of the.opinions about a dialeop were viewed as saying something about its
ability to attract communication and all of the opinions given by a dialect were
viewed as saying something about its motivation to communicate. Predictions based
on these refinements of the original opinions are 92% accurate (Figure 6.13); this
154 improvement 1is siggifibant at a .004 level. Refinements such as thése'qay in
general inorease the value of local opinions oonoerning 1ntelligibility.

.he key to explaining‘“ctgnun{oation on Santa Cruz Island 1s viewing the

dialects as ocomprisin dialect system. In the summary of the results given in
Figure 6.14, comments square brackets are placed at three spots 'in which the
system viewpoint plays a significant role. These are as follows: (1) The

‘measurement of distance as relative to perspective from within the system rather
“ than in absolute units (see Seotion 6.1.3) proved to significantly increase the
acouracy of single variable models (Figure 6.5) and complex models (Figures 6.7 and
6.8). - (2) The pairwise measurements of contact taken in the field -- opinions,
festival‘attendance, marriage ties -~ were made in terms of three or four point
discrete scales. = The degree of disorimination possible in predictions based
directly on these measurements is therefore not very great. However, when .the
individual pairwise measurements are viewed as being interrelated within a dialect
system, all of the\measurements concerning individual dialects can be summed to
.compute that- dialect's overall attraction and motivation within the .system.

S
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Predioctions bas;d on these attraction and motivation estimates are signifioantly
better than those based on the original measurements (Figure 6.12). Reldtions based

on the whole system may not only offer a more disoriminating measure than the
original data, they may also -serve to compensate for measurement errors in the
original data. (3) One of the charaoteristios of a dialeot system is that general
patterns of interaction can be explained in terms of common relations to a qenter
(Section " 6.1.4)., It was found that prediotions based on distance from’/the dialect
. center were as accurate as the predictions based on overall attraction and
motivation relations found  1in the original contaot measurements (Figure 6.13). A
model which explains communication in terms of relations to a center is one order of
magnituae simpler than one whioh relies on all of the pairwise relations 'in the
- system. That 1s, if there are g dialects, the ocentered model requires § raw data
measurements (the distance of eaoh dialect from the osnter) while the other model
uses n-squared raw data measurements (to fill in a square matrix of pairwise ocontact
, measurements). This increased simplioity is significant not only because it reduces
the oomplexity of data and model descoription, but it oould also reduce the.
complexity of data colleoction. -

A final oonclusion regards the potential of this modeling appraoch. Three
models based on a single contact factor were 90% accurate or better: one based on
composite relative distance alone and two complex models with predicted contact
based on .opinions or 1lexical distance from the center. When three factors were
combinediby taking the level of intelligibility predicted by at least two of the
three factors, . 95% accuracy was achieved. When the accuracy of intelligibility
predictions based on linguistic similarity and .contact begins to exceed 90%, one
begins to wonder if the measured intelligibility ‘data themselves are 90% acourate,
When predictions are that acourate they become useful iNdices by whioh to evaluate
the measured’' intelligibility. Of course, in this study, prediction acouracy was
measuted by comparing the predioted values to the mgasured values. Thus we could
not have done anything without the intelligibili{sy measurementa. However, this is a
pilot study. As we oome to better understand the workings of dialect systems
through further study, it may become possible to one day predict ihtelligibility,
even without .first measuring it, with an acouraty greater than that with which we
could have measyred it. ' '



. \ ~© APPENDIX 1
‘ - COMPLETE DATA FOR THE

STUDY OF LEXICAL SIMILARITY AND INTELLIGIBILITY

1.1 - Sources of dgta ’

For each set of data six items of information are given: the source of the
,intelligibility data, a brief note on the method of intelligibility testing, th ¢
"type of adjustment used to control for intelligibility measurement error (Section °

5.2.4), the source of the cognate peroentages, the type of word list used, and the
correspondence of three letter mnemonic codes to village or dialect names. The ten
studies are considered in alphabetical order of . the name by which they are
referenced. ’ ' < : i R '

(1) Biliau - Biliau is spoken in the Madang Province of Papua New Guinea. The
dialeot survey was oonducted by myself and my wife, Linda, -in 1976. The
inﬁblligibility testing’ followed the method of Casad with two exceptions: the
questions were asked in the trade language and tests were administered to groups as
well as to individuals. The raw intelligibility scores are adjusted by the hometown
method. The word list used was the Swadesh 100-word list. The correspondence of
mnemonic codes to village names is:

BIL = Biliau : .
, YAM = Yamai | .
N ‘ ' SUI = Suit

., . Unfortunately, the data here represent only the results of a pilot study; sickness
! prevented the completion of the full survey. Neither the data nor the results have
‘ been published elsewhere. -,
/ (2) Buspg - Buang is spoken in the Morobe Province of Papua New Guinea. The
/7 survey of Buang. dialeots was conducted by Gillian Sankoff between 1966 and 1968. .
/ - The intelligibility and lexicostatistic data are taken from -Sankoff 1969. . The °
approach to intelligibility testing is similar to that of Casad though not as exact. ‘
Subjects listened to a test tape and then answered three questions about it in order
to Judge . comprehension of events in the story (see Section 2.2.4 for a fuller
desoription). A proportional aedjustment for subjeots is used to adjust raw,
- intelligibility scores.  The test list lUsed for lexicostatid comparison was a 162 -
’ ~ »item list comprising the Swadesh 100-word list pPlus a. number of oultural items ¥
- 8specdific to New Guinea. The correspondence of mnemonic codes fo village names is: -

BUW s Buweyew . R C

MNB = Mambump ' : - _ "

WIN « Wins ) ' Co
. CHI = Chimbuluk d

PAP = Papekene '

MNG = Mangga -

KWA = Kwasang

: .
. ] 1 1 . ' ] LS .
\ . ' ’ .
- "4‘ & ' \
. 4 A : '
Yo, " v L e I ) ’ . K - . .
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Although the intelligibility tests were administered in seven different villages,
only thHree dialects were used in test tapes ~- MMB, CHI, and MNG. Thus for four of
the villages tﬁero are no proper hometown scores. For these four the hometown score
for one of the other three villages is used as an estimate. The one used is the one
in the same dialect group, according to Sankoff's grouping into three 'dialevts.
Thus the hometown score for MMB serves also for BUW, the hometown score for CHI
serves also for  WIN and PAP, and the hometown score for MNG serves alsa for KWA.

- (3) Ethicpia - The data from Ethiopia oome from the intolligibilihy survey. of!

the Sidamo‘languages conducted by Marvin Bender and Robert Cooper (19T71).. The test
method consisted of playing the test text, then having the subJeots (who were school
children) answer multiple choice questions with four possible responsss about the
contents of the story. These tests were written, and were conducted -in the national
language. /| The method is descoribed in more detail in Section 2.2.4.

Sinc the tests oconsisted of choosing the correct one out of four possible
ahswers, /it is :possible that a group of subjects with no knowledge of & 1language
could score 25% correct simply by chance. Therefore, when subjects scored less than
25%, it can be assumed tha tze
first be adjusted to remove the chgnoce element. This is done by recomputing the
scores as the percentage of correct résponses above the chance level. The score for
correct responses above the chance level is given by subtracting 25§ from” the raw
score or by 0%, whichever is greater. The total possibls above the chance level 1is
given by subtracting 25% from 100%, or.75%. The percentage of intelligibility

. adjusted for chance is obtained by dividing the correct by the totgl possible and

_multiplying by 100. That is,
- adjusted for chance = max(raw 1;25’ 0) /75 x 100

The "raw" scores reported in Appendix 1.2 have already been adjusted in this way.
Bender and Cooper made no such adjustment; the technique was suggested by Ladefoged,
Glick, and Criper (1972:68). The adjusted scores for this set of data are further
adjustments on these raw scores. For this, the hometown adJustment was used

The ocognate percentages to accompany the 1nxelligib111ty scores ape found in °

- another source, Bender (1971). The word list used was the Swadesh 100-word list

with .modifications dictated by experienge 1n the Ethiopian field. Correspondenoe of

mnemonic codes to dialect names is:

(8] 1
. .

“~

ALA = Alaba
KEM 2 Kembata
HAD = Hadiyya >
SID = Sidamo . N
o ' DER =2 Derasa \
’ ' BUR = Burji-

+

. , .

< . 1 4 2
- .

(Ml’ Iroquois -~ The .1nteliigibility. survey hmong the Iroquols Iangdagos,
northeastern United States, was c¢onducted- by Hickerson, Turner, and Hickerson

(1952), Their method was basically one of text translation and the study has been

desoribed in more .detail in Chapter 2, Section'2.2.1. A proportional ad justment for
subjects was used to compute the adjusted intelligibility scores. The oognate
percentages are taken“ from Floyd Lounsbury (1961). The word 1list used for
comparison was the Swadesh 200-word list. Hickerson, Turner, and Higckerson tested
intelligibility among six dialects, resulting in 36 pairwise messurements. The

<L

\‘ ! . 14{) ' | _ . c.'.’

re was no comprshension. THus the raw scores must
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lexicostatistic comparisons by Lounsbury involve only four of those six dialects.
Within the set . of lexicostatistio qomparisons, the percentage for one pair of
languages (Tuscarora with Cayuga) is missing. As.a result, corresponding lexical
data were :found _for only fourteen of the thirty-six intelligibility measurements.

Ornly these fourtoen data- points are included in the sample. The correspondence of

mnomonio names to dialect codes ls:
. . SEN Seneca

oo : : , ~.. CAY = Gayuga X ‘ A
’ . oo .~ ONE = Oneida K |
. ' . TUS = Tuscarora

(5) Mazatag - The intelligibility sur@ey among the Mazntod disleots of Mexico
was carried out by Paul Kirk: The results of the survey were first published by,

Kirk (1970) -and then reprodubed.by Casad (1974:34-35, 47-49), The method used in

’ . the testing was the Casad method (Section 2.2.3). The - raw intelligibility scores

i are adjusted by the hometown method. The lexiooatatistio comparison of the Mazatec

dialeots was done by Sarah: Gydschinsky (1955). The Swadesh 200-word list - ¥as used
for the ocomparison. The oorrespondenoe of mnemonic-.-codes to village names is:

@

¢

- HUA = Huautla de Jimenez .
MAT = San: Mateo

MIG '= San Miguel

'IXC = Ixocatlan

.SOY ='Soyaltepec

JAL = Jalapa de Diaz

. @ ! , ST E .

(6) Bglxngaig - Intelligibility among the Polyriesian languages and dialects was
tested by Jack Ward (1962). The method of- 'testing used was a sentence translatign
test. A constant adjustment for subjedts was used to adjust- raw intelligibility

"scores.  The lexicostatistio comparisons were perrormed by Samuel Elbert (1953).
: The oomparisons are baséd on Swadésh's early ‘basio vooabulary of 165 - words- which
v " Elbert expanded to 202 words. The correspondence of mnemonic codes to language and
- dialeot names is: =, ' "
. ) , P . .
S : N - EAS = .Easter Island "
- . HAW = Hawaiian. L -
4 R - KAP = Kapingamarangi’ -
S o - MAN = Mangareva
MAO = New Zealand Maori ¢
- MAR = Marquesas-
_ * ° RAR =2 Rarotonga.
, - - SAM = Samoa . : B ‘
‘ T TAH = Tahiti = | LT ’
- . TON = Tonga ' -
R . . . TUA = Tuamotu
X, . : - UVE = Uve&,
\ | . | \

#) slgn;n - The 1ntelligib111ty survey among the Siouan langunges of the Great
Plains area of the United States and Canada was cbnducted by Warren Harbeck and
Raymond ..Gordon in 1968. The reQulta of the sunvey are roported in an unpublished

P pper (Harbeok ms:[1969])). _The method used for the testing was one of text:
ans ation. Tho testa weﬂi@bnorad in two - ‘ways: the first computed the accuracy of
an 1tem by item ” trunslation ahd the second. measuned general comprehension by
~ERIC - - C . I T A , SRR

N

Y.
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checking for the presence of ten key pileces of information in the translation. The
raw intelligibility scores used in this study are the average of ‘the results-of the
two different scoring procedures. The raw intelligibility soores are adjusted by
the hometown method. The cognate percentages are from the same source and are based
on the Swadesh 100-word 1ist. The correspondence of mnemoniq codes to dialect names
is: ’

STO = Stoney -

ASS = Assiniboine : X
MAN = Manitoba variety of Dakota-Nakota

NDK = North Dakota v:rie%y of leota-leota

LAK = Lakota

(8) Irigus - The intelligibility survey of the Trique language area of Mexico
was ocarried out-by Eugeno Casad in 1970. <he results af the survey are reported in
his manual on dialect 1ntelligibility testing (1974:78-81, 191-192). The method of
testing was the question approach described in detail in .the manyal (Section 2:2.3).

The raw intelligibility scores - are adJusted by the hometown method. The

lexicostatistic oomparison was based on’' the Swadesh 100-word 1list. z The
oorresppndepce_of mnemonic codes to village names is: '
1 4

~

MIG = San Miguel i
" ITU = Itunyoso
. : : LAG = Laguna
N—2 ) _ CHI = Chlcahuaxtla
, ) SAB = Sabana

- (9) Uganda - These data are the results of intelligibility -tests conducted with
speakers of two Bantu languages in Uganda by Peter Ladefoged (1968). The
intelligibility test results were extracted from page 67 of Ladofoged, Glick, and
Criper (1972), and. the cognate percentages are &xtracted from page 71. The tests

‘were administered to literate school children. A short story from another language

was played and' the listeners were asked what it was about. They were presented with
three " possible answera which were also written in a test booklet and were asked to
write down the number of the appropriate response. The raw scores reported in

Appendix 1.2 are adjusted to-aceount for the oloment of :chance as already desoribed .

in the desoription of the Ethiopian data, the only difference being that here the
chante level 1is computed at 33.3%. The adjusted scores reported in Appendix 1.2
have undergone .a further proportional adjustment for subjeots. The word 1ist used

for lexicostatistic oomparison was a 1list designed especially for. the Ugandan .
survey.. In setting up the new list the guiding principle was not to use basioc

vocabulary which is supposedly more resistant to change; but to use meanings which
elicited reliable answers and which- were valid indicators of the <communicative
possibilities of the 1language. as a whole (Ladefoged and others 1972: 5u-55) The
oorrespondence of mnemonig codes to language names is: .

T

. LUG = Luganda )
. . ‘RUN- = Runyankore ‘
RUT =z Rutooro . . ' .
“RUK = Rukiga _ - .
LUM = Lumasaba '
LUS = Lusoga - .

e
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‘(10)/13ngn - The intelligibility survey among the Yuman langauges of the
. Southwestern United States was conducted by Bruce Biggs (1957). The method was
basically a text translation approacti and is desoribed in detail 1in Chapter 2,
Seotion /2.2.1. The cognate percenhages which correspond to the intelligibility
percentages are reported by Biggs. Thdaégro taken from Werner Winter (1957). A
100-word 1list was used. The word 11 items "were chosen at random, though with
considerable emphasis on words from Swadesh 1lists" (Winter 1957:19). The
-correspondence of mnemonio codes 4o dialeot names is:

+ MAR s Mariovpa .
WAL = Walapai too.
: ' YAV = Yavapal '
L MOH = Mohave o : \
“ - * HAV = Havasupai )

1.2 (omplete listing of data | \ .
. The rollowihg pages are a oomplete listing of the data, presented study by
study. The data are presented in eight columns. They are, in order: . (1) "HEAR",
the 'héarers, the mnemonic code of the village or dialect taking the intelligibility
test; (2) "SPKR", the speaker, the mnemonic code of the village or dialect which is
speaking oh the test tapd;. (3) "LEX", the percentage of lexical -cognaties;
(4) "INT RAW", the raw percentage of intelligibility; (5) "INT ADJ", the adjusted
percentage of intelligibility (for each set, the method of adjusting is described in
Appendix 1.1); (6) "EXCLUDE", an "X" 1s- listed if this case is excluded due to
~nonsymmetric intelligibility attributed to sopial faotors; (7) "SUBJ", the hometown
‘score for the group of subjects (used 1 adjust raw intelligibility); (8) "TEST",

"3he hometbwn score for the test whicl is being administered (used in adjusting raw .

% .

fntelligibility). .-

L)

R

o~
<
AV

£

g
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HEAR+ SPKR LEX -INT RAW INT ADJ EXCLUDE SUBJ TEST
- BEL BIL 100 92 100.0 " 92" . 92 P

R "BIL . YAM 98 9  90.0 92 95
BIL SUI' 82 88 88.0. . 92 95
YAM  BIL 98 100  °100.0 X .95 92
YAM  YAM 100 95 - 100.0 ~ 95 95

: YAM  SUI 81 -—90 90.0 X - 95 95 -
. sur BIL 82  100. 100.0 ' . X . 95 92
SUT, YAM 81 80 80.0 - - . 95 98 ' :
SUI  SUI 100 95 '100.0 ° 95 95 %
t 2] . ,
p 4
a . v -2 , )
\_ & . e
! ]
. ‘
‘ A
: , 153 » |
( N ) , . ” .




HEAR

BUW
BUW .
BUW

‘MMB

MMB

MMB

-WIN

WIN
WIN
CHI
CHI

CHI

PAY

PAP

" PAP

SPKR

MMB
CHI
MNG
MMB

CHI

" MNG

MMB

CHI

- MNG

MMB
CHI

MNG

MMB

CHI .

MNG .
MMB
CHI
MNG

MMB
.CHI

M‘NG e

88

78

65

100,

83
61

' 83

88
67
83
100
66
80
93
69
61
66

100

60
66
‘94

149

(2) Buang

67
44
14

73-,

67
25

73
60
23

43
67

-

S22
53
953

53
43
43
68
50
52
57

&

LEX INT RAW INT ADJ EXCLUDE

91.8
60. 3
19.2
100.0
91.8
34.2
100.0
89.6
34.3

64.2

“100.0
77.6
79.1
79.1

" 79.1
63.2

63.2

1%.0

73.5
76.5

Yo
i

SUBJ TEST
K 73
3. 67
73 68

X S 73 67 -

73 68

X - 67 73
67 67

67 68

'67,1 73

°67 67,

X 67 68
X 67 . 1%
67 67

67 68

X - 68 73
68 67

68 68

X 68 73
68 67

68 - 68 |

e 73 73 .

€

T A\
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& - (3) Ethiopia .
. | -' .'1 ) )
\ HEAR SPKR ‘LEX INT RAW INT ADJ ° EXCLUBE ‘SUBJ . TEST |
] ALA  ALA 100 91 100.0 91 91
ALA  KEM 81 . 95 9.7 . x - 91 99 \
ALA  HAD sa 61 . 613 T el sy ©
, ©© AtA SID 64 28 28.0 . 91 95
ALA DBR 49 16 ) 16.0 91 _ 81"
'ALA  BUR 40 13 13.3 91 . 91
’ KEM  ALA 81 79 : 78.7 . ° 99 91
KEM- KEM 100 99  100.0 - 99 99 ”
KEM HAD ° 56 49 49.3 . 99 89 .
'KEM . SID 62 23 22.7 = 99 95 .
| KEM DER . 49 9 3 9.3 = 99 81
‘ 5 J KEM  BUR 39 24 | ® 240 ’ 99 91 .
: HAD ALA 54 67 66.7 89 - 9i ¢
. | ‘ HAD KEM 56 65 65.3 X -89 99
° HAD HAD 100 89 100.0° -89 89
B }_1__1_5__1; .l}:sxb . 53 25. .25.3 89 95 |
HAD :'SER"T”*HZ 33 33.3 "X 89 : 3
HAD BUR 38 Y 20.0 89 . 91
... SID ALA 64 . 40 0.0 X 95 91 -
B SID KEM 62 16 . 16.0 95 99
i sID ®AD 53 25 5.3 95 89
s s 100 95  100.0 95 . 95
E " 8ID CDER 60 © 13 . 1303 /7 95+ 81
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(3)*,Ethiopia, céntinuc_ o :
. . HEAR ~ SPKR LEX INT RAW - INT ADJ EXCLUDE SUBJ TEST

SID BUR ° 4'_1 29 . 29.3 ‘ 95 .91

% DER ALA 49 327 32.0 X 81. 91
DER  KEM 49 24 24.0 X 81 99 .

DER HAD 42 21 21.3. 81 89

" DER SID 60 a1 4a1.3 X 81 95

. DER DER 100, 8l 100.0 . 81 - 81

DER: BUR 37 - 15 . 14.7 81 91 .
\
9
6; ‘7 Y
ﬁp ~ - a )
" O 14
N ) e - - & i W ) &
]
,.
& ’ B
} ‘/ \ s
| % »
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o (4) Iroquois e
HEAR SPKR LEX INT RAW, INT ADJ EXCLUDE SUBJ  TEST
SEN ' SEN 100 83 '1oo;q' - ; 83 .f@aa .
.. SEN CAY 72 82 98.8 x 83 ‘80
SEN ONE 65+ 30 . . 36.1 83 46
SEN TUS  -50° - 0 0.0 83 . 83 }
" cAY SEN 72 54 67.5 80 ° 83 . é
CAY CAY . 100 80 100.0 SRR ao"' '80 -
" CAY -ONE 73 7 8.7 - 80, .46
ONE SEN 65 17 37.0 - 46, 83
ONE CAY 73 " 18 39.1 . X, 46 80 "
"ONE  ONE 100 46 100.0 46 46
ONE  TUS 59 0 0.0 46 83,
% TUS SEN 50 0 0.0 . 83 83'
TUS  ONE . 59 0 0.0 T s ‘- 46 .
TS -TUS 100 . 83 100.0 83 83
s § ‘ . o
. abt i y
- \ ) e )




HEAR
HUA
HUA

MAT

" MAT

MAT
MIG.
MIG

M1G
IXC
IXC
IXC

IXC

" IXC

sOY
SOY

soy

< JAL

'JAL

JAL

" SPKR

HUA
JAL
HUA

MAT

JAL
“HUﬁ

MIG

JAL
HUA
MIG
IXC
10) ¢

JAL

HUA

soY
JAL
HUA
SOY

JAL

(%) Mazatec

LEX INT RAW INT ADJ

100
74
94

100
82

94

100

82

78
85
100
85
82

" 80 -
100 -
80

74

80

100

92

35

90
93
33

- 93

100
56
76

77

' 89

70

64

73

98

43
73

.51

95

100.0
35.0
90.0

100.0

33.0
93.0
100.0
56.0
76.0

77.0 -

100.0
70.0
64.0
73.0

£

100.0

- 43.0

73.0

51.0
100.0

oo

'EXCLYDE SUBJ TEST

92

- 92
93 -

93
9
00
100
100
89

89

89

.G%E
89
98

98

" 95.

95
95

92 |
95 €
92 .

93

95

-

92

100

95

- 92

100
89
98
95
92

98

95,
92
98 *

N

95
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TEST

HAW

HAW

HAW

. HAW
" HAW
HAW

HAW

" HAW
HAW

HAW

HAW

HAW

MAN

~ MAN
MAN

MAN .

MAN

v MAN

\ MaN
.
MAN

s
L MAR

MAR

REF

EAS

. HAW

KAP
MAN

MAO

RAR

_SAM

TAH

“TON
‘TUA
UVE
EAS -
HAW .

KAP

MAN

MAR -

RAR
SAM
TON
TUA

EAS
'HAW

LEX

64
100
49

69

71

70

79

59

76
- 49
77

55

\

64"

69

49

100 -

73
75

55

49
72

63
70

15y

.////a\i'

L

(6)“Polynesia

INT RAW INT ADJ EXCLUDE 5UBJ TEST

28
94
%5
33
25

41

98
58
74
24

. 96

43

50

26 .

34.0
100.0
21;0J
39.0
31.0
38.0

‘98.0

N

94 96
94 94
94 96
94 98
94 96
94 . 93
94 ° 93
94 97
94. 95
94 98
94 97
94 96’
98 . 96
98 94
98 .96
98 98
98 93
98" 93
98 97
98 ' 98
98/ Q7
93 96
93 94
4
<

o
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(6) Polynesia, continued

-

. & . . . - .
/ : ’ .
MAR KAP 45 59 66.0 93 98

HEAR SPKR LEX INT RAW INT ADJ EXCLUDE SUBJ TEST .

MAR  MAN 73 59 66.0 ' 93 98 -
*MAR _ MAR 100 93 100.0 o 93 93

MAR RAR 73 ~ S8 - 65,0 X 93 93~

MAR SAM S2 . 30 - 37.0 X 93 97 - S
MAR  TON as 8"~ 15,0 ° 93 o8
-~ mAR TPg 69° 97 1000 - X ' 93 97
| RAR EAS 64 3¢90 4.0 93 96 f
RAR ~ HAW 79 30 37.0 .93 - 94
RAR KAP 54 19 " 26%0 - AC 93 96 - -
RAR . MAN 75 57 64.0 X 93 98
¢ RAR  MAR 737 32 139,00 4 93 93 »
. . RAR RAR 100 93 - 100.0 93 93
"MRAR SAM 67 .- 19 26,0 . - 93 9T, . _.
RAR TON S8 4 130 . . 93 98 T
* 'RAR TUA 83 90 97.0: X - 93 97 |
Vo sam Eas 53 13 160 97 9

SAM  HAW 59 26 . 29.0 97 - 94
SAM  KAP 53 15 18.0 97 96

SAM  MAN 55 29 2.0 97 - 98 .
| SAM MAO 57 - 28 - 31,0 c97 96«
- . SAaM -MAR 52/ 16 ~ 9.0 - éji: 93

SAM  RAR 67 17 . 20.0 97 93 .

) N

[ ]

- . [ ] .o .
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(6)'Polynesia, continued

) _ HEAR SPKR LEX INT RAW INT ADJ EXCLUDE SUBJ TEST

2 e

SAM SAM 100 . 97 100.0 | 97 97
SAM  TON 66 16 ° 19.0 . 97 98

T sam tuA 62 - 18 21.0 - 97 97 f

SAM UVE 70 33 36.0 L9796 g

TAH EAS ° 62 30 . 35.0 ' 95 96, {

‘ TAH  HAW 76 36 41,0 . e ea

" _ ' 2 y

‘ TAH  KAP' S0 12 17.0 S 95 96‘-

TAH MAN 68 39 44.0 - 95 98
o ) TAH MAR 67 42 470 95 93
f&\a\,j TAH  RAR | 85 64 - 69.0 - | - 95 93
TAH SAM 60 22 -27.0 0 95 97
_TAH  TAH 100 95 100.0 | 95 95
.. - 7 ToN EAS 48 15 17.0 - ‘98, 96
| TON © HAW 49 . 1o 12.0 .+ 98 94
. TON KAP 45 12 | 4.0 98 96
' TON MAN 49 . 24 . 26.0 X . 98 98
: . TON' MAR -45 10 12.0 98 93
 7ToN RAR 58 24 26.0 x 98 93
TON SAM . 66 32 34.0 x 98 97
TON TON 100 96 100.0 98 98
o TON TUA -53 8 ' 10,0 98 97
FON UVE 86 . 73 . 75.0 . , 98 96
g TUAR  EAS 62 30 . 33.0 97 96




HEAR

TUA

TUA

TUA

TUA

TUA

TUA ‘

TUA

TUA

157

w,

SPKR LEX INT RAW INT

HAW
KAP
MAN
MAR

RAR

SAM

TON

TUA

77
51
72
69

83
62
' 53

100

¢

34
13
56

56

37.
16+
59.0
59.0
77.0

26.0

(6) Polynesia, comtinued

Ny

<.

EXCLYDE SuUBJ TEST

97
97"
97
97
97
97
97
97

hY

94
96
98
93
93

- 97

1

98
97



Al "’s .
i

o

, N
HEARs SPKR LEX: I\\T RAW INT ADJ

STO

STO.
STO
STO
STO

Vass

" ass
ASS,

»

ASS

Er

ASS
-MAN
MAN
MAN
“ MAN
M_A_N
NDK

NDK

NDK .

NDK

NDK
LAK

LAK

158

~(7) Siouan

\ ~

Vg,
-5

- EXCLUDE SUBJ TEST

Ny : r )
STO - 100 94 . 100.0 94 . 94
ASS 89 6l 61.0 94 100 |
MAN 86 23 23,0 X 94 . 87
NDK' 85 - 46 .  46.0 X 94 89
LAK.. , 83 1077 5% 1040 94« 96
STO 89 68 - £768.0 100. ~ 94 NV .
ASS 100 1.100.0 . . 100 100

N Y - _ \ - )
ManC 94 517 51.0 - 100 . 87T .
NDK 90 85\\\" 83404t 100 89—

- - T
LAK 89 50 50.0 " T 100 96 .
| , o iy P S
STO 86 10 10.0% 87 " 94
ass —~ 94 84 84.0° . ° x . 87 100

lad 5 N . .'

MAN 100 87 100.0 81 e

NDK 95 82 82.0 ,é - 81 8y

LAK 91 76 76.0 “\k‘¢¢ . 87 96 *

STO ' 85 22, .22.,0 - o

ASS* 90" 68 ' 68.0 '

MAN 95 86 *86.0 ’

NDK ~ 100 89 100.0 ° .89 89 |

LAK 90 68 * '68.0. 89. 96

sTO 83 3 3.0 o, 96  94.

ASS 89 9 ¢« 90.0 . X 96. 100 .
7o,

i N Q l“ T f\ 'j' .

i e ’ L- N
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HEAR
LAK
LAK

. .LAK

o .,

\
5
- .
.
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-
v
r
4
o
»
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(7) -Siouan, cdntinued\

-
'

<»

SPKR LEX INT RAW INT ADJ EXCLUDE SUBJ' TEST'

“a

e
~
MAN 91 79 79.0 -
NDK 90 90 90.0 X
LAK:- 100 96 .  100.0
\
, " > 4
. g )
+ . A
- ‘ * 4
' b Ty )
- R Y
. [\ .
I ‘ 4 ." h < < i *
» , v e
v 4 . ] ’
~ " i M\ o o ,
, _ ‘ *
| 5 -
£ . 0 . '
kd o - 14
"' ®
» - : R
n. A “ ’
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\ . .
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164" .
[ ] s . L

96
96
96

Ve
.
+
.
- f
.
.
A
.
,
L
L]
Y
\
A

B7
89
96

N

&

»

N
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HEAR SPKR LEX INT RAW INT‘!EU7 ExcLuDE. SUBJ TEST ‘
. . . Coe .'v ‘/\‘ ]
E MIG SAB. 100 99 10040 - ° " 99 98
w6 ITU . 84 56 56.0 o 99 799,
MIG  LAG 78 58. - 58.0 - 99 98
ITU SAB 84 92 92.0. X - 99 98
ITU  ITU 100 99 100.0 997 99
. 3 *I'ruu LA‘G' 87 98 9'8:5’- X 99 98\‘\\\
‘LAG SAB 78 ‘83 _  83.0 X 98 98 - |
LAG  ITU 87 T 86  86.0 98 99
[AG LAG 100 98  100,0 | 98 98 .
CHI SAB 78 74 740 X 97 98 )
CHI ITU -87 83 83.0 a 97 99
? CHI LAG 100 97 100.0 97 98 . .
) . SAB  SAB ;oo". 98 100.0 98 98/
. SAB ITU 84 64 63.0 o 98- 99
;' 'SAB LAG 78 57 7 87.0 Ty 98 98 {
\ , ,
> . .9 . " -
L. ! ‘ ’\{.
a J h
S 185 : |
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HEAR SPKR LEX INT RAW INT ADJ EXCLUDE SUBJ TEST

. . - LUG LUG 100 79 100.0 e 79 79

LUG RUT 64 24 29.8 .19 8l
LUG RUN - 63 31 39.2 .19 82
UG LUS 86 49  62.0 - 79 81
LUG LUM 54 19 . 24.1 79 81 :
w RUN LUG 63 61 ° 74.4 9x 82 79
RUN RUT 86 67 " 81.7 82 81
" RUN RUN 100 82 100.0 82 82 ‘
RUN RUK 94 72 87.2 82 81
RUN LUM 49 - 0- . 0.0. 82 81
AY /-
N ( : / .
. A /
—_— b R .
. ' (S
: 165 , .g




| 162
— . . E

(10) Yuman .
.\. /.' 4

HEA‘R SPKR LEX INT RAW INT ADJ EXCLUDE §SUBJ TEST- ...

MAR MAR 100 96, 100.0 96 96
MAR WAL 57 18 22.0 . 96 96
MAR YAV 57 13 1.0 96 94
MAR . MOH 85 67 710 96 84
MAR HAV S8 "10 4.0 96 . 91
WAL MAR 57 14 18,0~ . 96 96
i WAL WAL 100 96  100.0 o 96 '96,
WAL YAV 91 96 100.0 X 96 94
-9 WAL MOH 63 27 ° 31.0 X 96 84
: WAL HAV 95 - 91 ~_ 95.0 - .96 91
, YAV  MAR 57 12 18.0 94 96
* YAV WAL 91 82 88.0 94 96
YAV  yav 100 94  100.0 94 94
YAV MOH  62. 20 26,00 ' - 94 84
YAV WAV 92 78 84.0 B | 94 91 ‘
MOH - MAR 85 - 77 © 93.0 X 84 96 -
MOH WAL - 63 il 27,0 B TR T3
MOH - YAV 62 ° 13 29.0 . EYRRY'
T  MOH. MOH 100 .84  100,0 ° - 84- . 44
‘ MOH  HAV 63 16 32.0 . _'*8@ "9l
RAV MAR 58 i1 20.0 . 91 96
“HAV WAL 95 ¢ 98  100.0 X 91 - 96
N . | \ /T\\.
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(10) Yuman, éontinued </‘f\

. HEAR SPKR LEX INT RAW INT ADJ EXCLUDE SUBJ TEST
CHAV. YAV 92 83 92.0 91 94
HAV  MOH - 63 18 .27.0 91 . 84

HKV  HAV 100 91  100.0 - 91 91

N

L3
Sk
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\ ™
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X . w ) ' i '
- B -
AL . . . -
-' ) - .
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16
v
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1.3 Scattergrams for ra'w data

(1) Biliau |

INTELLIGIDILITY s
100% 1" Voo ! ! | b I ! xle

‘\- r ("’"""‘"‘ -
~ " '
| - - R = - - aY
Y g _
oxd, . . . — - 3 e
" T o 100N
N ¥ LEXICAL SINILARITY :

All points ( ): It = ,284 Lex '+ 66.3 - T

. . & .
Excluding x's (- - -): -Int = ,519 Lex + 41.5 ~

-

‘ ' © N .%EV  Corr Slg SEE. Lex-100 Int-0
All points -9 18.1 .42487 .2543 6.1 . 94.7  -233.5
| Exgl x's ~ 6 74.2 '.86156 .0274 ,3.2 © 93.4 ~79.9
- 1~ . T ' . . T ) 1 8.()
0 T e
5 ~. N . {_‘jﬁ; e
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(2) Buang

g - INTELLIGOIDILITY *

c L _._‘\ - a
. g3 <
v 0N . .

/; All points ~): Int = .812 Lex - 12.4

‘Excluding x's 1~ - .Ipt = .988 Lex - 1?.8

o N SEV  Corr  §lg SEE  Lex-100  Int-0
All points 21 49.3 .70232 .0004 11.8° 68.8. ' 15.3

> : .. Excl x's 15 65.8 .8109Q,‘.00Q2 10.7 68.0. 31.1.

: - 3 ’ “
N~ v - ' - ’ ~

. - .
- - . - l » .
L : - e d ) . . AN
v . N “ .
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(3) Ethiopla . .
| _ | )
\ ¢ ,
in [] ' b
/
) -~
INTELLIGIBILITY
teeny! ' !
8 =
&
]
3
s ,-r‘-\ <
4
? son+
. ‘ﬁ’
1
.
onl . . R
R T AOON ~_
LEXICAL SIMILARITY
! ‘ a
“ ", Allpoints (——): Int's 1,217 Lex,- 30,5
' ' Excl'uding' X's (-~ - -): 'Int = 1,208 Lex - 32.4
AY \ . ' . \
| N SEV  Corr "Sig- SEE™ Lex-100  Int-0
, All points 30 71.6 .84592 .0001 16.2- 91.2 25.1
Excl x's 237 75,1 .86677 .0001 16.1 -88.5 26.8 .
i S TP s e .. ot - "‘ ‘ Sy e e . \,‘._ -
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(4) Iroquolis

INTELLIGIDILITY | c
1008 ' b n ' ' ! | ' .

) §
+

1

- <« ’ ,: . .
. - . of / .
| R -t Q ' <
s s _ 100%

LEXICAL SIMNILARITY

All points (

): Int = 1.519 Lex - 76.9
Excluding x's (- - -=): Int = 1.540 Lex — 81.3

N $EV  Corr Sig SEE Lex-100 Int-0
All points 14 66.0 .81267 .0004 21.0 75,0 .50.6 °

Excl x's 12 809 .89944 .0001 15.8' 72.7  52.8
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(5) Mazatec

o3 -
INTELLIGEIBILITY | | \
1o0%y ! ' él_ ' '
<
L J
|
son 1 |
3 1 \ ’
)
- 4
o~ . L e TSy ol
o . < eew 1008 )
‘ LEXICAL SIMILARITY
All points (———): ‘Int = 1,766 Lex - 81.5
Excluding x's (- - —-): Int = 1,957 Lex - 99.4
. ' @ } -
) . : A}
N SEV Corr sig SEE Lex-100 - Int-0
 All points 9. 65.1 .80659 0001 13.14, 95,1 46,1
N\ : ' Excl x's 17 71.7 ..84672-'.0001 12,1 96.ﬁ 50.8{/ : .
A 173 -
Y {é}\ ;$}; - / - - . (
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(6) Polynesia

INTELLIGIDILITY
100% ' o '
1 ‘
+ .‘0
-
P
\
.1’ ‘Q .
son 1
L ] A
L + + t o —
N o se% T T 100% ,
LEXICAL SIMILARITY ® ..
- 7
. All points (——): Int = 1.588 Lex - 67.2 ‘
Excluding x's (- - -): 1Int = 1.563 Lex - 68.0
W ‘ N SEV  Corr sig SEE Lex-100 Int-0,
All points 77 74.6 .86350 ..0001 14.4 91.6 42.3
Excl x's 67 83.0 .91091 .0001 11.5 88,3 43.5 .
’ " ' 1 ?4 . ‘
) { : . ! ; '
R . .
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(7) Siouan ' a
L
INTELLIGIBILITY |
1o0%y! L ' T B
[}
— 1 .
“”.0
L
~.
' 1
4
\l ]
-l . 0000000
N ' T
LEXICAL SIMILARITY
; All points ( ): Int = 4,385 Lex ~-. 336.0
Excluding 7'3 (~ - =)¢ Int = 4,560 Lex - 355.4
' ] B B [ .
, N SEV Corr  Sig SEE  Léx-100 Int-0
o All points 25 64.9 ...80543 ,gggf 18.1 102.5 . 76.6
| Excl x's 20 74.2 .86156 .0001 15.9 . .100.6  77.9 .
/ | e
. p 71575;
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§ 1.4 AdJusting raw intelligioility sooros g )
' i . .
. This section of the appendix sets forth eight tables whioh were used to select
‘the method of adjusting intelligibility scores for each set of data. Each table has
ten {ows and six columns. There is one row for eaoh of the ten field studies. The
first column is for statistiqs pertalning to the raw’ ~intelligibility soores, the
rdmaining five are -for the five different methods of adjusting soores which were N
tried. See Section 5.2.4 for a description - ~of each "adjusting method and the . ~
rationale behind each, as well as for the general rationale behind the selection
process which is about to be illustrated. *In eaoh table, the underlined values
Andicate the adjustment whioh was ultimately seleoted far each data set.
Table 1 1. gives. the slope of the regression line for bredioting the given
measure of intslligrbility from lexical similarity Table 1. 2 gives the - intercept
of the fntelligibility axis for these same lines. Thus from theseptwo tables, one N
can reconstruct the predigting formula for the given set of data and-the given type
‘of intelligibilit? adjustoant That 1is, predioted peroentage~of intelligibility
equals the slope times the percéntage of-lexical similarity;‘ plus the intercept. "
_These regression analyses are performed *only ¢on .the dath potptsyuhioh are not ..
‘suspected of npnsymm'.rio social- factors, only thee points plotteq as circLes: in~ " ;

Appendix 1.3-are included. . S N ] « AR
. o, E R 2 T . -
o Ta 1‘3' repd‘ the peroentage of . explained variation for'éaoh_of_the N
' regressi n lines.  In Table 174 the peroentage«of eXplained variatio for, the raw,
intelli ility. model is subtracted- from the percentage for each o the mpdols ‘with-,

_adjusted intelligibilih# The resulting figdres show the . net . improvoment in the
ability of _the, 1j near model to explain inbebligtbility aTter the intelligibility.

. séores are adjusted A negative value, of course, “indicatas that.- the particular
adJustment actuall lessens .the -percentage of explained variation. One goal in _
selecting an adjustment was to find the value, in #ow which was highest that isL///'
gave the highest improvement in explained variationiw ' L 4 -

/

2

. o
o’ -

- -~ .

. .

Table 1 .5 reports, tbe péroentage of intellig}tgiﬁry\whioh the- rpgression Iines
predict when similarity 1s;100%. Table 1.6 shows Jjow @uch this value deviates from
‘the theoretipally expected. value of 100%. One goal in -seléctdng an adjustment was
, to find rthe value in the row (eitﬁer posétive or,negativé) whtoﬂ‘was neflest zero. .
. » that is.' was neafest the theoreti,cal expec ation . C ol ‘
~Table 1.7 reports the value of similarity Whioh prodiots 0$ intelligibilivﬁ, in .
otnsﬂiuor S, the intercepts on the gimilarity axis. his, numbgr gives an idea of
'the’predictions from the.different model di!ergga~~IWh expect a1l lines Lo -
‘on ,1Q0%,100% sc any dlfferenoes will"appear at the low end . of .the " 1ine. {/
S ' Value of the .smuilarity interoept was - co puted ° ror all six models
S on _oonoerniﬁ& the eight field studigs which give similar’ results (Biliau and Siouan are -
- " excludedS.; This yields a’mean intercépt vdlus. of %40.8%.° In’ Table 1.4.8, this. meah
Value is. subtraoted from ;}l the. intercepts in }able 1.4.7) .The resp;tin figures
+  indicate how nearly the .givaen regressiOn line isﬂ ike al]l’ “others, -Qné ‘geal in o e
- selecting an. vadjustment was ‘to. find 'she “value in the “row’ (either positive'or
negative) whiﬂh,was Thearast zero,* that 13 whioh was nearest the overall trend of ~
ail stuqies.-"‘ : ,-4~0w T . . /(_ A \a._¢~ S -f N « v
_ J‘ he oL :_—’ ;;9 . e ’ - A ."" ‘
. In no” pase did all threo of the s}ated gogﬂs point to the*same adjusﬁﬁbnt.- A,
suﬁjeotivevmptho of judgind the retative -fmportance .of "the. thfﬁe goals 'was used 'to - .
yelict the adjustments.. -Objective’mgthody of . rankihg’ addusﬂments and then Seledting e

».

;3: Qﬁl;fadjustmqnt w;th *thb higgpst aVErags.?ank provdd unsatisfaotopy beoause they- : L
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could not account for the qualitative differences between options. For 1instance,
for Buang the hometown adjustment gives the best improvement in ®xplained variation
(Table 1.4) and the model with the similarity interoept nearest the, average ‘(Table
1.8). | On the strength of; the  highest rank on these two goals, the hometown
adjustment, turns out to have highest average rank, even though for the deviation
. from 100% (Table 1.6) 4t -has the second Jowest rank. However,- a model which
deviates by 14.8% from the ,theoretical _exbeétatgon of 100% intelligibility -for
complete similarity is unacceptable. Therefore, -the proportional adjustment for
subjects which ranks second on the other twd.goals, but deviates from 100% by only”

- N
.1.4%° was seiacted. . ! -
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Table l.i Slope
’ Raw Home-- .Subject . - Test
town Prop Cons \ Prop Cons
" Biliqg 0.52  0.79  0.54 © 0.52  0.59  0.56
Buang C0.99.  1.57° 1.43 - 1.02 139 0.94 .
" Ethiopia 1.21  1.36 -1.31  1.19 - 1.32  1.17 '
‘ " Iroquois .  1.54  2.16  2.10  1.56  2.07  1.55 »
© Twazatec . 196 220 2.00 - 1,88 2,08 . 1i9E .-
J  Polynesia 156 1.63°  1.63 - 1.58 . 1.64  “1.59 0o
Siouaw . * 4.56  4.99  4.95 4.5  5.00  4.76~ . .
| 'Trﬁque “‘ 1.89 - 1.99 lega- Al.?O' 1.93 7" 1.90"
; *-;x"uganda tae 1,74 1,79 . 1.4 1.81 1.46
: CYuman - 1.98  2.11 S 2.13 0 1.95 215 2.00
g }; . " Table T;£ Ihtglligfg}liﬁy‘interCegt :
_ P UL -Raw " Home= Subject N Testﬂ '
’ ' : L town  Prop 'ths 'Rrog- Cons |
CoL L Biltaw L 4ls 19.4. d5.2 4. 3 39,7 . 42.8°
- "puang . o -m30,70 -72.2 5ﬁg;§' -2 3_” —41.1[_ | 4.351_‘
Bthiopia -32.4° :gé;g; -35.P -23.1°.-34.%  -20.3
.i. . Iroquois © '-81.3 -118;3 ‘-116.2_‘ -55.8 —106f7; ~52.6 )
'\T)Mazgxec ﬂ +99.4:\-1991§ -98.6  -86.6 -106.4° -95.8 .
Polynesia ',w;;se;b -7z,bf ~71.2  -64.6  ~71.6 65.4
e M: - Sioudn a_.'jjss.a ._393tu %98315';;351~§: ;396fa ;:;\6{9_ ; »§;f
Ca Triqpe S .-90.5 . -98.4 . '-92.2 T-89.3¢ -92u37 8943 iy

'~ .+ Uganda-. = -65.8 -83.0 -80.4 .-44.8 -82.1 -47.1 -

- L
\ ) v J . . - . . . L ee—— . : o | T
oo o . . .- ) 1% ]
. . ' » : : . . x_-.-:\ﬁ.
o P L] e
,

" Yuman -103.3 -411.4 =-¥10.9 -93,8 -112.0 =-97.3. {4
- . ' . —r—— ‘ . b A

L} - o .
r . R .
» . ’Q 1 B
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< ‘, - .+ Table 1.3 Percentage of explained-&qriatibnn

el L4

g Raw :Hbme:f‘ ;Subieét‘.." : fvToaf‘.a o
‘ ;o ) tewn-  Prop = Cons * Prop - Cons
Biliau 4.2 77.2 67.9 67.5 ., 78.0 78.0 " |
Buang 6.8 71.2% 65.5.  64.3 642 - 631
' Ethiopia — .75.1 78,9  75.4 f7-71§s © 7501 - 74.Y
Itoquois ‘ 80.9 | 92;9 B8.6  80.4  B8S.2’ \f3{,3 _ "
Mazatec a&.va' 17.6  .67.9  66.6 7.y 7008 T L

Polynesia 83.0  83.3 83.6-;>'84.3 ©83.0  83.2 .. an

74,1 - 74.5 15:3/)

<\

Siouan 74.2 _ 79.7. 74.4

Trique . 88.7  90.0  87.9  87.7 89.0,  88.8 S

_Uganda 96.1  93.5. 96.4 96.0  96.2'  96.3 ‘
‘4 . Yuman 98.1  98.9° 98.9  99.4 . '98.4 - 97.8-
N S S : S
Table. 1.4 Improvement: over raw intelligibility
- i . . ’ P 4 ' . #

K ~

3

pme~ ° . _.SUbj.'OCt . T - Test PR

>

. - " ltown Prop Cans “Prop Cons - ) ol
/ Billau 0., -6.3 . =6.7 ' 3.8 - 3.7 s

' ':.0 02-‘ . s "'1-.'4‘.“. ! ,'.'\l";':ls -~ “-\-2 0’6 . e :'

roiemacsay o

) L | ..Buang |

~

;. B
\3?
.

Sy~
.

) Et“hio.kpi--a_; _/0‘.3 ) ‘, -43.'6.-' 0-.0 : _1.1 ‘
- ST S AR TR VI
. . Iroquois 0. 11.1 7.7 0 -0.5 . 4£? 0.a b T

« . Mazatac ' 0. .'5.9  -3.8 }_;sxl' - Z0.6- =0.9 - BN

-1
e

Polynesia ' To. < 0.3 .0-5_ - 1.4 ‘; u°°i;' 'f°12 > .
' Stoudn” - . 5.5 0.2 . =0.) 0.3 1
: T trique . - 'giLg’.‘:;O;B% ;—1.9 0.3 0.1 .
g . uganda . - 0. -2 Q;;‘blm.ljl 0.2 L ﬁbiz o
 Yuman . 0. 0l "5.77 L3 oz 176.3-
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.+ .7 . Table 1.5

J
y

' éiliau%ﬂ

Buan§

L - ,,‘4_ Ethiopla n‘

Iroquolis

, 680 - 85.2  98.6

_— j78

- .

‘Predicted” fntelligibility for 1008 similacity
Pr ntelligibil. ity

_ '(r‘;' N )
,de% Test

- Subject .
Cons-

Prop Cons

Home-

town Prop

99.1
98.2

u95.1

93.4°. 98,1  99.8  99.8

. 9903 -‘98.6

84.5 96.2 * 95.5. 97,1

72.7 99:47,..100,3 100. 1

9902 )

;161;5“

Mazatec . 96.3 ;gglg_ 101.7 “101. 5‘¥“102 0" 1oyﬁ9‘J
- pol¥hes1a " g8.3 9.9 92,3 93.0 . 92.7 93.4
w ° stoum ' 100.6 108.8°108.6 °107.7° 109.2  109.0
. bi ‘Trdqueﬁ'5 ﬁ;5619i' 100.6 106;gi fiéo.e 100.5  100.4
.+ uganax 80,1 90.6 98.8  99.2 - 99,3 . 99.4
e f;i .- . Wuman_ ’55&;, 99.3 161.6“'le\;6j5M402c7<;_¥q2.8
' ) ' TaSia;L 6;£Daviationdftgh 100% intel ”l; 1;igy” .
o : ." :f ,* e ~WJ¢V-J:: ST
! R . ;#?R&_, Hom!~-'~ subject Test
o ‘_; ~ Hfh.j,, town Prop édns Prop Cons .
?;Biliag ' —6 6. .~~l 9 *F~0 23#;;"6 l ?J~0 -9 . =0.8
" Buang Fz o\r.-14 8 37 =L, 4?}}f»o*7 RSN 8. ~l.4
fl'Ethiépia -l f;,-4.o Py sif;';Tff'i;-—z 9. =209
R f'noqu.-is - m 3, Ry 7 __J__g . S U0
“ | '}gé}yéapiéf"'ﬂ-i1'7f‘ -9 ?7;d:’?1;;fi | »7 3~--~n5;5'-ﬂ_-' g
. /,.\j, Zéiq;gh”;: W o, s;;g);§:§f l, 8.6 7.1 9,2 5-6 'f";;%
ﬁf' T _friqde C ;:r-l 0 -g;g‘ 0.8 - 0.8 0-5'31 . 4 ;%% g
| Ugandan~l9 s 19.} ;;;3_ -0.8 v:6.7-tﬁ ~0.6 ¢g s
AN - '-'Yuman e l—$.6'¢‘iﬂu7 ;,6 : ";¢§:~ '¢2.7 ‘ 2.8 .
) N ‘ 0~ A s : f
S 18y M




predicted 0% ntelligibility
. Raw . Home« """ Subjact - Tesé
- ' ;own Prop Cc?i)ws g rop ‘ Cons
'<'é111a__.,; ) -=79.9 - £24.6 -83.4 -95;73' -66.8 " -75.9
. Buang e 31.'?1A 45.9 . 3],1 2.3 ;_29.5_ 4.6
ech_iopia 26.8  29.2  26.7  19.5 26,3  17.3
| Irbquois. .52.6_ | .5\4_'.8.! £49.2  .35.8° 516 33.9 N
Mazatec .~ . .50.8- 54.2 49.2 46,0 51.0 - 48.5
Polynesia 43.5. 44.2° 436 3_1__(; 4'43‘;6i', 41.2
Sibian 77.9  78.8 78.1° " 76,5 78.2 77.1
Trique 47.8°  49.4 47.8  47.0  47.9  47.0
'~ uganda 45.1 " 47.8 44s9 31 45.3 321
s Yuman 52.2 .’ 52.9 52.2 1 48.0 52;2- . 48.6
! ' - e ) N,
_Taﬁié;l,gvcpgviation-f;om the mean vgluedof\@b.gt ﬂ
; ‘ - . N -
" Raw Home-  Subject . "Test
) - . tpwn Prop . Con$ Prop - Cons
- _ Biltau ~ °  -120.7 :5_5;._4_-“"-1‘24.2 -134.5 -107:6 4116:7
) ﬁ .:_‘Buang RN T Y -9.7 -38.6 -11:3 _—,4'5.“'4""
. Ethiopf’a\ -;4.6 -11.6 . -14:1° =21,3" -14.5  -23.5
) -\\*Itaquoig | 12 0 ' 14.0 .;iég;iﬁ -§;th 10;8 'T€.9
N " .Mazatec 4100 13 8:4 5.2  10.2" 7.7
X m,l‘,,,polynqqsia 2.1 *—id% 2 e g__g 2.8 -0,4
R Siouan mavl | 38.08° 37. 3 ;35?‘.‘7 a3 36.3
" . friqde f=ﬁ' "7,()"%‘_.32 gig_ 7:0§'%‘§.2 | .'7,1" 6.3 o
Uganda 4.3 1.0 4.0 <97 4 W57 8.7
Yuman 11,4 - 12,17 11400 a2 a1 7
" . N B N
\ ~ ‘ . S > a .
t . | R T D

Ta_bl ¢ 1.7 .
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1.5 Scattergrams for adjusted inteiligibilit}-
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(2)-Bpangﬂ.

.
D | | *

- INTELLIGIBILITY

T teeny' !
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‘ .“Jil— N b yais - & re b\ g P _
o s sew T " jges
' LEXICAL SIMILARITY
» ' |
o . o’_ ) : . R . ,
All points ( )¢ Int = 1,148 Lex -.16.0
+ Excluding x's (- - -YE Int = 1,431 Lex { 44.5

e N %EV  Cor¢ " Sig., SEE : Lex-100' * Int-0
. . . : 3 ) 4

. _ - ‘ » L . ‘ . _ _
ALl points 21 493 ..70216 ..0004" 16.7 98.9 ' * 13.9:
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_fthe villages they repreaent are as follows::
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Eﬁii ‘ QPBENDIX 2 S - ‘ -
S "f{'z N - )
- , , CQHPLETE DATA FOR THE
) STUDY OF qukLLIQIBILI Y ON SANTA CRUZ ISLAND
. »(‘ ? { _ / )
2.1 Desoription of the data’” N . . (; )

The raw data from thb Santa Cruz dialect survey are reported in full 1n Simons
1977a. Por the qurrent atudy those data have been preprocessed in a flew ways,
primarily in ordenh to give uniform dimensiona and dialect labels to all data tables.
In the raw data, 1ffbrent sets of data ‘have different numbers of rows and ocolumns
or different row and’ qumn labels.. ., For the ‘present. study, many of those. rows and
oplumns are oombined\\ and man$ !ato renamed to make all data tables uniform and

' oomparable ! '

t - A
Thirteen dia;cota are used 1% both‘aimensions of all tables. These are the

thirteen points /at \which intelligibility was tested. The first. section of this
appendix gives thvpnlmonio cod¥s fbr the thirteen test ppints and a listing of the

.villages they /rbpresent In theq sections that follow all the data used in the

analysis are dgqgribed and listed. N

. . C \
211 ThQ t rtoen dialetts

~ , . *

.The: ti vﬁpen ‘dialects used throughout this study are listed below. Each 1is
viewed . ay, a’’ unique dialect made up of one or mare.villages. When a number of
villaqes re combined, the villages are near neighbors and their speech varieties .-
are ‘ide tical or very nearly so. The term dialect is used loosely here. 1t makes
no suggestion of how different the speech varieties are;' it only implies that the
speech/ oommunities are in some way distinot either spatially or linguistically, or

both g :
. . 7/ v

‘ \Figures 6.1.and 6.2 in Seotion 6.1.3 .8ive skatch maps of the island showing the
location of the dialoota. It should be noted that the Villages along the northeast
shore of the island are omitted. This is because they are small and, are all recent
grations from more populous V1lllges which are included in the study.. Likewise,
he ‘eastern tip of the island, which does not appear in the mapsy is inhabited only
by recent. immigrants from another island. The mnemonié codes for.the dddlects pnd

~

(1) NEO = Neo =
(2) MAT = Matu | - o
(3) BAN = Mbanua, Noole, Lwepe, Moneu, Monao, Nou, Uta . N
{4) NEP = Nepa, Palo Mbalo, Mateone, Nepu, Io, Napo
(5) LWO = Lwowa, Malo ' ) ) . ‘
. (6) VEN = Venga S ( DR

(7) NEM = Nembd «- S . o
(8) BYQ = Mbanys, Manoputi, Manamini - : - )
(9) NOP = Noepe, Mbapo, Monan . ’ o

. (t0) NEA = Nea, Nemboi . S 3
. ‘ . ‘ N M i . l;

v : . | : 189 ) 19},:(). . . ' . o~



-

. 190 '

(11) NOO = Nooli, Nonia, Mbonembwe
(12) MBI = Mbimba
(13) NNG = Nanggu, Utongo
2.i.2__Pqpulation
The population of the thirteen dialects is as follows:

NEO 200 ~

@ . MAT 120
. BAN 450
NEP 320
LWO 370
VEN 290
NEM 180
' ) . BYO 180 _
S B NOP 140 {
NEA 220 , .
NOO .280 ~
MBI 140 ' . .
NNG 200
Y Total 3090, o
. . ’ . '
- 2.1.3 Geographic distance I ) ‘ =

The distance betwaeen dialects 1is measured between their main vtllages. The .
main village is the one listed first in the 1list Just given.. Distance is measured
in terms of thegumber of minutes required to travel between'the dialeots These
figures must be viewed as approximations at best.. In most cases,:they are walking
times. In the case of Neo, Matu, Mbimba, and Nanggu, boating (either sailing or
paddling or both) is invqlved for certain stretches. With the .recent advent of
roads, vehicles, ‘and ‘Qutboard motors within the past one or two decades, many of

" these distances have bepn shortened. However, suéh means of trahsportation. are

still not available to Veryone ‘ . ‘L; ‘ '

Table 2.1 shows‘ the~ minuteéA of traveling time between the dialects. The
figures on the diagona ’ wh}oh represent the distance from a difilect to itself, gre

* -an . approximation to;the radius of the dialect. When the dialeot ‘consists of only,a

-distance to all dialeots colld ‘have been computed by summing the figures in’ a rowﬁ
- and dividing by thirteen. However, ‘such a statistic does not. take into acoount t

is the average distance separating an individual from that dialect from a11/<

single vil y the ¢istanoe isggiven as 5, minuted. If it consists of two or more
villages, Lhe averago distance rom the central village to the others is given.

. fhe last ooluqh of Table. 2.1 gives the average distance from a speaker of, the
given dialect to all’obher inhgbitants of the island. A simple average .of the

differing populations “of the dialects. Therefore the average distance from
individual to all obher individuals is computed. This is done by multiplying
distance in a rowv by the population of the dialeot for: the column. ~ Then the rg
summed and divided by the total population of the island that is, 3090. The ye

individuals on the island. For 1instance, -for BAN the average distence’
minutes. One way to Interpret this figure is that traveling ,no more '
minutes ‘from h¢me, a BAN person could cdme into co ﬁhot with half of the
of the island |




(o | ST T | :

. ‘ Table 2.1 Geographic distance

» ) -' : . \ ) . ) ) o . o
- . x

b,

Values are mihutes of é?&veling time . (

-

NEO MKQ‘BAN‘NEP LWO VEN NEM BYO NOP NEA NOO MBI NNG Mean

NEO 5 120 155 18; 95 155 260-330 435 345 415 775 805 276

MAT 120 5 189 210 150 210 315 385 490 370 440 800 830 313 ‘
BAN 155180 10 30 60 70 175 245 295 190 260 620 650 180

NEP 185 210 30 15 90 100 205 27€ 265 160 230 590 620 185

»

. LWO 95 150. 60 90 15 60 165-235 340 250 320 ‘680 710 200
VEN‘ 155°210 70 100 60 & 105 175 280 260 330 690 720 202

4 . .
NEM 260 315 175 205 165 105 5 70 175 280 415 775 805 262

\
i

BYO 330 385 245 275 235 175 70 -3Q 105 210 345 705 735 281
RN 5 '
NOP™ 435 490 295 265 340 280 175 105 10 105 240 600 630 299

1 ) -

_—NEA- 345 370 190 160 250 260 280 210+105 10 135 495 525" 238

NOO 415 440 260 320 320 330 415 345 240 135 15 360 390 207~
“MBI 775 800 620 590 688 690 775 705 600 495 360 530 562

P’ I

NNG 805 830 650 620 710 720 805 735 630 525.390 30 5 588

1sland. . N ' ' ’ , A
In Table 5.2, the distances in each row of Table 2.1 are divided. by- the average
. distance for that dialect and then multiplied by 100 to convert it to & percentage.
The result is a table of distances measured relative to the perspective of each
‘dialect (see Section 6.1.3). The rows are labeled "From:" while the columns are
labeled "To:".‘ For inatance, the distance from Nanggu (NNG) to Mbanua (BAN) is only
110% of the average distance from NNG, while from BAN to NNG 1t is 360% of the
average distance from BAN. This suggests that from an tnsider's perspective, a NNG
“speakenr. views BAN as, being nearer to his own village than a BAN speaker would view
the distange to NNG. Note that the distances in Table 2.1 are symmetric (that is,’
the saie in both directions), while those in Table 2.2 are not. .

L 2N . . ¢

. >

- 4
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> 5 T .‘ 1 , Table 2.2 Relative geographic distance

~_V’z‘aluee. are percentage of hean distance from the origin point

n - i - ) .

’ _ - | | .po.
!

- ® NEO MAT BAN:NEP LWO VEN NEM BYO NOP N\\\NOO MBI NNG
. .NEO 2 43 56 67 34 56 94 120 158 125 150 281 292
) .@ MAT 3§ 2 S8 67 48 -67 101 123 157 118 141 256 265
- T BN 86100 6 17 33 39 97 136 164 105 144 344 360
NEP 100 113 16 8 49 54 111 148 143 86 173 318 335

| WO 48 75 30 ‘45 8 30 §3:118 170 125 160 340 355
) | VEN 77104 35 S50 30 2 52 87 139 129 164 342 357
27f |  From: NEM 99120 -67 78 63 40 2 27 67 107 158. 295 307
- BYO 117 137 87 98 84 62 25 11 37 fs 123 251 261

NOP 146 164- 99 89 114 94 59 35 3 35-80 201 211
NEA 145 156 80 67 1054109 118 88 44 4 57 208 221

- ' "NOO 142 151 89 79 100 113 142 118 82 46 5 123 134

- . ‘ b
MBI 138 142 110 105 121 123 138 125 107 88 64 1 5

. NNG 137 141 110 105'121 122 137 125 107 89 66 5 1 W

2.1.4 Density of population

A
'n Appendix 2.1.2, population was measured in absolute terms. It can also be
measured nelatively with respect to the whole dialect system (Section 6.1. '3) by
computing density of population. When populatfon is viewed in terms of its density,,
rather than ;n absolute numbers, one is hypothesizing that - the attraction of a
dialect could be enhanced by the nearness of its neighbors; likewise, motivation for
« 1its speakers to travel widely to engage,in contact might be diginished.

Here density is computed roughly 1n terms of people per square mile. Actually,

no miles are measured. Rather, the traveling distances in minutes are divided by

, twenty to give a rough approximation to miles. The density at a dialect is computed
as the density in the square mile in which the dialect is loocated. The contribution .

*of the dialect itself is arbitrarily set at its population (even when it may ocover
more than' A square mile), The contribution of the other dialects is computed as

‘ “ 19y

AkA
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follows. The populaticn of another dialect is viewed as evenly distributed over a
circular area whioch has a radius equal to the distance between the two dialects.
This distance is squared and then multiplied by<pi (3.1416) to compute the density
at the (irst dialect. For each dialect the contributions.of the other twelve are
computed and added to the population of the origiqpl commynity. The result is a
.measure of population density at each dialect. The results are as follows:

’

NEO =212 B
MAT 128

BAN 520

NEP 397

LWO 407 .
VEN 324

NEM 194

BYO 191 1 °
NOP 148

NEA- 229

NOO 285~

MBI 149

NNG 221 ¢
2.1.5 Lexicdl similarity

Lexical similarity between the dialects was measured as a ghuge of thelir
linguistic similarity. The computation of. cognate percentages is based on the

Swadesh 100-word 1list,. The 1lists were collected by Richard PBuchan and are
reproduced in full in Simons 1977a. The percentage of lexical cognates between all

the . speech communities is given in Table 2.3. Itays were judged cognate simply on -

the basis of phonetic similarity. No attempt was mape to distinguish between direct

inheritance and indirect inheritance through borrowing. 1.
. -

-~

2.1.6 Lexical distance
' ) . \

ha linguistic distance between dialects is approximated by comput ing leéxical
distance. Lexical distance 1is the percentages of basic vocabulary that is not
cognate. This is computed by subtracting the cognate percentages in Table 2.3 from
100%. . ; ) ‘ '

: ; . . t )

The - Texical dtstance between dialects is given in Table 2.4. In the last
column of the table, the average lexical distance separating an individual of each
dialect from all other individuals on the island is given. This average distance is

computed - just as described for geographic distance ip Appendix 2.1.3. In Table 2.5

the lexical ddstance figures in each row are divided by the average distance for the.

row to derive a _relative, nonsymmetric  measure of 1linguistic distance, The
- interpretation of these figures 1s analogous to the interpretation discussed in
Appendix 2.1.3 for relative geographic distance.

2.1.7 Measured intelligibility

Intelligibility between dialects was measured using the technique described’ 1in
Section 2.1. The resporses were scored on the four point scale deséribed in Section
2.1.4, The results of the intelligiBility testing are displayed in Table 2.6. The
regponses given are wpat I judged to be the norms for the dialects taking the test,
When an individual having closeicontact with the dialect on the test tape dominated
the beginning of a test, I directed questions: to other members'of the group in order

/
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~Table 2.3 Lexical similarity

Values are percentage of tognates
, « e

NEO MAT BAN NEP L0 VEN NEM BYO-NOP NEA NOO MBI NNG .
' . NEO 100 87 85 83 87 86 78 70 68 65 59 59 SO
MAT 87 100 95 86 97 95 85 75 7268 63 63 53
: , . . BAN 85 95100 87 96 93 85 77 74 72 65 65 54
. NEP 83 86 87 100 89 87 83 75 78 74 66 66 54
w WO 87 97 96 69 100 98 87 77 74 72 65 65 54
‘m B6. 95 '93 87 96 100 86 76 72 70 63 63 53
' h NEM 78 .85 B85 83. 87 186 100 84 78.75 70 70 59
. ' " BYO 70 7"5,77 75 77 76 8¢ No 88 80 73 73 63
NOP. 68 72 74 78 74 72 78, 88 100 88 78 78 64
NEA 65 63 72 T4 72 10 75 80 88 100 85 85 68
3 NOO 59 63 65 66 65 63 70 73 78 85100 100 72
| MBI 59 63 65 66 65 "63 70 ¥3 78 85 100 100 72
( : SN WG 50 53 54 54 54 ‘53"59, 63 64' 68 72 72109
N
- . .
) "
‘ ~ s °
\* .,\\
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' ‘ Table 2.4 Lexical distance . Cy
» Values are percentage of non-cognates I
‘ /T ° -NEO MAT BAN NEP LWQ VEN NEM BYO NOP NEA NOO MBI NNG Mean
* 3 - . .
NEO 0 13.,1% 17 13 14 22 30 32 35 41 41 50 23.1 . .
MAT 13- 0 5 14 3 5 15 25 .28 §§‘\?7h.37‘_47 .8 (
BAN 15 5 0 13 4. 7 15 23<i26 28 35 35 46 16.8 ' .
NEP 17 14 13 0 11 13 17 25 22° 26 34 34- 46 19.0 .
~ W, 13 3 4 11° 0 2 13 23 26 28 35 35 46 15.9
’ - - o : '
VEN 14 S5 7 13 "2 0 14 24 28 30 37 37 .47 17.4
N NEM 22 15 15 17 13 14 0 16 22 25 30 30 41 19.3’

rd

. BYO 30 25 23 25. 23 24 16 0 12,20 27 27 37 2.8
| "NOP 32 28" 26 22 26 28 22 12 0 12 22 22 36 23.1
NEA 35 32 .28 26 28 30 25 20 12 0 ‘IS 15 32 23.7
NOO 41 37 35 34 35 37 30 27 22 15 0 0°28 27.6
MBI 41 37 35 34.35 37 30 27 22 15 0 0 28 27.6

NNG 50 47 46 46 46 47 41 37 36 32 28 28 0 38.7
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Table 2.5 Relative lexical distgnce

Values are ﬁeréentage of mean distance from origin point

To:
" NEO' MAT BAN NEP LWO VEN NEM BYO NOP NEA NOO MBI NNG
. NEO O 56 65 74 56 61 95 136’;39 152 177 177, 216
MAT <73 0 28779 17 28 84 140 157,180 208 208 264
BAN' 89 30 0 78 24 42 89 137 155 167 209 209 274
NEP 90 74 69 -0 58 69 90'132 116 137 179 179 243 | !
o 82 19 25 6 0 13 82 145 164 176 221 221 290
VEN 80« 29 40 75 11 0 80 138 161 172 213 213 270
From: ~ NEM 114 78 78,88 67 73. 0 83 114 130 156 156 213
. BY 131 110 101 110°101 105 70 053 88 118 118 162
T NoP 136 121112 95112121 95 52 0 52 95 95 156
.NgA 148 135 118 110 118 126 105 84" 51 "0 63 63 135 |
§0O 149 134 127 123 127 134 109 98_80' 54 - 0 0 102 R
'MBI 149 134 127 123 127 134 109 98° 80 54 0 0 103
NNG 129 121 119 119119 121 106° 96 93. 83 72 72 0 -

[ J

to assess how weil the majority - was "understanding. This latter assessment 18-

» Jreported 1in the table of scbres; The periods indicate that intelligibility ‘'was not
- . tested for that particular pairing of dialects. , The dialeats listed along the lotty'
PN - -nand side of the table are those which listened to the test tapes. Those listed

- ’ - . .along the top are those which were the speakers on the test tapes., Thus, the "2" in
the- top row of the table means that the people from Neo scored partial
intelligibility when they listened to the dialect of Nea. '

»

L 2.1.8 Opinions'aboub'1ntelligibility _ ?y o o " _ o ]
L ) ' Lm Y

. . Before . 1ntelligib111ty tests were given the members of the group were asked
how well they understood the other dialects oh Santa. Cruz. The questionn asked
) was: "How ‘much' Qf tlie speech of village X do you upderstand?" The answers were
-i: soored on a three point scale: 2'x, qll of it, 1 = some of it, 0 = none-of it. The
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8 . Table 2.6 Measured intelligibility

= Full intelligibility o ,
= Partial intelligibility ' i
= Sporadic recqgnition ;

- N W

' Dialect of spe&ker: _
NEO MAT BAN NEP LWO VEN NEM BYO NOP NEA NOO MBI NNG
MO O3 .. 3 L .- - 2 ..
M 3 . 3 .. .~"3(2' ). 1L
e 3 . 33 .. '."2&__'_27/‘2.2 .1
NEP 3. 3 3 . .73 33 3.2 ., 1

[m 3 - - O 3 - o | 3 3 2 2 - O

Dialect ' , . -
' VEN 3/ . . . 3 3 3 3 2 2 . 1
of NEM . . . ... .3 . . 3.2 . 1
- ) . _
v BYO 3 . . « L o - . '3 - 3l 3‘ . 1
hearers: ' ' N o
NP 3 . . 3 . . . 3 3.3 3 . 1
‘ CNBA 270 L3 L L. L 33 sl N
' L : ' A
NOO. 2 .. 37, . . . 3 . 3 3 ., 3
MBI 2 . . 2 . %o, 3 . 3 3 . 3
NNG 3 . 3 . . . . 3 . . 3 . .3
. . N /,\

. : : ’ [
\ ' A 3 . \

. .results of this investigation are given in Table 2.7. uThe'dialects7iis ed;alohg the

: :_lert hand side of the table are those to which the question was asked. TYhose listed
along the top are the ones which were asked about. Thus the score of "O" in the.

top row of the table indicates that the people of Neo’said'they_oould not understand
any of 4he speech of. Nanggu.' S L . . '

o ?Thd\botqqm row and the r;ghtmost column of the table give thé' attraction and
motivation .of the dialects .as indicated by these opinions (sse Section 6.1.2.3).

These ate weighted by population iir the same manner as the, average geographic and

. lexical distance.: That 1s, they are computed ‘as an average intelligibility per

‘individual, ﬁithér'&%qn per dialect. This is done by multfblying the opinion scores

o by the‘populatiaﬁ;gfjthe intersectips_“dialeot, 'puhmIng, and - dividing by total

« -
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Table 2.7 Opinioﬂs about 1ntelligdbility

" "How mdkh of thg speech of village X do you understand?"

2 - undefstand all of it
1 = understand some of it- .
0 = understand none of it , "

]
. S Dialect asked about; o ) . o
NEO-MAT BAN NEP. LWO VEN NEM BYO NOP NEA NOO MBI NNG' Mot
NEO 2 2 2,2 2.2 °2 2 2 .2 2 2 0. .93°
Wwr 2 2 2 22 2 1 1°0 0 0 0 0 .61 -
BAN 2 2 2 2 2 2 2 .1 1 1 1.1. 0 ) 4

. NEP 2 "2 2 2 2 2 2 2 2 2 2.2.1 .9

W 2° 2 2 .2 2 2 2 2 2 2 2 0 -.93
VBN 2 2 2 22 2 2.2 2 2 2 2 1 .9 . 23;
Dialect’ : - N o ' R’
CNEM 2 2 2 2 2 2 2 2 2 2 2 2 1 .97 o
aSkeﬂ“ . : [ . C
22 2 2 2 2 2 2 1, .97

v 'BYO 2 2 2 2

3
8o
N
N
N
N
N
N
N
N
N
8o
N
ot

) 97

NN

2 2 2 2 2-2 2 1 -.9% \
‘MBI 1 2 2 2 2 2 2 2.2 2 2t 2 2 .97

NG 2 2.2 2 2.2 2 2-2 2 2 2 2. L0,

Att .98 1.0 1.0 1.0 1.0 1.0 .98 .90 .88 .88 .88 .88 .33

population. It ‘should be noted that these computations do not include the diagonal-
in the martix; they refer only to the other:twelve dialects. The .scores are further
divided by two in order to convert them to a range of zero to one . @hd make themn -
easier to .interpret. The attraction figures (Att) can be interpreted as the

proportion of the island's population which claim to understand the 'given dialect,
Thus we see that 100% of the islanders olrim to undepstand Mbanua (BAN) while only "
33% olaim to understand .Nanggu (NNG). The motivhtion figures (Mot) can be
interpreted as the proportion of the 1sland's population which the given dialect

' claims to understand. Thus, we see that NNG claims to understand 1008 of the

islanders while BAN claims to understand only Tu%.
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2.1.9 €vntact through church feativals . -
_ . . i
‘ With the exception; of some small newly established settlements and. Graciosa .
Bay; where four churches Serve the 14 villages, every village on ganta. Cruz has a
.ohurch.  Each chdrch takes its name from & saint or a feast day within the church
year (e.g. Resurrection, Trinity, ‘Ascenslon). Once' a year, on tHe appointed day ,of"
-its saint or fea¥, each church holds a festival. The festival begins with a
special communion servicc.ig the church. This‘is followed by feasting and’ dancing
which continues all night. ?%the young people.pabéicipate in sborts competitions as
well. -These festivals are a high point of the'social year for the villages and they

~are-in fact the only times' of feasting and dan¢ing which are regulariwJdcheduled .on

-

the calendar. _ '
. . o } . Q‘*: ! -
. Anyone has an open invitation to attend a festival and péople always come from -
many of the surrounding villages. Thus the frequency with which the pedple of one

. village attend the festival of other villages gives a rough measure of the amount of

Y

Bontact and interaction between the villages.
®

" "To determine the patterns of ‘church festival attendance the following question
was asked of the group of: people assembled for an intelligibility test: "How often
do people from your village attend the church festival at village X?" The responses
to the question were not always reliable. In some cases the person answered .that
they went to all the festivals every time, but meant that they could go .to dny of
them at any time if they wished. In some cases an inflividual would answer only for -

- himself, instead of the villagé, telling how often he personally goes to the

festivals. In the first case the answers were consistently too.high; in the second.
they were consistently too low. In spite of attemﬁgs to rephrase the question, the
proper kinds of response were not obtained in NEO,,LHO, BAN, and NOP. Thus missing
_values (si&pified Dy periods) are reported for these four villages. The responses
from Nanggu' (NNG) 1look suspicious on first glance as they claimed that they attended
all of the festivals at least some of the time. This claim is, however, consistent

with their results on the inteliigibility tests, their pattern of marriage ties, and.
their own opinions ag to how well they.understood the other dialec%g.

The results of the church festival question are set out in Table 2.§. The
resylts are not strictly dialect to dialect contacdt; they are from central village
of a dialect to central village. The list of villages on the left hand side of the

" table 'are the villages which were asked the question, The villages listed along the
top. are the 'villages where festivals are held. Tﬁ:g, the first-"2" in the second
-row .of the table indicates that the people of Matu (MAT) attend the festival at  Neo
(NEO) every year. o ' ' ®

7

~ Attraction and motivation are computed as they were for the opinions in the
-previous section. The attraction figures can be interpreted as the proportion of

.+ the. island's population which attend the festivals at that loeation. It must be

gemembered, however, that attendance records for four of -the dialects are not
ncluded in the sum of the attending population, but are still included in the total
population figure. Thus the proportidns are lower “than they would be if comparable

- data from the four were added. The motivation figures.can be interpreted” as the o
. proportion of the island's population which thdt group contacts in its festival -~

attendance. These two sets of proportions should be qualified by stating that . -they
do not apply to all indiwviduals within the communities, but only to the delegations

¢

which represent them at festivals.

. ) 205
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Table 2.8 Attendance at church festivals

.
- , = . « - 4

*y

& "How often do people from your village attend
" ‘the church festival at village X?"

._-} -

N 2 = every year = . | ¢ o s
: 1 = only some years. '
. X v 0 = never (or very seldom)
¢ ' " )
Village where festivql is held:
’NEOMATBANNEPLNOVENNB&BY()NOPNEANOOMBINMB Mot
’ N

NEO . L] L] - e L] L] L] L L] L] L] L] .- .o .‘

MAT 2 2 2 2 2 2 0,0 O O O O O .55

NEP I 2 2 2 2 2 1 1 1 2 1 0 0 .70

' S TVEN 2 2 202 2 2 2 2 1 1 1 0 0 .76 “
_ ) - Village ' ' J
> o © NEM 1 1 2.2 2 2 2 2 1 1 1 0 0 .M
asked: ' :
. BYO 1 1 1 1 2 2 2 2 2 2 1 0

-NOP ; ’ - L J. L . h [ L L] | - L L] ] ] L L

NEA-O O 2 2 1°'1 1 2 2 2 2 1 1 .68
’ . MO 0 0 -1 1 1 1 1 1 1 2 2 1 1 .48
MBI 0 0 O 0-.0 0 1 1 0 1 2‘l/3/,/5 .26
WG 1 1°1 1 1 1 1 1 1 1 1 2 2 .52
Att .29 .30 .55 .41 .53 .41 .36 .40 .35 .41 .34 .15 .13
|
¢ .
. . //’.r o~
NV
: <08

L N | ..] R PRI E L " A U U e
e y - e X R .
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2.1110 Contact through marriage ties

The present day network of garriage ties on Santa Cruz is set out in Table 2.9.
At eaoh of the thirteen intelligibility.test points the people were asked how many
people (either male or female) from their immediate dialect group were married to a
persof from each of the other dialects on the islan The answers to this question
should produce - reciprooal responses. That is, t qisshflo of MAT should answer the
same number of marriages with BAN, as the people of BAN answer for marriages with
MAT. Any discrepancies in the original data betweék the number of marriages as
reported by different villages were rectified by assuming thAt the higher number was
the cdrrect number. This was dohe on the assumption that it was more 1likely that

People would fail to think of a marriage with a pafticular dialect than that they
would report one that was not really true. .

The question, "How many people from your dialect are married to people from
dialect X?" was .scored as follows: 0O = none; 1 =z one; 2 a some (two to four);
*3 = many (five or more). When asking the question, the actual number of people 'was
‘requested for the response, Sometimes, when many marriages were involved, the

Qeople were not able to think of every one and give an absolute number. This,
combined with the fact of the discrepancies for which figures were adjusted and the
different size of populations represented by the different dialects makes a scale of
"none, one, some, many" preferable to the absolute numbers. The scale values which

appear in Table 2.9 were assigned on the basis of the adjusted actual number of .-;

marriages reported.

Since the data in Table 2.9 are symmetric, measures of attraction and

motivation cannot be computed. A better alternative to asking how many marriage
.ties link a pair of dialects, would have been to ask, "How many people from dialect
X have married someone from here and are 1living here?" . This would yield &
nonsymmetric table of results. Since this question was not asked, the next best
thing is to use the available data to predict what the.results might be. To do this
the following hypothesis is made: the number of couples residing in a particular

village is proportional to the size of the village. Thus, if there are X number of.

marriage ties between two dialects with populations A and B, the number of those X

couples living in dialect area A will be (X)(A/(A+B)), and the number of the couples

I'iving in dialect area B will be (X)(B/(A+B)). : N

In Table 2.10, the data in Table 2.9 are transformed as detailed above in order
to reflect predicted patterns of marital residence. The dialects listed along the

top are labeled place of residenoe, and those along the left hand side are labeled

place of origin. The data are now nonsymmetric and measures of attraction and
motivation can be computed. The row and column means are divided by three in order
to'compute a proportion from zero to one. The attraction figure can be loosely
interpreted as the proportion of the island's population which has contact with that
dialect because of marriage ties into that dialect. The motivation figure can be
loosely interpreted as the proportion of the. island's population with which the
dialect has contact because of marr;dge ties outside that dialect.

.2.1.11 Estimated intelligibility S - P e

'fﬁ the field it was .bossible to, test only 78 "out of the possible 169

intelligibility relations among the 13 dialects, On the basis oft the models
developed in Section 6.3 to explain those 78 cases, the remaining untested relations
can be estimated. Table 2.11 gives a complete matrix of estimated intelligibility.
Thée estimates agree with the measurements in 95% of the cases. The four cases where

-

&
\

R0y

P33
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) : Table 2.9 Marriage ties |
Number of marriage ties between -diq_;p/cts
0 = no marriages o g
1 = one marriage '
2 = some marriages (two to fqur)
3 = many marriages (five or more)
NEO MAT BAN NEP LWO VEN NEM BYO NOP NEA NOO MBI NNG ’
NEO' 3 0 2 0 3 1 0 0°0 0 0 0 1
, M? 0.3 3 1 0-2 0 0 0 0 0 0 O
BN 2 33 3 2 3 1 0 2 1 1 0.3
NEP 0O 1 3 3 2 0 0 0 3 3 0 0 2
o -3 0 2 2 3 3 2 0 1'1 0 0 3
& . ’ aq
VBN .1 2.3 0 3 3 2 2.1 0 2 0 1
NEM 0 0 1 o 2 2 3 3 0 1 1 1 o0
BYO 0 0 0 0 0 2 3 3 2 0 2 0 0 o °
NP 0 0 2 .3 1 1 0 2 3 3 1 01
aa . : ?g .
NA 0 0 1 3 1 % 1 03 3 3 0 1 - -
. . ta -
. “ v
NO 0 0 } 0 0 2 1 2.1 3 -3 3 3
MBI 0 0 0 0O 0 0 1 0 0 0 3 3 2 .
NG 1-0 3 2 3 1 o0 0,1 1 3. 2 3
.» Ql b R \
> i )
f_ r
}
-.\" \
. “ v
208 T
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the estimate differs from the measurement are underlined.

1.
¥ . , '
Y . - 4

. 1) )

L . 'fable 2.16" Predicted marital residence
R . o . ' Fo f?
Place of residence: . {f
NEO MAT BAN NEP LWO VEN NEM BYO NOP ‘NEA NOO MBI NNG ot
NEO 3.0 0.0 1.4 6.0 1.9 0.6 0.0 0.0 0.0 0.0 0.0 0.0 0. 5 .19
MAT 0.0 3.0 2.4 0.7 0.0 1.4 0.0.0.0 0.6 0.0 0.0 0.0 0.0 .19
BAN 0.6 0.6 3.0 1.2 0.9 1.2 0.3 9.050.5 0.3 0.4 0:0 0.9 .22
'NEP 0.0 0.3 1.8 3.0 1.1 0.0 0.0 0.0 0.9 1.20.0 0.0 ﬁia- .21

WO 1.1 0.0 1.1 0.9 3.0 1.3 0.7 0.0 0.3 0.4 0.0 0.0.L.1 .22
' Placé o

VEN 0.4 0.6 1.8 0.0 1.7°3.0 0.8 0.8 0.3 0.0 1.0 0.0-0,4 ,27
of '* NEM. 0.0 0.0 0.7 0.0 1.3 1,2 3.0 1.5 0.0 0.6 0.6 0.4 0.0 .21

o BYO 0.0 0.0 0.0 0.0 0.0 1.2 1.5 3.0 0.9 0.0 1.2 0.0 0.0 .12
Origin: _ . L
- 0.0 0.0 1.5 2.1 0.7 0.7 0.0 1.1 3.0 1.8 0.7, 0.0 o\g\ .31

v NEA” 0.0 0.0 0.7 1.8 0.6 0.9 0.4 0.0 1.2 0.0 1.7 0.0 0,3\ .32\

NOO 0.0 0.0 0.6 0.0 0.0 1.0 0.4 0.8 0.3 1.3 3.0 1.0 1.2.,.18
MBI 0.0 0.0°0.0 0.0 0.0 0.0 0.6 0.0 0.0 o;o’z.qf§.§ 1.2 .10
WG 0.5 0.0 2.1 1.2 1.9 0.6 0.0 0.0 0.4 0.5 1.7 0.8 3.0” .36
Y At .10 .06 .40 .23 \31 .27 .13 .10 .15 .18 .22 .06 :23

. . . Y a - .
[ . . . .

The method used to estigiite intelligibility was- a two—out-of—throo 'E:thod for.
combining the three: best predicting models. 1In gost oases, the thres modols agree.
In the cases where they do not, the level prodioted by two of the models 1s t.aken as
the estimated 1ntolligibility. L . .

_ The first wodel 1s based on oomposite relative diatance alone (Seotion 6.4)
" where compposite relative distance equals six-tenths <times. ‘relative seographio ,
distance (Table 2.2) plus four-tenths times relative lexical distance (Table 2.5). - ¢
~ The step funotion for prodioting 1ntolligib111ty is (see final soattergram in‘
Appendix 2.2), ) ‘ . , : ~

-
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. ‘- Int a 3.'1r composite distance ; 13485
. : '= 2, 1f 134% < composite distance g 185%;
. : o~ Y 'z 1, 1f 185% < composite distapce,

t

This model is 90% acourate..

. b | ) -
B The sedond model 1is- a oomplex model (Seotion 6.5) with\predioted contaoﬂl The-
&. contact -factor 1is pre¢iotq.fby the overall motivatign of the Iistener's dialect ‘as

indicated by opinions about:- 2elligibility (Table' - 2F7) inided by ' the relative

gvographic distance from the listengr's dialeot toythe sﬁeaker s (Table 2.2). The

_ "soaling factoﬁa for these two variables are desor 7 in ‘Appendix 2.3. After ’‘the

, . two variablea~%qro scaled, they are multiplie ?to oompute the C factor which plugs
1 Qinto the rormﬁfg ¥for familiarity, - ;

{ Ny -
. o

F=L+ C(100-L)

L

e‘ ,
The step function which prediots intelligibi&ity s then, o0
Int = 3, if 89% < Familiarity < 100%:
2, 1f 82%- ¢ Familiarity { 89%;
', if Familiarity < 82%. !

} T

This model is 92 % accurate.

N\

. The third model is also a complex model uith predioted contact. Lexical
distance from the center is used to.estimatefattraction and motivation. Contact is-
predicted by the attraction of the speaker (i verse of distance from center) times
the - motivation of the hearer (distance from'ceénter) divided by relative geographic
distance. The scaling factor® for these thrde variables are desctibed “in_ Appendix

. 2.3. ‘Contact is plugged iﬁto the familiarfty formula as above. The step function
whioh predicts intelligibility is,

S mInb = 3, if 75% < Familiarity S 1
; . 2, 1if 64% < Familiarity ¢ T8
= 1, if Familiarity ¢ 6U4%.

This model is 90% accurate.
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- ,. B Table 2.1l Estimated‘intélliéibility‘ : S \\&
i _ 3 = Full 1ntelligibility , T
e .o T 2 = Partial intelligibility
\ . B Sporadic recognition

%?alect of speaker-

A

NED MAT BAN NEP LNO VEN NEM BYO NOP NEA NOO MBI NNG

NEO 3 3 3 3.3 3 3.2 2 2 11

.

MAT. 3 3 3 33 3 2 2 2 1 1 1 %
BAN 3 3 3 3 3 3 2 2 2 2 1 1 !
L 4
3 3.3 3 2 1 1

Dialect

of NEM 3 3 3

3
3
3
NEP 3 3 3 h 33
| -
3
3
BYO 3 3 3 3
3
3
3
3
3

hearers: fQ ) e

NP 2 2 3 303 3.373 3 3 2 1

"NEA 2 2.3 3 3 3 '3 3,3 3 .3 3 1
NO 2 2 3 33 3 3 3 3 3 3 3

o  wr o2 2 3 3.3°3 3 3 3 373 3 \
- NNG 3 3 3 33 3 3 3 3 3 3 3 " Y
| ‘ " . '
e " e ' _ Int = 3, 1£'composite'diqténéo-5 134}; _- ' @

= 2, 1f 134% < composité distance $ 185%3

=.1, 1f 185% < composite distanca.

'This model is 90% accurate.
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2.3 Scattergrams and étep fhnctions.for}sinéle variable
models ' - ‘
. : -
. Y
.Iﬁ'the scattergrams, 1ntelligibility is plotped on the

vertical éxis and thé predicting variable is plotted on the
horizontal axis.; The plotted values are the letters of 'thé
halphabgt. | A iin@icétés that one pbservation‘is plotted at
that point, B indicates that tﬁo are, and so on.” The steps
of the .step functiong are indicated by.underscores. Below
each scattergraﬁ three values are given: the sﬁm of the
deviations of predicted véluésréf intelligibility froy the

measured value§, the ratio of prediction accuracy, ‘and- the

percentage of prediction accuracy.

€

K]




/ 207_‘) ' , .o
. ‘ V ‘
I\' T+ 7 -Lexical Simlrabity
. L4 ) ’\
» t o
I
N\ ’ . ‘
Intelligibility
5 oy l ! . -
I .
| - , )
3 + A A A A A AGCBAD A C EBF A L ¢
I . ' "
W |
I
I
I ) ) >
i 2 + ’ ‘ B A DB B BAA A
I _ ) - .
I 3 . |
| )
I ) .
I -
1 + BB A BA A -
' 22
I
' N\
I -
I
0o + ,
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' 40 50 60 70 -~ 80 . 90 .100 o
. Lexical similarity
. . (Perecentage of cognates) .
. " RS . T 3 '
[ | -3 )
[
f g
. . - ' . R 2
, . ~ Sum of Deviations = 18 _ oo
RSE}pfpfdAccufacY'-_60/78
- Percentage of Acc = 77% N .
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. oo L Absolute Geographic Distance" '
v - . . L - . N N
Intelligibility
I
Q ! .
N . :
-3 + DFD DABDDAABCC ADA B A ) A A AA A
| ) -
!
- \ .
!
! \
2 + A AC ABC A B A - A
| .
!
|
| - T " .
. _| Tt
il 1 + A A AAA AA A A
! ~ .
!
‘ ) !
| ‘
|
0 + \ ¥
'ﬂ | b e e R ittt bttt L e et +
¥ _ 0 200 400 600 800 1000
- 5 Geographic distance :
] : (Minutes' traveling time) B
. Ao
| . Sum of Deviations = 26 ’ ‘
o ‘Ratio of Acturacy = 52/78:
- - | - Percentage of Acc =-67% o
- ' - N
\ 1)
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- S Opinions about Intel—li'gibil,ilty
'} - «
. ! . ' ", \.\. o ) J o
Intelligibility
T&;\'. ¢
. I . -
| » V4
|
3 + B YA
' N
I
| '
I
I
2 + F J V4
I
I
. l -
- 7
' " Y
1+ C F
|
I : 3
I ‘ .
! e
| . ‘
0 +
R R e ekt P —————————— R i e —— +
. 0 1 2
) “-<. o .
. : T opinions about' intelligibility
o . : (Understand none, some, all)’
P e
T Sum of Deviations = 18 R f
e »
Ratio of Accuracy = 60/78
) Percentage of Acc.= 77% .
[ -
& . 21‘5 .4
. ' ) ! ]
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- . Attendance:. at Church Festivals :
R I,\ - . K
Intelligibility
. |
|
!
3+ Q X
|
. I . —
' Y
!
|
2 + D ¥
I, ¢
|
|
| .
' .
‘1 + F A
|~ m
' _
. ' .
‘(}" )
/ L '
e 0 +,
B e e Tl trmm e e +
' 0 1 2 o
Attendance at church festivals |
' (Never, sometimes, every time) o
€ '.\ .
Sum of Deviations = 12 .
Ratio of Accuracy = 45/57
\ g - R
: Percentage of Acc = 80%: _ *
] ’ N . »
«
a 218 .
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. - Marriage Ties
\ ' .
Intel'ligib'éty
o .
I
nl
3+ M G G ;
I
' 2
|«
I 8
K .
|
' €
l.
b
-1 '+ D o A
|
| « £
| - N
I ’
I ~ v
0o + .
R R tomm e e o e e
0 1 2
’ Marriage ties
(none, one, some, many)
" ) ]
: Sum of beviations = 33
Ratio of Accuracy = 45/78
. £ «
Percentage of Acc = 58% '
\ «
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£
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- Predicted Marriage Residence . :
) ~ X “ . i v . : \\
| Intelligibility . P
‘1 . A 3-__3‘.\,* ‘
‘ l S o
\ "j ' .
. 3+ M AA AAABABA A AABCA ACA AB - A ' K
' - )
l s
! A B
2 +J AB A A A \
- | N
& !
_ ¥
N ' | .
| . ' '
1 +0D AAA A A
1
. l “
l
. l :
¢ I A
0 + s - .
. [ e e e et I e L +
0 1 2 . 3
. . ‘ _ o
. Predicted marriage residence - .
. (none, one, some, many)
o
. . - . _ _
i ) Sum of Deviatfons = 231
- Ratio of Accuracy = 47/78
' PercentagéKoﬁ Acc = 60%
. , . e
~ 218 4 /
- - :9;; . - -




-

1} - . /./“ ) {
213 L ~
- - A
- Mre oy B . (

Yoo : . ~

. - S Y
Relative Geographic Distance
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Intelligibility . - : - )
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N
Relative Lexical Distance
N . )
Intelligibility ,
} O
S ‘ ..
.‘3 + L A  BBAADDDCD ACADCA B
|
| a
' 1}
' -
| J . , «
. 7z + _ A B DB ABA AAA
| ' .
|
' ~
| ‘
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~Composite Relative Digtance
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Scaling of variables for inclusion in contact factor

' he 3.

The contact fac¢tor in the predicting equation must take
on e range of zero to one to prevent predicting more than
100% i telligibility. The variables afe scaled by the

followihg formula:
scaled value = (raw value - min) / (max - min),

Min is the value for that variable which should scale to
zeto,)max is thé value which should scale to one. . Scaled

values 1less. than zero are set to éero; and those greater

“than one are set to one.- Note that when the min value is

[ 4

zZero, the formul a reduces to a simple division:

taw value/max;~-Tn~the~oase of . the mbasg;gd‘gontact--@odels,

.

the raw values are divided byfthé maxuvalues_listeaﬁbelow

and plugged Straight'into the p;ediction formula, In the® )

-

.case of the predicted contact models, as many as thtee

variables are 1involved: - attraction, motivation, and* .
distance. - In - the. case of opinipns, Festivals, and
: marriages, the raw values for attractfon and motivation aﬁg' _—

take- from. thg outer row and column of the data tables in

Appendix ?.\ In the casg)of tha other four factors, - the

°

raw values are population, density;.or distance from the

\

cénter-{ﬁpanpa). In all cases,. the atttaction measure  is

associated with “the speakat and thé& motivation measure is

associated with the hearer. The third variable involved ' in
. : ' ‘

predictions 1is distanée.' The d@atance ﬁeasures are scaled
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So .as to invert them, that i;; far distanco ;ields a ioﬁ_‘
‘value hnd close distance yields‘a high value. In this way
the three scaled variables can be multiplied to compute a.
contact factor in the scale of zéro to one. Thg scaling of
populatioq and density was handled la ,liFtle differently.
The equations used are reported in the following table.
Also, for lhese two variabl;s, the product of attr;;tion and
.motivqtion was further scaled as indicated in the table.
With -all of. - this information it should ‘be possible to.
replicate the results I report in the remaining sections of

4

this apbendixxﬁ

o

Measured contact ' ‘ min - max

) . 2= jmax
opinions *‘g 0 L2
festivals - "% 0 2
marriage ties 0 3
marriage residence 0 -3
Predicted contact min max
absolute geographic distance _ 830 108
relative geographic distance ~ » 341 40
absolute lexical distance TR 50 5 .
relative lexical distance | 290 30
opinions, attraction , 1

0

opinions, motivation 0 1
-festivals, attraction L o 0 .55
festivals, motivation _ - 0 .76
marriages, attraction ‘ g "« 39

marriages, motivation - .35
geographic distance from center, attraction_ 650 60
gcographic distance from center, motivation 60 £50
exical distance from center, attraction. 46 5
lexical distince from center, motivation S 46.
pobulation, attraction, - raw/450
population, motivation . - 120/raw .
‘population, attraction x motivation ‘ (attr) (mot)/,67
density, attraction’ , ) . raw/520
density, motivation . : R 129/caw

j density, attraction x motivation_ . _ (attr)(mot)/ 67

. .
v E . . AR
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Festival attendhnce as measure of contact
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Marriage ties as measure of contact

Intelligibility
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Sum of Deviations = 20

Ratio of Accuracy = 58/78

. Perceht;gp of Acc = 74%
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. 4
Marriage residence aa measure of contact
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2.5\ Results for complex moddls with predicted contact

r Following are seven tables, one for each of the
variables used to predict contact. For each variable,
‘eighteen different combinations of vaiues in the numerator

-, . Q -
and denominator of the contact formula were used. The three

rowS represent three different numerators: attraction
alone, motivation alone, ‘and';ttraction times motivation.
The six bolumﬁs represent sixwdifferené denomiﬁators: no’
distance (a constant value of one), absoluée geographic

distance, relative 'geographid Qistance, absolute lexical
distanée,' relétive lexical aistance,'and-éomposiée relatibe
"distance. At the 1ntersectioﬁ of each row and column two
. values.are given. The first is the sum of the deviations of

predicted from meaéured values of intelligibility; the
second, in parentheses, is the perdbnéaée of predictjon
accurécy: | The total number of predictidns on which the

percentages are based is given 1in the heading for- each

,

table,.
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Opinions about intelligibility
(78 total predictions)

o1 iy ey E = 2 e e

None Geographic Lexical Compoéite
Absolute Relative Absolute Relative :Relative
Attraction 13 (83%) 20 (748%) 12 (85%) 18 (77%) 9 (88%) 11 (B6%)
Motivation 18 (778) 16 (79%) 6 (928) 14 (82%) 8 (90%) 7 (91%)
Attr & Mot 10 (87%) .16 (79%) 8 (90%) 14 (82%) 6 (928) 6 (928)
) Church festival attendance ’
ﬂ (57 total predictions)
None | Geographic Lexical Composite
Absolute Relative Absolute Relative Relative
Attraction 8 (86%) 12 (79%) -8 (868) 11 (B1%) 72-(88%) O (84%)
_ hd L
. Motivation 20 (A5%) 17 (70%) 12 (79%) 15 (74%) 12 (79%) 12 (79%)
Attr & Mot 13 (77%) 12 (79%) 10 (82%) 10 (82%) 8 (86%) 8 (86%)
Marriage residence
(78 total predictions)
None Geographic Lexical Composite
Absolute Relative Absolute Relative Relative
- Attraction 23 (71%) 19 (76%.) 16 (79%) 17 (78%) 16 (79%) 16 (79%)
Motiva‘tion 25 (68%) 21 (73%) 15 (81%) 18 (77%) 11 (863) 14 (82%)
CAttr & Mot 22 (72%) 19 (76%) 16 (79%) 17 (78%) 16 (79%) 16 (79%)
¥ _
~_ .




Attractiqn
Motivation

Attr & Mot

* Attraction

Motivation

Attr & Mot

Attraction
Motivation,

Attr & Mot

. Attréctiona

_ Motivation

Attr q Mot
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14 (82%) 8 (90%)

.
[N

Population
(78 .total predictions)
None, Geographlic * Lexical
Absolute Relative Absolute Relative
23 (718) 17 (78%) 16 (79%) 18 (77%) 15 (81%)
22 (72%) _16 (79%) 13 (83%) 16 (79%) 14 (82%)
19 (76%) 16 (59%) 15 (81%) 18 (77%) 16 (79%)
Density of population
478 total predictions)
" None Geographic Lexical .
Absolute Relative Absolute Relative
21 (733) 18 (77%) 16 (79%) 16 (798) . 14 (82%)
22 (72%) 15 (81%) 15 (81%) 15 (8lsy) 14 (82%)
18 (778) 1% (81%) 13 (838) 17 (78%) 12 (85%)
Geographié Qistahce from ceﬁter
(78 total predictions)
None - Geographic .'Lexical
Absolute Relative Absolute Relative
16 (79%) 19 (768) 13 (83%) 17 (78%) 10 (87%)
14 (82%) 13 (83%) 10 (875) _14 (82%) 11° (86%)
11" [86%) ‘16 (81%) 11 (86%) 15 (81%) 10 (87%)
Lexical distance from center
y (78 total predictions)
None - Geographic | Lexical :
_ Absolute Relative Absolute Relative
14 (82%) 18 (77%) 12 (85%) 15 (81%) 11 (86%)
15 (81%) 13 (83%) 10 (875) -13'(83\) 8 (90§)»
1Ll (86%)

13 (83%) 9 (88%)

Oompbsite
Relative T,

16 (79%)
14 (82%)

15 (81%)

‘ Composite

Relative
15 (81%)
15 (81%)
14 -(82%)

Composite
Relative

12 (85%)
10 (87%)
11’ (86%)

§

' compositg‘_

Relative
12 (85¢) .
10 (87%)

. 8 (908)
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