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Abstract

This research contrasts two hypdtheses concerning component.ial
storage of meaning. The Complexity Hypothesis statee that a word
with many semantic components will reguire more processing
resources, comprehension time and long-term memory space than a word
with few components, and thus will interfere more with memo;y of
surrounding words. This memory prediction wes tested against an'
alternative prediction baeed on connectivity. The Connectivity
Hypothesis views verb semantic structures as frames for sentence
representation anc¢ states that memory strength between two nouns in
a sentence increases with the number of underlying verb
aubpredicates that connect the neuns. Thus, the Complexity
Hypothesis predicts that a verb with many subpredicates will lead to
poorer memory strength betweern the surrounding: nouns than a verbd

<a

with few subpredicates, while the Connee}ivity Hypothesis predicts
that verbs with many subpredicates will

lead to greater memory
strength between nouns 1h cases when the additional subpredicates
provide semantic connections between the nouns.

In three experiments, cubjects recalleg subject~-verb-object
sentences, given subject nouns as cues,. General verbs, wite
relatively few subpredicates, were compared with more specific verbs
whose additional subpredicates either did or did not provide
additional connections between the surrounding nouns. The level of
recall of the object noun, given the subject noun as cue, was

predicted by the relative number of gconnecting subpredicates in the

o
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verb, but not by the relative nugber of subpredicates. This finding
supports the Connectivity Hypothesis over the Complexity Hypothesis.
Thesg results are interpreted in terms of a model in which the verb
conveys a structured set of subpredicates that provides a connective

framework for sentence memory.
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The idea that word meanings uave'componential structures has a
long history in western thought. 7The analysis of concepts into more
basic concepts has been a tradition in philosophy at 1least since
Socrates and Aristotle., More recently, componential representation
has been an important theoretical idea for anthropologists (e.g.,
Romney & d'Andrade, 1964), linguists (e.g. Bendix, 1971; Bierwisch,
1971; Chafe, 1970; Fillmore, 1971; Katz & Fodor, 1963; Lakoff, 1970;
McCawley, 1968; Talmy, 1972), computer scientists (e.g., Schank, -
1972; Schank & Colby, 1973; Schank, Goldman, Rieger, & Riesbeck,
1972), and psychologists (e.g., Abrahamson, 1975; E. Clark, 1975;
H. Clark, 1974; Fillenbaum & Rapoport, 1974; Gentner, 1975; Miller &
Johnson-Laird, 1976; Rﬁmelhart & Levin, 1975; Smith, Shoben & Rips,
1974). 1t is easy to understand the appealu of the componential
approacﬁ. 'It offer's a powerful way of capturing generalities about
relatedness among meanings, as well as a natural set of explanatory
principles for some important psycholinguistic phencmena.

Une example of this economy of expl;naticn 15 the assumption
that the degree of synonymity between words reflects the degree of
overlap in their componential representations. This allows
subjective similarity in meaning, substitutability 1in paraphrase,
and confusability in long-term memory to be accounted for within one
framework. Gentner (Note 2) measured the amount of shared
substructure in the hypothesized componential representations for

pairs of verbs. The degree of semantic overlap correlated highly

. with two empirical measures: (1) the degree to which the verb pairs
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were confused with one another in sentence recall,- as méaaured by
the number of reversals in noun 6bJects; and (2) the rated
similarity in meaning between the verbs. |

Another lineiof support for a comronential model of meaning
comes from Studies of verification latencies for sentence-picture
matching (e.g. True/False "The square is present." given that either
; square or a circle is displayed). This line of argument depends
on .thy assumption that certain words contain inherent negative
.componehts; for example, it is proposed that the represegtation of
absent is "NOT (representation of present)." | In the
aentence-ﬁﬁcture matching task, a systematic pattern of latencies is
found. For affirmative sentgnces, true senﬁences are faster than
false sentences; but -for negative aentencés, false sentences are
faster than true sentences. The point is that this rather complex
pattern of reaction times is found both for explicit negatives, such
as the pair present/isn't present and for implicit negatives, such
as present/absent (Carpenter & Just, 1975; H. Clark, 1974) . This
correspondence provides support for the assumption phat there is an
embedded negative component in absent.

Another psycnological phenomenon for which the componential
approach has been useful is that of acquisition of meaning. Since
E. Clark's (1973) proposal that children's acquisition of word
meaning 1is best described as ‘the gradual accretion of semantic
features, there have been many studies of semantic acquisition based

on the componential approach. The semantic features hypothesis has

«\



\
\
_\\ Verb Semantics and Sentence Hemory

-

provided a useful explanatoﬁy framework for acquisition of meaning,
pfedicting both the finding that children acqQuire the meanings of
general words before the meanings of specific words with more
. semantic components (e.g. give before gell), and the finding ' that
children often initially treat specific words as though they had the
same meanings as general words of the same family (e.g. sell
understood as gjve)f{e.g., .Bowerman, Note 1; E. Clark, 1973,
Gentner,L275, 1978; Kueczaj & Marat;sos, 1975).

The 'notiék :of componential representation thus ©provides a
useful explanatory framework for discussing such phenomena as
relatedness among word meanings, acquisition of meaning, and the
polarity patterns of the chronometric studies. It also provides a
useful formalism in which to model semantic integration effects in
reading .and discogrse (Gentner, Note 3). These converging phenomena
suggest that accessing componential meaning representations 1is an
important aspect of comprehension.

There is, however, an influential body of reséarch that argues
against the componential view. This research has tested a set of
predictions of the componential model with null results (Kintsch,
1974;: Fodor; 1975; Thorndyke, 1975). These predictions are all
based on the general intuition that semantically complex concepts
are harder to process than semantically simple ones. The implicit
assumption governing this work might be .termed the Complexity
Hypothesis: that the greater the number of semantic components in a

word, the more difficult the word will be to process and the greater
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the memory load it will create. This hypothesis predicts that use
of semantically complex words should lead to (1) longer reaction
times for processing the words; (2) poorer performance on
distracting tasks; and (3) poorer memory for surrounding words than
use of semantically simpler words, It is important to note that the
Complexity Hypothesis is rarely labelled as such. It tends rather
to  be implicit; -many of its proponents simply assume that
complexity effecés must follow from componential representation.
Experiments based on the Complexity Hypothesis have failed' to
provide.evidence for semﬁntic decomposition. Kintsch (1974) was one
of the first experimenters to investigate componentigl processing.
In a series of exqeriments designed to test all three of the,
predictions of the Complexity Hypothesis, he found no systematic
differences between his set of semantically complex wordé and his
set of semantically simple words. These resﬁlts might be suspect,
because Kintsch's heavy reliance on the principle of derivationél
complexity led him in many cases to construct stimuli that differed
in syntactic class as well as in semantic cqmplexity (e.g. the pgir
bake as simple and baker ["one who bakes™] as complex). ‘pwever,
Thorndyke (1975), using sets o? verbs classified as semanticaily
simple or complex according to Schank's (1972) conceptual dependency

theory, also failed to find evidence that words of greater semantic

complexity led to longer comprehension times or to poorer memor; for

the overall sentences (predictions (1) and (3) of the Complexity
Hypothesis, respectively] when imagery was controlled for.
P

4
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fhfs failure to find\}{fferences between semantically simple
and seﬁantically cqﬁplex words has led some researchers tb conclude
that word meanings are proce#sed holistically, not componentially
(e.g., Fodor, 1975; Kintach, 1974). However it is possible that the
fault lies not with the notion of componentiality but with the
Complexity Hypothesis, |

The present study compares the Complexity lypothesis with an
alternative hypothesis: the Connectivity Hypothesis. Whereas the
Complexity Hypothesis considers only the pumber of semantic-
components in a word's meaning, Lhe .Connectivity Hypothesis takes
into account the structure of the reprgsentation. The Connectivity
Hypothesis states that a- vefb (or other relational .term) whose
meaning structure sets.up more semantic relations between the nouns
(or, more precisely, the referent-concepts conveyed by the nouns) in

a sentence should lead to greater memory strength between the nouns.

1]
. Operationally, this means that there should be better c¢ued recall

for one noun given the other nouﬁ if a highly connective verd is
used in a sentence than if a semantically less connective verb |is
used. This hypothesis is the application to semantic structure of
the widely supported general fihding that the greater the number of
semantic connections between ¢two concepts, ¢the stronger is the
memory connection between them (e.g. Bower, 1973; Mandler, 1967).

To compare the Connectivity Hypothesis with the Complexity
Hypothesis, let us consider a particular componential model, the LNR

model of verb meaning developed at the University of California at
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Saq Diego (Abrahamson, 1975; Gentner, 1975; Rumelhart & Levin, 1975,
Rumelhart & Norman, 1975). 1In this model, the meaning structure of
the verb specifies the actions, states, changes-of—stﬁte, and other
semantic relationships that the sentence conveys as holding between
the nouns in the sentence. Verb semantic structure is represented
. as a propositional network specifying the set of intefrelated
inferences that are normally ﬁa@e when ;he verb is used. These
;nfgrenbes‘are written as subpredicates, such as CAUSE or DO. They
are ;epresented in relation to one another and to the noun.arguments
of the sentence; Since most verbs specify several such inferences,
these subpredicates act as components of meaning.

The Complexity Hypothesis and the Connectivity Hypothesis make
different predictions when applied to these representations.
Consider two sentences identical except as to whéther the verdb 1is
general or specific. The Complexity Hypothesis states that the
additional semantic compodén}s in the complex verb will create 2
ugreater processing load and require more storage space in memory and
thus 1lead ¢to poorer memory for the overall sentence than will the
simple verb (Kintsch, 1974; Thorndyke, 1975). The Connectivity
Hypothesis states that the additional semantic components in a
verb's meaning will lead to better memory for other parts qf the
sentences in those cases in which the extra components provide extra
semantic connections. Otherwise, the Connectivity Hypqthesis
predicts no difference between simple and complex verbs 1in memory

effects.

19 he
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An  example will serve to clarify the two positions. Consider
the general-specific verb pair give/sold. The sentence shown in
Figure 1,

~Ida gave her tenants a clock.
conveys that Ida did something which caused a change .in the state of

poss;ssion of the. clbck, such that an initial state.in which i1da
Dosseﬁsed the clock is replaced by a final state in which. her
tenants own the clock. The verb sell is mnre specific than the verb
give. The sentence, shown in Figure 2, ‘

Ida sold her tenants a clock.
conveys all the information in the gilg'sentence, but provides more
‘"information as well: némely, an opposite change of ~o0ossession of
money from Ida's tenants to Ida, as well as some kind of contract or
Social agreement between Ida and her tenants,

- EE S ey RO G D Gk TE ) OSSN ES SR G TR G SR WEUR U ey

Insert Figure 1 and 2 about here

According to the Complexity Hypothesis, this additional
semantic information should .ead to a greater memory load, thus
depressing memory for other items 1in the. same sentence (e.g.,
Kintsch, 1974; Thorndyke, 1975). -This predicts that cued recall for
tenants given Jda will be:. poorer if gsell is used than if give 1is
used. The Connectivity Hypothesis makes the opposite prediction.
The verb gell conveys additional connective information beyond that

conveyed by give between the nouns Jda and tenapts. Tnis additional
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connective information can ‘be seen explicitly 1in cémparison of
Figure 1 and Figure 2: tﬁe represengation for gg;; contains more
pathways connecting Ida and tenants than the representation for
give. Thus, use of ggil results in greater memory Qtréngth "between
the nouns than use of give. Therefore, the~Connectivitylﬂyp?tﬁésis
_predicts that cued recall for &gﬁgﬂ&g given Jda will be better with
ggll.than with give. |

The ﬁ;edictions of the Connectivity Hypothesis arise fbdm fhe

specific -structural properties oflthe verbd représentations. In the

case of gjive/sell, the specific verb gell conveys more conneetiye-""

information than the general verbd 3113." Here the Conngotivity

Hypotheéis predicts better object recall for gell ﬁhqnlfér give, a
brediction opposite to that of theﬁCgmplexity Hypgtheé;s. There are
other general-specific verb pairs in /yhiéh the additional
1nformationl conveyed by the spécific 'Qerb does ngLAadd further
connections between the nouns in the sentence and for -these, the
predictions are differng:/ ‘ For example, consider the pair
give/maill, as in the g;nﬁehce shown in Figure 3,
Ida mailed her ﬁenantg a clock.

The additionallsuﬁbredicates in mail convey chiefly the actions by
which 1Ida caused the tranngr of the clock, and do not, on the
whole, serve to connect lda and tenants more richly than does the

general verb give.
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Thnég for the triad give/majl/sell,. the Connectivity Hypothesis and
the ‘C\omplexity Hypothesis predict different patterns of re‘_'jc_all  .of‘
tenants, "given - Jda as cue.lﬂThe Connectivity Hypothesis prediets
that gell will lead to better'hemqry.for tenants than will either
mail or give; and further, that m_l_ will lead to roughly' the same
levels of reoall.as.klxg. The éomﬁlexity Hypotheaip. predicts ‘that
either of the  spdeific ﬁerbs - sell pf mail - Qill'lead to ﬁoorqr
recall of ;gngi;g tgan will the simpler verS give. .

In the'experiments reported here, subjgcts were_réad sentences
containing one of three kinds of verbs:; general verbs, connective
specific verbs, or non-conhectlve speé@fic verbs (ﬁbbreviated G, CS,
and NS reépectively]: For_each'G-CS-Né triad, thé Cssand NS verbs

were more specific.members of the same family as the G verﬂ; thus,

the meaning representation of the CS and NS verbs included the

.meaning representatibn of the G veéb as well as additfional semantic

intorﬁation;’ The details of tﬁe experimenté yaried,‘ but {in each
case the ©bBasic measure was the level of recall for the object noun
cued by the agent noun, given that‘a G bs or NS verb “had been ﬁsed.
For this.task, the th decompositional theories- yield different
patterns of prediction from one ' anpther and from any
nondecompositional theory. The Connectivity Hypothesis: predicts

that (1) the 1level of cued noun recall given CS verbs will be

it

S
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- greater than that given G verbs; and (2) the recall leve}s for NS
verbs and G verbs will be equals The Complexity Hypothesis predicts
thdt ocued poun recall given G verb will be better than that given

CS or NS verbs. . K

Notice that complexity effects could occur in two ways: either

at input (if complex words require more processing 1load and {hus
interfére with processing of surrounding yords) or in storage (if
.'complexlwords'require‘ more memory space and So interfere with
storage of surrounding words). Thus a failure to find complexity
effects would not only ténd to disprove the 1long-term memory
predictions of the Complexity H&pothesis but would also place
liﬁitati;ns on the processing-load assumptions. The
chprehension;time predictions are, of course, not tested here.

Any theo}y in which the verb |{is representéé as a holistic
word-concept rather than. as a set of 1n£ef;elated compbnents
predicts no difference in recall among the three kinds 6f segtences.
Further, if a non-verb-central re;resentation, such as Anderson and
Bower's (1973) HAM phrase-structure representation, is assumed, then
the prediction must be either for no difference amoﬁg the three
kinds_ of sentence (if a nondecompositional approach is taken) or
else that G'senténces will show better 6bject recall than CS and NS
segtences (if thg Complexity Hypothesis 1is proposed). Because verbs
’Blay no bentral mediating role bétween the nouns; it is impossible

for '"HAM to generate the predictions of the Connectivity Hypothesis.

. -
N t
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 Thus, if no differences are found, we cain conclude against both
the Complexity Hypothesis and the Connectivity Hypothesis, and we
can draw no conclusions concerning verb centrality. If G, sentences
are found superior to NS aﬁd cs sentené:s in cued recall of objects,
the Connectivity Hypothesis will be disproved and the Complexity

Hypothesis supported; and again no conclusions ~could be drawn

¢ B

_conce?ning.verb centrglity. If CS sentences are found superior to G

and NS sentencés, the Complexity Hypothesis will be disproved and
the Connectivity ‘Hypothesis supported; the - principle of
verb;centrality in sentence representation will also be supported.

 Experiments 1, 2, and 3 are.'sentence-mgmofy experiments 1in
thch the basic measure was the level of recall of the“obﬁecg nouns

given the subjJect nouns as: cues. Experiments 4 and § are

"imagery-rating experiments, included in order to test the

t

possibility that the pattérns found ..in Experiments 1, 2, and 3 _were
produced by dirférences in imagery rather than by the hypothesized
differences in verb semantic structure.
-
Experiment 1
Subjects
The subjects were 80 students enrolled in psychology courses at

the-dniveraity of Washington, who received class credit for  their

participation.' Subjects were run in groups of two to six subjects.
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Materials and deaign

The stimull consisted of 16 triads of G/CS/NS sentences, listed
in Table 1, and 16 filler sentences. All sentences in a triad  had
the same agent-subject noun (always‘a proper name). Each triad had

two possible object NP's, chosen to fit with all three of the

verb-types used.

Thus, a sample triad is
negotiated with (cs)
his housemﬁtes.i
H:anry talked wiyh (G)
gis neighbors.
gossiped with (NS)
Each subject heard oﬁly two sentences - th; general sentence and one
specific sentence - frém. each V%iaa. '(hlthough thg. simpiest
comparison would havé been to preseﬁt each subject with all three
members of ‘each G/CS/NS triad, presenting three such similar
sentences might have causéd subjects to nétiqe the triads, and
possibly to ;dopt some conscious strategy that would have_aitered
the results.) Subjects were divided into two basic groups, §f which
one heard G sentences and NS sentences and the other "heard 6
sentences and CS sentences.
Thus a subject in the G/NS group might hear

Henry talked with his neighbors.

Henry gossiped with his housemates.
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The ¢two groups of subjects were each further divlded into two
subgroups in order to counterbalance the pairing of objects and
verbs; e.g. a subject in the se=zond G/NS éroup wouild hear 2

[

Henry talked with his .housemates.

Henry gossiped with his-neighbors.

................. S
Insert &able 1 about here
Each subJect' heard 16 general and 16 specific senienees; as.

well as 16 fiLler“sentences‘n a total of %8 sentences. These were
preeented in. two blocks .of 24 sentences. Each block featured. only
‘two agent-subjects,.with four experfmental sentence pairs ane- four
filler sentences for each agent. Thue, the first block of sentences
might -consist of twelve sentences abeut Ethyl (four general, four

{ K
'specific and four fillers) and twelve sentences about Henry,

presented in semi-random order such that members of "a .-

gceeEal-specific pair were not presented cpnsecutively. Ueing the
same agent for several different “sentences was done in e}der to
foster a naturalistic ' comprehension situation, " rather .thanz
presenting subjects with ieolated propositions. 1In line with this
aim, the instructions encouraged subjects to form impressions of the
protagonists (see Procedure, below).:

The design included two betweeq-subjects factors - Pairing of

objects and verbs (2 levels) and verb Connectivity (2 levels: G/NS

P
<
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versus G/CS) - and two #1thin-8ubject§ facbofs - Items . (160 levels)
and verbd Spécific{ty (2 levels: G versus either CS or NS).

Fof both hypotheses, the major predictions-l concern
within-subjects differences. The Complexity H;potheais predicts, in
bcth the G/NS and the G/CS groups; better obje?t recall with genergl
verbs t&an-with spgcific*verbs, giving a main qffect 6fispec4£1city.
The Conneciivity Hypothesis predicts"betler object recail witﬁ
specific ;erbs in ti¥e - G/CS group, - and equal. object récail for
specific and ggperal verbs in the 'G/NS gpoup; f?his means there
sﬂbuld be a‘lsighiricanﬁ -interactioﬁ -between . Specificity aqd
Conngctivity. Since the G=sentencqs are identicaluiﬁ the b/bs aqd
G/NS conditions, both hypotheses umakgva sebondéry between-grouﬂé
prediction thatlthe level of object recall will be equal for .the 'G

S

sentences gcqﬁss gfoups.
Selection of stimuldl.

| For each of themgehe;al verbs, g; NS erb and a CS verbd were
selected. Both - kinds of spééific . verbs 'jpvolie addigionai
subpredicates beyond those of the general verb.' For the éé verbs,
but not for the NS v?rbs, the additional subpredicates madd
connections between the two noun arguménts selected for testinq.‘ In

‘the following discussion 1 indicate the kinds of amplifications

conveyed by each of the NS and CS verbs. Notice that' the
. - Y‘

connectivity of a verb is determined reélative ;o a particular pair

of its noun arguments. For example, in the pair give/mail, although

pail adds connections between the 4dgent noun and the object
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transferred, it does not add connections between the agent noun and
the recip‘ent. (See Figure 3). Thus gail is an - NS verb for the
ageng-recipient noun pair tested hére, though it would have been a
CS verb had the agent-obj2ct pair been tested. The, first noun
argument is always the subject noun. The format for verd pairs in
.this_discussion is . . | . |
1nggL£Lg_1gnn/ggggngl_ignﬁ (example of noun 2). .
cS ggp;itlggtions: In some cases, the (S “verb adds to'.ghe

~

cpange-of-state..fn the G verb a Ehange-of-location (often a further

.;pecificat;on.of the.physical activities by which the agent caused

the change of state). An example is g;gn/gnigin (ticdkets) which

tells us that the agent not only caused a chaqge of  possession of

the tickets (as conveyed by obtain), but that she in so doing caused
.a change 1in the lécdtion of the tickets (in fact, a rather abrupt
change). 'ther pairs in .which the CS verb - adds  ochange(s) of

location  to the meaning of the G verb are Enaw on/eat (turnip);

stitch/alter (tent); hug/greet (chums); water/tend - (orchids);
, o

spash/damage (lawmp); mince/precare (clams); serint scross/go across

. (intersection); poured out/took out (snack); paint/work onmn

(presents); and ggnun/glﬁﬁn-(tub). . -

In other cases, (S verbs add specification of social
transactions between the two noun referents. For example, sell/give
(tenants); negotiate with/talk with (neighbor); sdmit/communicate

(wife); glare at/look at (parade); and marry/know (instructor) all

imply ‘social acts or relationships beyond those specified by the

general verbs.

boa
0
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NS amplifications. These amplifications do not further connect
the critical pair of nouns. Scme NS verbs provide further
specification of the final state in a -state-change verb; e.g.
‘nnlnlggnﬂgg (lamp). The general verb damage conveys that . the agent
did - something to ~cause a change in the condition of the lamp sdoh.
thgt'its final conditian was worse than its initial condition. The
.Ns 'verb,lnnin adds the information that the final state waé one of
total uselessness -- but this 1néormation does not add any new
connections ~betueen‘ agent and object. Other cases of final-state
ﬁpecification‘ are shorten/alter {Eentj; diainiggh/nggg tub);
chill/prepare (clamsj; and Llnlgn/ugnk_gn (preéents). One case df.
initial-state specification was 1n¢1uded: . nnﬁggkgggﬁ[;ggk out
(snack). o |

:AnOther kind rof NS amplification is information about overall '
timing; thus, lunch on/eat (turnip) specifies the time of ‘the
1nges£ion, but does not add further conneét;onb bétween Qgent and
ocbject: ngnnx_ggnggi/gg_ggnggg (intersection) specifies a speedf
completioh of the change-of-location; meet/know (1pstructor)
specifies that the acquaintance 1; juat beginning; and g;gng_gillggk'
at (parade) specifies that the loéking_went on for some time (and
perhaps also indicates the intensity of the looking).

In soaxe cases, the NS verb provides a fuller description of a'
,noﬁn argument‘other than one of the critical pair. This occurs witﬁi
confess/communicate (wife) and gossip/talk with (neighbor); the NS
verb specifies the content of the discussion, but does not add

connections betweén the two discussants.
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Other instances of non-connecting amplifications are
protect/tend (orchids), which conveys the existence of an outside

entity against"which the agent must contend.in order to maintain the

orchids; steal/obtain (tickéts), which conveys that the change of

possession ' was gllegal with respect to the previous owner;

Welcome/greet (chuma),thich adds that thg greetiqg is téking place
on :the agent'é territory; and majl/give (tenants), Whidh specifies
éhe gctions performed by agent 6n'object,.bdt does not add bo: the
relation between agent and recipieqt.'

It should ©be noted that these representation; are.tentative,
and.undouptedly some.aspeets“could be 1m§roved. . However, .if the
general frépeﬁork is correct, thén we should find the predicted

differences among the three verb categories.
Procedure _ o . : .
SubjJects were told that they would hear sentences abgut .tWO
.~Peoplé and that they had two tasks: first, to use the,6 sentences to
form‘an.imprpssion of each of the people; and second, to reme;ber
- the sentences as accurately as possible. They- were tola that they
would be sted to write “a short - impression of each character,
focusing on any aspect of the person that héd stfucé them,.aﬁd a;so
"that they would be tested on their memory for the sentences.
In each of the two blocks of sentences, the first two sentences
presented were filler seétences that phyaically' described the

characters: e.g. "Max 18 dark-haired and handsome.” After this,

the six remaining filler sentences and 16 experimental sentences
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were read to £he subjects once each, in semi-random order, with a
three«to-four second pause between aentencps, After each Dblock of
senténces, the.subjects were given a sheet with the.names of the two
agent-nouns and told to write, first, a very brief description of
each person; and second, all the sentences they could_remgmber about
each person, as accurately as possible. -After about 6ne minute,
subjects who had not done so Wwere urged to complete their
descr&ptions and begin.recall. Recall was self—paced; and took
about eight ‘minutes. After all subjecﬁs hgdﬁﬂ}dingd recalling :
sentences, the sheets were colle;ted and. the next block of sentencés
w;s read. | |

'S¢aring. The sentences were sco§ed as to correct (verbatim) recall
of * the obJject nouns. (A ~lenient scoring method, in which object
‘synonyms wére also accepted,‘yielded the same pattern..of resu;ts.)
Scoring of objects was independent df ‘whether_ the verb of the
sentence was accurately recalled. This was~d;ne to :allow for the
fact that- verbatih memory for verbs 1is generally- poor (e.g.,
Reynolds & Flagg, 1976). To avoid having'to compare the similarity
of verb 1ntrusi§ns, which might have led to some subtle bias, object

nouns were scored regardless of the accuracy of their verbs.

The results of the agent-cued recall, shown 1in Figure 4,
pravide support for the major, within-subjects predictions of the
Connectixity Hypothesis and tend to disconfirm the Complexity

Hypothesis. * g
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As predicted, subjects in the G/CS condition showed better
recall or-‘ohjécts for the speciflc sentences than for the general
sentences, Smbjects in the G/NS condition showed no difference
between general and specific sentences in the number of objects
recalled,. In terms ol the design uaed'herg, this effect is tested
by examinﬁpg the interactioh'between the between-qubdqcti factor of

Connectivity and within-subjects 'Tacgor of Specificity; . this

interaction .is significant [(F(1,76) = 7.0, p< .01].

. Insert Figure 4 about here

LR X X X X X X N X X X X X X X X X VX ¥ X X X X X J

In addition to Fhe significant CXS interaction predicted;‘both
Connectivity and Specificity were aigﬁificant ‘as main effects
(E(1,76) = 5.3, p<.05 and £(1,7§) = 20.3, p<.01, respectively]. The
" other signiffcant effects were Items [£(15,11§9) = 4,3, p<.01];
Pairing X Items [£(55,11H0) = 2.5, p<.0°]; ‘- Connectivity X Pairing X
Itenms [£(15,11405 =.2.0, p<.01]; and Pairing X Items X Specificity .
tﬁfh5,11H0) = 3.8 n(.Oi]. The significance of thg factor of It;ms

L

(referring to the 16 triads) and "of the various interactions

involving 1Items and Pairings (i.e., within each sentence, the two
possible bairings of verbs with objects) indicates that - there were
differences within the stimulus materials. ‘Therefore, an analysis

over items was performed.
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ltem analysis. The differénce between G, CS and NS conditions.
(with the G scores taken as the average of the separate G scbres
obtained for the G/CS groups and.the G/NS gboups) was significant
when analyzed over items [F(2,40) = 5.27, p<.01]. 1In addition,
individual t-tests for general-specific differences, analyzed across
items as planned compﬁrisons were qérried out. Separate comparisons
were made for the G/CS and G/NS arouﬁs. Ih ‘the G/CS group, the
level of objecﬁ 'fecail_was significantly higher for CS verbs than
for G verbs '[1(15).= 5.30, p<.0005, one-tailed]. Thé G-NS
difference was nonsignific#nt [£(15) = 1.1%]. ”fhe superiority of.CS
over G -sentences is predicted by both.hypotheses; but the lack of
. difrerehcé Setween G and NS séntences accords only with the
Connectivity Hypoihesist
While the .reéults found in Experiment 1 conformed to the
within#%ubject predictions of the Connectivity. ﬁypotheéis, there
were some discrepaﬁcies in. the secondary, between-subjects finding;.
The ©prediction ‘was that the two é;ougs of subjects would have
identical levels of.noun recall on the G sentences., The G/CS group,
but not the G/NS gyoup, was predicte& to show higher recall in the
specific-vgrﬁ sentences. Thus, the overali performance level of the
G/CS group should have been higher thanxthat of the G/NS'gropp._
Instead} the G/CS groub performed worse overall than the G/NS group.
The tWo graups éhowed‘ equal recall levels in the Specific-verb
sentences, =Qi§h the G/CS group performing wgrse than the .G/NS group

on the G sentences. Thﬁs, although the within-group differences are

24
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as predicted, the between-sfoup differences are not. These
betwoen-group differences could mean that something important was
missing from the theory, or they might have arisen from simple g;opp
diffqrenqés.

In order to differentiate between these two explanations,
Experiment 2 was performed. A second Eeason for this experiment was
that the :memory load of 24 sentences per block in Experiﬁent 1
seeﬁed rather high:.‘ Experiment .2 was a :epiicatioﬁ of the
Experiment‘1, with th% number of stimuli per block lowered to reduce
the possible pverloading problem. If the intergroup differences had
persisted, a revisioﬁ‘of the theory would. have been required.

Experiment 2

e

Experiment 2 was similar in materials and design to Experiment
1, except that four blocks of sentences were used in Experiment 2,

instead of two blocks. This allowed fewer sentences -per block.

L

Subjects

Subjects were 16 undergraduate students at the University of
Washington, who received class credit for their participﬁggon.
Materials and Design g

Each block contain@d eight exp?rimenbal sentencesﬂ and 8ix
filler Sent;;ces. As in Experiment 1, each block featured two

@characters, eaéh'of whom figured és agent in one-half the sentences.

The experimental stimuli were, with only minor change;, those wused

in Experiment 1: i.e., 16 'triads of sentences, each sentence
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composed of an agent noun (a proper name), a verb (¢, CS or NS) and
one of two object yP's. The design was as in Experiqent 1.
Brocedure

The procedure was as in Experiment 1, except that there were
four blocks of 14 sentences. instead of two bloéks of 24 sentences.
As in ~ Experiment 1, 'after each block subjects were given a sheet
containing the names of the two cparactera fgatured in ¢that block
and told to write a brisf impressién.of each, followed by all the
sentences they bould remember about - each .of the two 'characters.

-

'ﬁerbétim recall of objects was -scored.
Results |

The major _within-sﬁbjécis besults, shown in Figure 5, are as
predicted by the Connectivity Hypotheéis. Subjects 1&; the G/CS:
condition recal;ed many gmore‘_objects for speéifib verbs than for
general verbs. Subjects {n the G/NS condition did not show such a
dif‘f‘erenée, providing ’upwt' for the .Connectiviity prothesis_ over
tﬂe Complexity Hypothesis. This pattern .is feflected in thev

significant =~ interactdon of Connectivity X  Specificity

(E(1,12) = 33.4, p<.01].

.
‘---------------ﬁ---h—--‘

por g

Insert Figure 5 about here

The main effect of Spec;ficity is also significant-

[E(1,12) = 33.9, p<.01]. Other significant effects are the main

b
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effect of Items [F(15,180) = 2.8; p<.01)] -and the following

interactions: Connectivity X Items [E(154380) = 2.3, p<.01); and

Pairing X Items [F(15,180) = 1;8, p<.05].
ltem analvsis. .,This difference between G, NS, agd (o]
oon@itions (with the G scores taken'aa the average of §h9 separate G
scores obtained for: the G/NS subjects and the G/CS subjects) was
also significant when analyzed over 1£ems fz(z;u53 = 18.2; R < .01]).
Separate t-tests for differences were compuﬁed as planned
comparipons within the G/CS and G/NS conditions. As predicted: the
G/CS difference was significant [£(15) = 13.73, p<.001], while the
G/NS difference was nonsignificant (£(15) = .362]f “
| The within-aupjects gesults ofJ Expe;iment 2 again tend to
disconfirm the Complexity Hypothesis and suppért the Connectivity
Hypothesis. 1In additiogfkthese results are more.consiﬁtent with the
secondary, between-subjects prediptibns of the Connectivity
dypothesis (actually of both hypotheses) than were the results of
Experiment 1. In particular, 'thé.G/CS group is equal in overall
performance to the G/NS group, suggesting that the Jnferiority found
in Experiment 1 was a chance effect. ‘However, there 1is still one
between-subjects discrepancy that requires explaﬁation: here, as in
Experiment 1, recall of the objects of G verbs is lower in the G/CS
condition than in the G/NS condition. -Thts is distgrbing; since
neither hypotﬁeais‘ predicts a between-group difference in the
behavior of the general verbs. Although the G/CS group showed

superior performance on the specific sentences, their performance on

>
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thé G sentences was. lowér' tpaqlthat.of the G/NS aubJectS. fhis
. effeét"plso ocgurred -in E;perimeht 1. There -seems' to be a
systematic drop .in G performance for the G/QS_groub as compared to
the G/NS éroup. | | |

| The explanation for this drop appears to lie in an interference
phenomenon whereby recall of ar item in a free recal;‘list inhiﬁits
, thé subsequent reérievgl of other items from the same list (Rundus,’
1973; Slamecka’ 1968)? If,‘ after learning a list of Iwordstﬁ a
auﬁjeét recalls or 1is given a subset of those words prior to free
recalf of the remaining items, recall pf- the ;remaiging items |is
" lower. Rundus argued that this recall ‘interference arises when the
items share the séme-retrieval cues, since early-recalled items will
block recall of other iﬁeds aSsbciated with the same _cue;- " This-
argument applies to the results of Experiments 1 énd 2. In_both
exberiments, the general and specific sentences of a triad had the
saﬁg-agent-noun retrie@al cue. .If, as predicted by thg Connec%ivit&I
Hypothesis, CS sentences are more recailable than NS Sentenceg, then
the G/CS group should recall a dispropo;tionate number of Specific
sentences, By the interference effect, this will result in fhe G/CS

group's recalling fewer G sentences for the same agents than the
4

G/NS group.

In these experiments, the verbs 1in a triad (and in fact in

several different triads) shared the same agent nouns. This design

was chosen in order to foster a naturalistic situation in which the

sentences would function as rich descriptions of the

28 |
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agent-protagonists rgther than as listas of 1solated-propqaition§.
However, it seemed likely thlt. this aharihs of aggnts led to
in;erference' effects. Although these effects.in no wa& oontfadict
the'Connect§vity Hypothesis (and indeed d;pend upon the 'auperior
recallabilify of CS sentenceﬁ for their exiatence),.-it seemed
debirﬁblg to sort out the phenomena more clearly, .Therefore, a.
‘third experiment was conducted. Ehe design was altered to minimize
intgrference_eﬂ{ecta;j no two sentences shared the same agent noun,
and only one verb from each triad was presented ﬁo a given subject,
Under these conditions,. the Connectivity Hypothesis predicts: that CS
performanqe will be superior to G and NS performance, which will be
equal, The Comple;ity Hypothe;is predicta that performance on G

sentences will he superior to-performﬁnée on NS and CS sentences.’

Exngnlnghl;i

In Experiments 1 and 2, half the subjects héard G/CS pairs and
half heard G)NS EaLra. This design allowed a within-subject
comparison of two of the verbs from the same triad. However, only
one comparison -- G/CS or G/NS =-- éoulq be made within any subject.
In Experiment 3, the pattern was changed. so that each subject
received one-third G, one-third CS and onegthird NS sentences, each
from different ﬁriads. The G/CS/NS comparison was thus
within-subjects but not within-triads, for a given subject. Thus,
one group of subjects would hear

Lo

Douglas talked with his neighbor. (G)
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ann& sﬁitqﬁed a tent. (CS)

Cynthia finished the ohest of drawers. (NS)

' The second group would hear

Douglas gassiped with his neighbor. (NS)
Henry-altered a tent. (Gj

Cynthia'painted the chest .of drawers. (CS)

‘The third group would hear

Douglas argued with his neighbor. (CS): ’ )

!
Henry ‘shortened astent. (NS) /

/

Cynthia worked on the chest of drawers. (G)

‘There were other differences in materials between Experiments 1 ahd

2 and Bxperimeni 3. First, in Experiment 3, each charactér gppeared
in only one sentence, 1nstq§d of.appearing in s;vef;l sentences as
in Experiments 1 and 2. Second, for Experiment 3 two new triads
were added to make 18 trihQs instead of 16 as in Experiments 1 and
2. Finﬁlly, some changes in the spimul% were gade. Prioi ‘to
constrﬁcting the stimuli for Experiment 3, ratings of verb-object
appropriateness using ten naive undergraduate students as Jjudges
were obtained for all the verb-object combinations wused 1in
Experiments 1 and 2, as well as other possiblé combinations. These
were used to selecg for each triad an object.noun whicﬁ was rated as
equally appropriate for each of the three verbs in the triad.
Subljects

The subjects were 18 students enrolled in psychology courses at

the Uriversity of Washington, who received class credit fo1 thelir

r

0;30



P

A . . t

¢ - ’ . } LN

Verbd S.IIHtiOI‘ and SlntO_IIOO H.ﬂ{“OPy

29

-participatioh. -Subjects were divided into three stimuiua-groupa} as

described below, and were.run.in groups of two to six subjécts.
Stimuld N
The stimuli, listed in Table” 2, consisted of 18 triads of

subject-verbgobject sentences and six subject-verb-object filler

~

‘"sentences. Of'the 18 triads, 16'utilized the same verbs as ‘were’

used in Experiments 1 and 2, with minor changes in the object nouns.
The other two triads were new, All sentences in Q triad had the
same agent-subject, a proper name, and the same object NP; tney

differed. only in the verb (G, NS, or CS). Each subject heard only

one member of each triad. There were three groups of subjects; each

group heard a different one-third G,'bne-thipd CcsS aﬁd one-third NS
sentehcés. The six filler aéntences, also listed in Table 2, had
different agents, verbs, and objects 'from " the experimental
sentences. Thus, each subject heard a totalnof-zu aentences; ;ach
w;gh a different agent, verb and obJject,. The sentences were
presented in three blocks of six experimental and two filler

sentences.

Brocedure

Subjects were told that they would hear sentences about peoplé

and that - they had ¢two tasks: to wunderstand each sentence

31

°o
1



Verb Semantios and Sentence Memory

- 30 "

-~ ¢

)

meaningfully, as though in real life, and to remember the’ sentences

.is accurately as possible. They were not tdbld, as in Experiments 1

and 2, to roéh persohglity impressions of the characters. In'ieach

of the three blohka, one filler sentence preceded and one followed
the six exﬁerinental sentences, The method: of: breeentation and

testing was the  same ‘as :for Experiments 1 and 2, except that

"subjects did not write out imbreasiona of the characters, ' but

instead were given sheets contaiding the names of the eighg agent
nouns (inciuding the names used 'in the fillers) and asked to begin
directly on the récail task. Verbatim recall of opJects was scored,

a; in Experiments 1 and 2.

&

‘Results

The results, shown in Figure 6, conf&bmed Eo the predictions of
the _Connectivity Hypothesis. More objects were r;;alled for.CS
sentences than for seﬁtencés containing either G verbs of NS verbs,
F(2,30) = 3.4, p<.05. No other effects were sigrificant in the

3 X 3 X 3 analysis of variance (SubJéct Group X Block X Verb Type).

R, T TR O G G TR G G L ) AR AR AR WS S R G T

Insert Figure 6 about here

- S Gy TR T G G R G T Gn R A AR YR G ORGD TR Ry G W

Item analysis. The difference between the G, CS, and NS

conditions was also significant when analyzed over items

(F(2,51) = 3.94, p < .05]. As planned comparisons, t-tests for

ditferencesrwere computed across items for the three pairs of means.

32
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As predicted, the level of object recall in the CS obndition Qa;

significantly different from that in the G condition [£(17),= 3.19,

-8 < 005] and from that in the NS condition [£(17) = 2.85, p < .01].

The NS and G conditions did not differ— aignificantly from’ one

another [£(17) = .37].

Thus the major predictions of the Connectivity Hypothesis are

.again conrirmed “ghe similar performanoe of G and NS verbs under

this design is consistent with the claim tbat the lowered
pgrrormance on G sentences ;n the G/CS conditionb in .Fxpefiments 1
and 2 was due to retrievai interference effects. Since these
interference effects themselves depend upon CS-superiority for their
existence, the overall pattern of resg}ts'is strong'support for the

Connectivity Hypothesis over the'Complexlty Hypothesis.

Experiment U4

One possibility that might have rgquired a reinterpretation of

. the results was that the CS verbs lead to better object recall

simply bec.use they produce greater imagery than the NS verbs or the
G verbs. The theoretical status of imagery as a causal explanation
is not at all clear. Nevertheless, use of high-imagery connectora
has been shown to 'improve sentence memory (e.g., Paivio, 1971;

Thorndyke, 1975), so it is desirable - to show that the present

‘results cannot be accounted for by 1magery instead of connectivity.

Therefore, imagery ratings of the materials used in these

experiments were obtained and correlated with the recall levels in

Experiments 1, 2 and 3.

33



Verb Semantics and Sentence Memory -
32 : -

A priori, we might. expect a weak .cdrrelatgoh - between rated
imagery and cqnnectivity. 'High-imagery verhs:can'be charapterized
.As conVeiing mofe visual spatial 1nrobmat;on than low-imaggry verbs.
ﬁfo-the exténtl that tpis 1nform€§10n concerns spatial relatjons.
*bgtween the noun arguments, ‘- highly imageable verbs will be more“
connective than their general counterparts (e.g. ﬁnggn vs. dapage).
However, not all imagery is connective; and moreover, there are many
non-spatial relationships taat can enter intoﬁword ﬁeanins and that

can serve a connective function. ‘Therefore a 'high correlation would

place the Connectivity Hypothesis as stated in duestiod.
Subjects -
The subjects were 10 students taking psychology courses at the

University of Washington, who received course credit for-ﬁheir

participation. ' All 10 subjects were run together.

Stipuli | :

The sentencesrrated included every verb-object pair that had
appeared in Experiments 1,2, and 3. Entire sentences were Qsed, so
that the ratings would be based on the same linguistic units as were
used in the memory tasks. Experiment 3 had 54 sentences (18
triads). Experimehts 1 and 2 had 96 sentences (16 triads X 3 verbs
X 2 objects). Since there was  considerable overlap between the
verbs and objJects used in Experiments 1 and 2 and Experiment 3, the
total number of sentences required came to 132. The apents for the

sentences were those used in Experiment 3. Sample sentences are

34
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_Idi'cleaned,thg sink.

Boris notified the landlord about ‘the heat.

P.m.ﬂ.d.ur_&'

Subjects . were provided with rating sheets ranging from 1 (very

t

low imagery) to 7 (very h;sh‘imagery) and were asked to rate each of

the sentences for its imagery value. The 132 aenféhoep were read in

random order, preceded and followed by two filler sqnteﬁces.

‘Results

The mean imagery rating for each of the sent;ﬁces_was computed,
and Spearman rank order corrélations with ‘'the wmean proportion of
objeots. recalled for that sentence were performed. The radge of .
mean’ raﬁings was from 1.8 to 6.5. Tge' CS verbs were, not
unexpectedly, slightly higher in 1maggry (with,a.mean of 4.76, as
opposed to 4.12 for G and 4.18 for NS sentences). However, the
Spearman rank order correlations between the imagery ratings'and the
proportions of obJjects recalled were nonsfgnificant for all three
experiments. For Experiment 1, pr = .13; Z = 1.22: For Experiment
2, L = .12 z = 1.14, For Experiment 3, r = .11; 2 = .74. Thus
imagery value was- uncorrelated with becall'leyel.

These results argue against imagery as the controlling variable
causing the recall dirrerenees. However, it seemed possible that
the particular imagery ratings task used might havé diminished the
possibility of observing an imagery correlation. Since each subject

heard all three sentences of a triad, there may have been a

.‘353
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' carryover effect in which memory for pbévioualy presented meubers of

" a trigd.éyfectéd the ratings of later-presented members. This might

have depreased tné probability of obtaining a correlation between

' recall ﬁgvel and 1imagery. Theréfcré, another imagery-bating

. experiment was performed. In this experiment, subjects rated only

one member of each triad. Thus the pnglem of carrydver between

same~-triad sentences was avoided. .

. Experigment 5

Subjects. Subjects . were 48 'collage students 1living in the
Boston-Cambridge area, who ' were | recruited ' by newspaper

advertisements and paid for their participation.

\

Materials and desjign. The subjects were divided into four groups of
twelve persons each. Three of the groups each.rated one of the
three sets of sentences used in Experiment 3. Theae sentence-sets,
each .containing 18 sentences, were constructed so that only one
sentence from each triad appeared, and equ#l numbers of G, CS, Qnd
NS sentences appeared. The fourth gréyp of subjects rated a set of
eight odd sentences that had appeared in Experiments 1 and 2, but
not Experiment 3. |
Procedure

Subjects were given rating sheets ranging fronm 1-(extreme1y low
imagery) to 5 (extremely high imagery) and asked to rate each
sentence for its imagery value. Each grbup of subjects heard a

different random order of sentences. Four filler sentences preceded

and two followed the 1list.

36
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Results.
The mean ratings ranged from 1.92 to 4.92. The mean ratings by
condition were 3.5¢ for G verbs, 3.45.for NS verbs and 3.83 for CS

verbs. Again, inasery'was'uncerrelated with the recall level on any

. of the three experiménts. For each of the experiments, a Spearman

rank order correlation was performed between phe mean imagery pating
and the level of object recall obtained for. each sentence. ALl
correlations: were nonsignificant. For Experiment 1, p = -.10;
Z = -.71. For Experiment 2, p = .04; g = .25. For Experiment 3,
L = 7u0§; Z' = -;56._

As in Experiment 4, every combination of imagegy level and
recall level was found. There were verbs that were high in both
imagery and recall level (e.g., the CS verbs smash and hug)\ and
verbs th;t were low in both (e.g., 'the G verb gommunicate and the NS
Qerb. finish). There were also.high-imagery, low-recall verbs such
as lunch on (NS) and g¢lean (G); and low-imagery high-recall verbs
such as marry (CS) and admit (CS). The lack 6f imagery correlation
in Experiments U4 and 5 undermines rather seriously any attempt to

gxplain the recall differences here in terms of imagery.

¥ord Frequency
For the sake of completeness, rank-order correlations were also
performed between level of object recall and word frequency of the
verb (See Kucera & Francis, 1967). For Experiment 1, p = =3.2;

==2.9; p<.05. For Experiment 2, r = -,12; z = .84,
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nonsignificant. For Experiment 3, r = .11} z : .77, nonaisnifioaqt.',;' :

The one significant correlation was negative, and may reflect the
fact -that CS verbs were.ﬁaually lower in fr?quency'bhan G verbs.
This differences in frequency meant that the CS sehtence of a triad
had a lower combined word-frequenc& ' than the G sentences. This.
should, if anything, -have: biased against the predicted CS
‘wsuperionity, since 1n.:free recall high:frequency items are more
easily recalled than low-fréquency 1£ems (e;g., Tuliing & Madigan,
1970). : | -
Discussion
In ‘these cued-recall eiperiments, oSJect nsuns were better
'recailed when connective'specifie-verb? were used than when generaltn
verbs or nonqohnective specific verbs were used. These sistematic{'
"effects of verb semantic structures on memory are evidence fof
componential representation of meaning, Further, this patjern of’
finding; is evidence for the Cdnnectivity Hypothesis, ; This
hypothesis states that verbs whose ;emantic structures provide many
semantic.connections between the nouns in a ;entence will.'iegd to
greater memory strength between those ﬁouns than verbs whose
underlying structures contain few connections., The Connectlvity
Hypothesis derives from two principles specific to representation of
sentence meaning, and one general processing principle. The two
specific representational principles are (1) that verbs provide

central relational frames for sentences; and (2) that the verd is

stored in long-term sentence memory as a componential network of
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aubpredicat&a._ The general processing pﬁinciﬁle 1h the principle of
.coandéiviti: tha: uability to r?membeb one 6ohcept giveﬁ qnqther
increases with the number of stored semantic connections betwgen the
two conéepts. This.basiq principle h#s Seen sﬁpportéd ﬂin previous
menory researcnf (e.g., Bower, ‘1413;._Mandierj 1967); only the
application to dec;mpositional semantic struétures is new.

Previous work on tﬁe psychological reality of a seqantic
substru& ure .for word meaning has been baséd on the Complexity
Hypothe is; Negative results have been tayén as evidenoe not
against/ the complexity assumptions, but against the: not;oﬁ of
cbmpon ntial representatién. ;However,’if Qe shift. the focus.:of
‘questioning to the Complexity Hypothesis itsrlf, ﬁhen.the work of
Kintsch (1974) and Thorndyke (1975) accord¥ with the present
pesearch. in disconfirmiﬁg the Complexity Hypofhesis.ap épplied to
. memorz. There is no evidence that use of semanthcally'complex words
depresses memory for th§ other words in  a sentence.. Indeed, the
" Connectivity effect found in the present study providea a
particularly strong counterexample. The cs verbs, . ;hough
semantically more complex than the G Qerbs,.lead to pg;;gn.m;hgrj
for other words in the sentence than do the G verbs; this 1is he
direct opposite of the pattern . predicted by the Complexity
Hypothesi;. The failure to find any difference between G verbs and

NS 'vérbs is again an indication of the lack of any effect on memory

of complexity per se. . !
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These two hypotheses have different mofivating assumptions.
. ~ 1 -

The Complexity Hypothesis is motivated by the "bin" ?iew'ameemonYy

in whish the capacity limitations of various stages of memorial

pro?essing. form a -central theofeticall notion. The éonnectivity
Hypoiheais is based“on a more structural vi;w qﬁ ,gemOry, 'iﬁ which
.the represeﬁtgfional assumptions ‘are'cryoiAI. The predictions of
the Cohplexity Hypothesis derivé.trom_considering '1ons—term memory

as a limited-capacity "storage asystem, - Tﬁé gredictiohs of the

Connebtiﬁity' Hypothesis derive * from -considering memory as‘. a

structured éet of congcepts and relationshipa, in which greater

connectivity between two concepts leads to higher ppobability of

retrieving one concept given the other. Thus the number of semantic.“'

components in a representation is an impoitanb predictor in the
Complexity Hypothesis, but not necesqarily in the C(Connectivity
Hypothesis; while the structure of the representations is crucial
in the Connecti?ity Hypothesis, but . not in 'the. Complexity
Hypothesis. - The present results prpvfde support for a more
structural view ét memory. |

Although the focus of this research  1is on ‘long-term ﬁemory
pr;dictiqns, qomplexity efteéts could also have occurred during
comprehension. The more complex verbs could have created greater
processing loads, thus depressing memory for their nouns by
competing for working memory resources, Though no such effects
occurred here, there may well be complexity effects qn processing

load in some cases, perhaps those in  which the material is less

40
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meaningful and familiar than the qorda used hgre. '(Howe{er, from
the fact that the 6nly significant oorrelation-Between'reca;i level
.ahd frequency was. negative, we <c¢an infer. tﬁgt ébtainiqg a’
connectivity effect instead of a compiexity erfept does not depend
on use of extremely higﬁ-rrequerry items.) The studies of Kintsch
and Thorndyke also failed to provide evidence for Qhe input
predictions of the Complexity Hypothesis: that the time and
attention required to comprehend a word 1ncfeas§s with £h; number of
semantic components in thé word. Indeed, so far,‘the evidence for
an effect of semantic composition on compréhensién time suggests
that some;hlng more than mere number of components is operative. In
thd. aenpenceLpicture matching task involving pairs of
stitiie-negative térms, analysis of the baﬁterns of latencies
supportéd a model 1in 'which words containing- an extra negative .
component (e.g., absent) take lqnger to encode than their positive
counterparts .(e.g., present) which lack;the negative component (H.
Clark,'\197h; Carpenter & Just, 1975; E. Clark & Chase, 1972). The
latencies were predicted by means of a detailed model featuring
separate time parameters for each kind of semahtio.compénent. That
different components pequired different time parameters suggests
that the time differences between positive and negative terms can be
more plausibly explained in terms of structural considqratfons -
such as the role of the aegative component in the verification

process -- than by the merely .numerical difference of the one

additional negative component.

11
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The failure to find complexity effects in memofy hoes not
invalidate other cémplexity predictions. Although there is at
- present no evidence for the Complexity Hypothesid'in latency tasks,
the role of componential structure -in time-to-comprehend needs
further 1nvéstigation. There is considergble evidence for
..complexity effects in acquisition of.ﬁdbd meaning GE.“ﬂigrk, 1973;
GenEPer, 1975). This suggests that complexity effects may be moss

L

ghle that

likely to occur éith'unfamiliar materials. Butfit is poss
. . -

these effects can be dectected by more sensitive tesh;?fmeven " with
materials that are well-learned. 1In any$jegp,ﬂhowever'strong our
intuition that complexity must have a rﬁle in adult ,prooesaing,w
there seems ‘every reason to disengage tests of the Complexiﬁy
Hypothesis frém tests of the notion of componential storage.
'HQﬁgL1__QL__Agn&gngg__ngnngagn&aglgn. The results of these
studies bear on the issues of verb centrality and semantic
dgganposition, and thefefore can help 1in evaluation of different
models. In papticular, the Kiptsch model, the HAM model of Adderson
and Bowe?, and tue LNR modsl make contrasting predictions. The
Kintsch (197“)- model is verb-centered and non-componential, A
case-grammar-like representation is assumed, in which the verbd is
the central relational concept connecting %he nouns in the sentence.
Words do not decompose during comprehension, but 1nstea& are ﬁapped
onto whole-word concepts 1in memory. Meaning &rules can then be
applied to yield inferences appropriate to the task and the context,

but the basic form of long-term storage is in terms of whole-word
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concepts. The HAM model is non-verb-central and does not utilize
decomposition (Anderson & Bower, 1973). HAM assumes a binary phrase
‘'sStructure for long-ierm sentence representation, in whigh a sentence
is divided into subject and‘prpdicate, with the verd appearing as
one of -the elements in the predicate. Thus semantic connections
between the nouns in a sentence are not medigﬁed by the verb. On

the 1issue of decomposition, Anderson and Bower (1973) have remarked

that a componential treatment might be useful, ‘but the HAM model

N
does not utilize representations below the word 1level, and

experimental predictions based on the model have generally .aﬁsumed
memqri for the precise words used in the input string. In the LNR
vers schema model used here, it is not words or word-concepts, but
rather their componenfial representations that a;é stored in memory
(Gentner, 1975; Hunrd, 1975; Rumelhart & Levin, 1975). FQrther, the
representation of the verb occupies # central connective role in

memory for sentences. Thus, changes 1in verb semantic structure

shoul§ affect memory for the sentence as a whole. The Conceptual

Dependency model of Schank and his co-workers posits a

decompositional and basically verb-central structure for sentence
meaning (Schank, 1972; Schank & Colby, 1973; Schénk, Goldman, Rieger
& Riesbeck, 1972). This model would make the same pre¢ictions:as
the LNR model, given similar connectivity assumptions.'

Overall, the four models differ in two ways: (1) The LNR
model, the Conceptual Dependency model and the Kintsch model posit

verﬁ-oentered structure, while the HAM model posits a
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non-verb-central binary phrase struoturé; (2) Decomposition during
comprehension is an explicit ﬁnd'important assumption in the LNR
model and in the Conceptual Dependenoy-model;'the HAM model is in
practice non-decompositional; ' and the Kintsch model explicitly
assumes no decompdsition during comprehension. The finding: that
changes in verb meaning structure affect memory strength betwvween
nouns disconfirms both the HAM model and Kintsch's model, for
different reﬁsons. HAM is ruled out by the verb-centrality evidence
that verbs' semantic structures mediate between nouns  in memory.
Kintsch's model is &ruled out by the evidence 1in favor of
componential storage. A verb-central componential model is

supported, such as the LNR model or the Conceptual Dependency model.

Decomposing "decomposition". The semantic decomposition

"position has come to 1include a rather complex combination of

representational and processing assumptions. Four tacit, but
nevertheless strong, assumptions that tend to be associated with the
semantic decomposition position are (1) that a word's meaning
representation . .'ust satiSfy necessary and sufficient conditions fof
use; (2) that the componential representation is exhaustive of the
word's meaning; (3) that ¢the entire conteﬁt of a word's
representation is accessed, in a'context-independent fashion, during
comprehension; and (4) that the rwcomponents are non-decomposable
elements. of a priﬁitive base. (Assumpt{ggs-(1) and (2) are closely
relateq.) A fifth as;umption, that a word meaning is invariant

(within any given word-sense) follows largely from assumptions (2)

14
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and (3), which taken together 1nplj that the exhauative meaning
frcprésoniatiod for any given ;ord must be accessed ui%hout
constdering context. |

The opposing poaition, that wonds are not decomposed durinq
, comprehension, .is most often -associated with some form of the
meaning-postulate position: that the immediate reauit of ;entenoe
6onprehension is simply to acoaﬁs a qeaning-ooncept for each of the
words in the sentence, and that 1nrerenotné is done~la£er by‘ a set
of logical rules or relationships called meaning-postulates (Fodor,
1975; Kintsch, 19T74; see also Carnap, 1947, pp 122-129). Thus, 1in
Fodor's example pair of bdachelor/unmarried man, he argues that 1t is
not the case that h;gnglgn.ia represented in terms of components for
‘"unmarried" and "man". Rather, bachelor and unmarried man have
independent whole-word concept representations in ¢the 1lexicon,
. Accessing ‘these representations constitutes sentence-undersﬁanding.
Rules of inference, 1including those that express the semantic
connections between the two concepts, oaﬁ be applied after this
sentence-understanding stage, ir warranted. The typical
-meaning-postuiate pusition differa from the typical decompositional
position in (1) rejecting a necessary-and-sufficient definitional
format for ne#nins; (2) rejecting the notion of exhaustive meaning
representations; (3) placing inferencing after comprehension .in
time, not during comprehension; and (4) assuming that word meanings
are stored as holistic concepts. This model has the advantage of

allowing great contextual variability, since the choice of which

2
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inferences to make can be postponed wuntil sufficient ocontextual
information has been <collected. (However, this advantage may be
illusory; there is the usual top-down/bottom-up problem here in that
the contex: itself is composed of words, which must be interpreted
before_.they can play the role of contextual background for other
words.) | | //

The point is that both the typical decompositional ﬁositiod~and
the typical meaning-postulate positipn ‘are conflations of separabyg’
assumptions. In particular, ‘the an&gn; issue of whethgr meaning'
representations should be’ exhaustive and should express
necessary-and-sufficient conditions for use can be separated from
the progessing 1$sue of the -time-course of accessing gpe-
representations, and from the Structural issue of the degree of -
componentiality of the representations. o

The model proposed here, which might be called the Central
Components model, diffe¢ s .from both the extreme déoompositional
model and the extreme meaning-postulate model. In the Centr§1
Components model, the verb's representation is intended to specify

the pattern of inferences that is most dependably activated when a
given word is comprehended. This model is clearly decompositional;
it assumes that one verb leads to several separablpz (though
structurally related) inferences, and that both lexical generalities
and psychological phenomena can be stated in terms of connected sets
of subpredicates c¢mbodying these inferences. However, the Central

Components model is compatible with the evidence that these
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1nrérencea are not intended to embody necessary-and-sufficient
conditions for use. ‘Instead,: it 15 assumed that the representation
offered here for a given &erb expresses the central set of
inferences (the set most frequently and reliably associated with the -
verb's use). The representations are not put forth as lexhauative;
indeed it -is very clear that they are not. For example, the verd
glye clearly has other possible inferences beyond Ehoae specified in
Figure 1: - that the giver is generous, that she has the means to
give away objects, and so on. There is no fixed stopping point for
this kind of inferential procedaing.. Further, the subpredicates are
not required to be atoms belonging to. a primitive base. A component
1s useful in a psychological representation if it funoctions as a
familiar unit at that level of repfbaentation. Components at one
level of representation may be decomposed at the next ievel down
into a further network of linked components.

The present results do not addreéa the time-course .of
decomposition. However, they are compatible with the position that
inferencing begins on-line, before the*ﬁyntaotio parse is completed
- (Tyler & Marslen-Wilson, 1977) rather than after the
sentence-understanding stage, as Fodor (1975) has proposed.
Inferencing would begin with thg central set and oontinu;, radiating
outward into more esoteric inferences, 1if thg central set of
inferences is not sufficient for a satisfactory interpretation of
the sentence (cf. Collins & Loftus, 1975). In summary, the Central

Components model 1is componential in assuming that a structural set
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of qubpregioates is conveyed by the verb. But it does not assunme
qeoesaary-and-suffioient ,oonditibns nor  exhaustiveness in
representation. Finally, it seems compatible with the assumption
that the proceass of aooessing*word meanings begins on-line, during
comprehension.

The studies described here . provide evidence for the
psychological reality o( semantic structure in repfesentation of
sentence Qeaning, and for a verb;qentral model of sentence storage;

These results further disconfirm the Complexity VHypqtheais‘and

provide support for the Connectivity Hypothesis.
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1. Featﬁre lists seen a less useful model of semantic
representation than more propositional formats, such as
networks or propositional formulae.ﬁ However, many of the
empirical and theoretical assertions originally §ouched in
terms of feature lists have natural restatements in terms of
propositional forms of representation.

2. ?pis representational format was developed at the University of
California at San Diego, in a seminar headed by David E.
Rumelhart and attended by Adele A. Abrahamson, Danielle DuBois,
Dedre Gentner, James A. Levin and Stephen E, Palmer.

3. It might be objected that give has a specific meaning "to

transfer possession without recompense™ -- as well as the

-3
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general transfer-of%posseasion -- meaning that was assumed
~ here. The 'gene;al representation used here has enough
empirical support (Gentner, 1975) and. theoretical support
(Bendix, 1966; Fillmore, 1966; ;Sohank, 1972). However, in any
case, if the specific interpretation had.been taken, this would

have biased against the predicted results,

T
=~
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"Sentences Used In Expexriment 1

SPECIFIC VERBS

NAME GgyERAL OBJECT NOUN PHRASES
VERB iG)
(NS) (Cs)
Henry ate luncned (on) | gnawed (on) -a pork chop
a turnié
fenry cleaned disiﬁfected scrubbed the bath tub.
| the bird cage
HeAry talked gogsiped negotiated his housemates
{(with) {with) (with) his neighbor
Henry obtainedfstole Qrabbed a bottle of whiskey.
the tickets to a rock concert
Ethyl :1ltered |shortened stitched a tent
an apron ,
Ethyl greeted‘ we¢ .comed hugged her grandmother
hexr chums
2thyl tendeé protected watered the orchids
the horses
Ethyl damaged |ruined smashed the Tiffany lamp
the hall mirros
May: communi-}|confessed admitted his past to his wife
cated his feelings to the chaplain
Max p?epared chilled minced some clams

some ygrecen peppers
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Sentences Used in Experiment 1

NAME GENERAL SPECIFIC VERBS .OBJECT.NOUN PHRASES
VERB (G) ﬁ ‘
(NS) (Cs)
Max went hurried sprinted the interscctioﬁ
(across) [(across) (across) £he railroad tracks
%dx gave mailed . sold hislgenahts some art posters
' his nephew an old clock
Rebecca knew met married a tennis instructor
a musician
Rebecca worked |[finished painted some birthdaylpresents
(on) some party decorations
lebecca looked |[stared glared the children in the park
(at) (at) (at) the Veteran's parade-
Rebecca took outjunpackaged poured her dessert
(out) (out) her snack
1
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Table 2
Sentences Used in Experiment 3

the landlord about the heat.

General Nonconnecting Connectiﬁg
Sentence Frame Verb Specific Verb Specific Verb
Max the typewriter. damaged . ruined smashed ‘
- Fred : his feelings to his wife. communicatéd confessea admitted
George the clams. prepared chilled chopped |
Ida the kitchen sink. ~. Cleaned disinfected scrubped
Sally the parsleyl - tended shelterad ‘watered
Beatrice her co-workers the art posters. gave sent sold
Lorraine the money obtained inherited grabbed
Mary a famous architect. knew met liked
Cynthia the chest of drawers.' worked on finished painted
Arthur a pork chop. ate lunched on gnawed on
:&oe the Veteran's parade. looked at stared at glared at
Douglas with his neighbor. talked gossiped argued
Ethyl her old friend. greeted welcomed hugged
Anne the man's intentions. _understood discovered resented
Lillian her dessert. took out unwrapped poured odt
Henry .the tent: altered shortened stitched
Richard across the intefsection. went hurried sprinted
Boris notified spoke to contradicted
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Verd Semantiocs un& Sentence Memory
| 59
Pig;re paptiona E
¢ | . .
1. Representation of "Ida gave her tenants a clock."
2. Representation of "lda aéld her tenants a clock."
3. Representation of "Ida mailed her tenants a clock."
4. Results of Experiment 1: Proportion of object nouns recalled
- given subject nouns as cues.
- 5. Results of Experiment 2: Proportion of object nouns recalled
éiven subject nouns as cues.
6. Results of Experiment 3: Proportion of object nouns recalled

given subject nouns as cues..

P




1da cloc.k 1ena:nts

GENERAL VERB (FEW CONNECTING PATHS)
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Ida sold her tenants a clock T °

(eause)

Event Result

tenants ¢

Ida clock tenanis:  money Ida

SPECIFIC VERB (MANY CONNECTING PATHS)




s

1da mailed her tenants a clock

®
(4

Ida ~ Ida  clock tenants ."..Ido “clock fenants
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