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PREDICTION IN SPORT: THEORIES & APPLICATIONS

- Rrediction and, hopefully, explanation are the ultimate

outcomes of scientific theory. Coaches normally use personal

A
experience, expert opinion or insight to predict performance

capabilities. They use empirical observations to explain

how Fhey‘selected players for the team or how‘they diagq9sed
player‘§eaknesses. These subjectively based decisions are
often vélid, however they, do not meet the-criteria of
guantification of accountability. Sincé they are Hqt based ’
in. actual data they are not direétly related to scientific
theory.

Statisticai techniques of inference servé as a link
between scientific theories (hypotheses) and tha actual data.
These techniques, when properly applied, allogﬁgssearchers
to gleaq infcfmation from accu&ulated_data about the
relationships among variables. This inforﬁaticn forms the
basis for the theor} in question and allows tbepresearcher
(and eventually the coach5-in many cases to explain the
natural phenorera - in actuality it allqys one to PREDICT;

Whereas explanation is the ul;imate aim of scientific
inquify, predicticg is a sufficient ¢ondition to allow
researchers to develoﬁ theory. Recently, several physical

educat}on researchers have conducted studies aimed at

prediction in sport and physical education (sea attached



list of references). The thrust of these studies involves

finding é'sef Q@,varéables that predicts some aspect of
athletic pérformance. The basis af thzs prediction is the
existence of relatlonshlps between some criterion of
aﬁgletlc performance and predictor varlables of basic.
motor abilltles, anthropometrxc characterxstlcs, psychologxcal
factprs, etc. . . B .

Preliminarx Measurement Aspects

From a measurement standpoint prediction is concerned
with accounting for maximum variation in the criterion
measure. Familiar examples in sport research are-predicting

Max Voz_ﬁrom,distanee runs and predicting‘pegcent'body fat

from skinfolds and/or'antﬁropometric measures. Both of

these examples have ratio variables as the criterion measure,
£ . ~ y

therefore they are well suited to multiple regression

analysis. However, in many cases the criterion variable

- is nomlnal in scale. That is, you either ate er'you are

-r

not. For example, you are a back in football or a 11neman,
a varsity athlete or a non-varsxty athlete, etc. In the
case where the criterion measure is nominal in 5cale, e
appropriate statistical'technique is discriminant éﬁgi::is.
We‘yill eventually return to‘discriminant analysis.
However, we would first like to discuss some simpler
statistical technigues that may be used before one attempte

to utilize the more powerful discriminant technique. Pethaps

1N



the utjlization of performance profiles is.a téchnique thatL

nearly anyone who is familiar with simple descriptive sta- °
tistics can perform, Dataare gathered on various independent
variables and displayed in some logicél'wa;f such as céqtile

charts. The mean for each group is determined for the

various intac% groups and plotted on the centile chart

(for example) and one makes decisions whether or not there

are trends the data, Whether the decision is one of

selection, assification or simply'diagnosis the use of . e

performance priofiles is very helpful in dealing with this

type of informatioﬁ:*“”“"-\\

- —— =~

™~

Constructlon of Performance Preflles T Y

\
Performance profiles are data sheets thaé\i:pict per—

formance levels on a number of tests for some group of

subjects. An example of a performance piofile %ﬁ shown -
in Figure 1. The tests were selected through discriminant |,
analysis. There are several ways in which the profile’

sheets can be developed. ; R

INSERT FIGURE 1 ABOUT HERE

The use of §ércentiles in developing performance préfiles-‘
is the most valid and‘sfable way of p;esenﬁing data of this
type. The procedure for using percentiles is discussed ig
detail by Baumgartnexr and Jackson (i975); Percentiles are

also useful because of the ease with which they can be

<



"interpreéed.

However, there are soma'b:obleﬁs';ssoéiated‘witﬁ the
usg of pérceﬁtiles. "In order to be used va;iﬂiy'éye per-
centiles should bBe based on well over 100 cases. In many-
instances this is impract@gal. | S U

Another problem is also aésbciateﬂ with centile Bharts.
In some variable, no distinct écofe may be:associa<éd with ‘
a given percentile. The larger the sample the sméi;er the
chqnce of‘this problem. L .

Alsql pergentileé represent ordinal data. That is,
the distance betwen seleééedfpercentle intervals may not _
be represented by equal inteivals in the test variables.‘
For example, the dlfﬁerence between the 40th and 50th percentiles
for the 20 yard sprxnt is“ 4 sec., whereas the dlfferencé
between the 70th and 80th percentile is .5 sec. Even
witp these problems, percentile-no}ﬁs ére the best. Whenevéteo-
‘jpoésible, profiles éhould be developed Wusing this technigque.

However, if’'it is nog.pos;ible to obtain a large nﬁﬁber
of cases it is po;sible to develop pfofiles.using ;‘standard
score basis Kz;score). A Z-score is a score that is standard-
ized in relation to the mean and variability of the test

involved. The use of 7-scores is.also described by Baumgartner’

and Jackson (1975). Aspekample of Z-score préfiles is presénted in

”
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Figure 2. The data for this table @efe taken from a. study

by-é;geh,'Ward and Foreman (1979) en a sample of female |
~ ‘track performers.}irhe data are based on 41 casee'- too
-ffee to develop meaeingful perceetiles. The profile was

developed about the mean Z-score (0.0) and an arbitrarily
chosen interval (0.2)7' The'profile was then calculated for
scores ranging from ~-2.0 to +2.0. .One virtue of‘this |
‘method is that there are equalldifferences between Z-score
ingervale and test score intervalsy Forlexemple,‘the test:
score disﬁance betweeniz-scorefof 0.6 to 0.8 is the same
astthe distence Between Z-score of -1.2 to -1.4. Another
Koo advantage is that they;can be assumed to be represented
,by‘s§:c;f§e percentages of the normel'cuéve. This aids..~
in interpretation.

The major drawback related to the 2-score. method is
the fact that scores on the chart may exceed‘the range of
4st°<3f ac;;ally achieved. In some cases, negatibe numbers .
could be calculated for such things as percent body fat or

number of pull ups. The way that problems of this nature

‘are handled is to convert these values to "zero® measures.

h ]
' INSERT - FIGURE 2 ABOUT m:rux

The last method of constructicn is te'include score

values that run the range ef the data and to, fepresent scores

at arbitrarily chosen 1ntervals. This is the simplest way,
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'hoﬁéver it providéé the least amount of information. An
gxample of this metSQG is presented‘ié Figure‘3. Fifteenf
naiion;f class femalé volleyba{l.playérs were tested.' The
range of scores that they achieved on the vari;hs tests

is provided.® This alléviates the p:oblem;of exceeding

the actua{‘range_qf thé-sEares and it is the most simple
nathematically. However, liﬁtle information is provided
about percentage rankings'or interval standings. This
technique is suggested when a small number of suhjgcts is =
available or as,a "quick and dirty"™ method oﬁ examining the

L}

daté: ' .

.

INSERT FIGURE 3 ABOUT HERE

4

Statistical Factors

° Another statistical application is the calculation of

-

univariate F tests on the various “predicior“'variables. .

The categofies of the nominal criterion variable afe gseé‘-f "
as the fixed levels of the independent measure in the

analysis of variance and the independent (pred;ctorf :
variablgs from the prediction model become ihé dependent ,
measures in this design. This in essence .is an approach to ..
discriminant analysis., Certainly'one may‘queétion the
utilization of multiple F tests with many dépendent variables.
Howdver, recall that since our intention is.to-talk about

discrimination as 'such, we need not be concerned with the

Q
-
.

.
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“overlap® among the various dependent variables in the ANOVR
model. Additionally, and more statistioally appropriate, one
could cvalculate a Multivariate F test (MANOVA). It should ‘
be noted that if tﬁere is a eignlficant MANOVh result, one,
will also ootaia'a signlficant discriminanf‘function. fHowever,
the use of &ANOVA leads\ us back to the more complex statistical
' techniquesl_‘ | | o |
| When conductiug statisticel analyses for oerformance\‘;
based data the des1gn oonelderations are haexeall" S gle

‘size and compoesition and test- selection. Predxction in

sport is usually very task specific (i e.;, very homogeneous,
ofken highly Skllléd group§ are examined to determine what
anthropometric, physiOIOgical or motor performance factors

dlfferentlate them from other groups). These other groups
;A.may be sxmxlarly homogeneous and highly skilled (1n whxch
case the question bdcomes one of olaselflcatlon) or they
may be of drffering skill levels (yielding a questionfof
selection). -In either case the size of the sample is often
small to moderate and the randomness of.tﬁe-groﬁp isjlackin;
by its inherent‘nature - a homogeneous cluster.

With these l;uitations in ﬁlnd, tests must be selected
diligeutly to meet rigid standards of reliability and sound -
gauges of criterion related validity. If tegts are selected

£

in thxs manner the possibility of taking advantage of unique

elements within the speoiflc groups sested is minimized.

)
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Certain qoestions of reliaﬁ}ility and validity should

be considered. lmhe reliability of many of the variables

[

often selected for these types of ‘analyses is best estabi
lished through the use of intraclass prepcedures. This <\

means that multiple trials of ﬁheso measures must be
: e : .
administered which increases ége-iength of .testing.

L 8

In selection and classification quéstions, teohniques

or predictive validity are used. However, in some

F -

-¢classification questions and in diagnostic situations the

~ ‘
question become$ one of concurrent validity. Although

#

dxfferentlatlng between predictive and concurrent valxd;ty
does nothlng to alter the statistlcar\éfalysxs, it may

ﬁlter procedures for data. collectxon and interpretation..

The statlstlcal procedures desxgned to analyze questions

of .criterion related validitg are multiple regression and

A

myltiple discriminant analysis. Regression analysis is a

widely used E?ol in predlotion studles, however, it assumes
the use of’% continuously (ratio or interval) scaled orxter*on
measure which is diffxcult to achleve in many sport studles.

In many sport prediction situations the crlterlon mnasures

-
-

are categorical (e.g., Varsity-JV or starter-non-starter).
Also, athletes can be classified according to sports or
positions or events within a sport. These situations also

deal withJ;atogorical dependent measureof(caﬁes in which

-
a !
T
[
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' discrimant analysis should be used). \h~‘#,a~

Selection of the, Predictcé'Variableg, %
- If the dependent variable in the prediction model is

\

nominal in scale the. interpretation is quite simplified.
You simply are comparing results from various intact

-~

_ “"groups. The-predictor varibles.are, however, quite | \\ﬁ*/

[
)

.. iméottaqt and should be determined from previous researc?,
Fheory,'und logical® validity. If is most appfoyriate to -
choosg indepenﬁggz\variahlcs that ére unrelated to each \ T
other as in regressibn'studies. That is they have little
in common. The reasans for this are saveral: certainly

. it ié a waste of time angieffort to measure the same
;hing "twice".  Also, if,the'coxrelation between the Sl

» _ \
predictor variables is relatively high, the addition of

4 - ”}F variable which is related to another independent variable “_

will not result ih accounting for much variation in the
4 * criterion variable; and finally, if several variables are
é%rrelated-the problems of colineerity qust‘be considered.

Variaﬁé guidalines ire given‘with regard to the

nunber of’subéeéts that one should have when conducting
the various analyses. If one Qéré tc consider the group
of people'that is to be tested to represent the population
of people, the number of subjects would irfglevant. However,
one Qould'usually like to generalize‘from the sample to”

[
thc population "from which the sample was drawn”. A lower

o+
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bound for the number of éhbgects is two times the number of -

. var;ahles plus one. A more liberal estxmate is (p times (p+3))/2
where p is the number of variables involved. Bogﬁ)of thase
estimates apply to the number of people within each group.

We in physical education arefln a unique s1tuatxon in
'that many of the vaxxables that we meaéure are hxghly
relxable. WLthout a doubt, educators and psychologists _/

would be extramely happy to obtain measures with the

reliability coefficients that we often obtain. Prior to
! > '
, obtaininy the various measures for predictive purposes,

one should consider the validity and the feasibi}ity of
obtaining the méasures. ?or example, Jackson and Follock

- (1976) have indicated that girth anthropometric measures
are multidimeﬁsf&nal'in structure. Thus, if one simply
wanted to use measures of body fat, it would be most appropfiéte
(vdlid) to obtain skinfold measures and not girths and
lengths. However, if body sizé is a relevant variable, one ~_
should.consider the use of skinfolds, girths and lengths
as predictor variébles. (Again, reali?e that caution should
be used to nog obéain variables‘that are correlated)., With
regard to feagib;Lity, one shoﬁld conaidgr whether or not
it is necessary’'to go to -@xtra expense and work to obtain a
"true" measure o%;percent,bddy fat.or simoly estimate ‘it

as was suggested earlier. Such decisions are especially

- ¢ ¢ . . ’ Y
important when data are to be obtained on'a large number of

|
/




subjects.

Selection of the Criterion Measure

.

As in all prediction studies, the selection of the

criterion measure is of extreme importance. If the criterion
measure is not valid then one is simply predicting a variable
which ir and of itself is not a truthful measure. As stated
earlier, when the dependent variable is nominal in scale,

the criterion is pfétty well specifieﬁ.

As iR any predictive situatiomn, one must be concerned
with the error involved in.the prediction. When the -
dependent variaﬁle is ratio in scale, the error is referred
to as the standard error .cf prediction or simply the standard

error.

-

L

In regard to discriminant analysis perhaps it would be N
better to refer to percent of correctly classified subjects
as a méasure of the erxrnr 1in the'medel. In a real sense
one geots into the frame of considering "false positives”
and "false hegatives® in prediction. This 1is particularly
true when one considers the potenﬁial for utilizing ‘these
techniques for predicting team success or team selecdtion.

In_such cases, much like in =he rype one and type twd error

N
considerations of ANOVA, one has to make a decision wAth

regard to which type q@f error is more significant to make

with regard to one's particular przdictive process.

For these reasons multiple d scriminent analysis is

"
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best suited to attackvthese kinds ©f questions. Oftentimes
in the pask, researchers have artificially created ratings,
pﬁrportgdly'gn an interval scale, to allow‘them to use
_regression-techﬁigues. This tgchnique is often plagued
with measuremen%‘psah;éms and is altogether unnecessary.
Also much of the informationfimportant to prediction
Eglated questions is reaéily proQided by discriminant

fj programs. Not conly is .the significaﬁsﬁxpfffﬁé\Fiscrimination

battery tested, but also the contribuiion of the ariable(s)
(both simply and in uniéh) is examined. Also, iq& ation
about specific cases is proyided in a more amenabhle form
than in regression studies. ' Discriminant analysis will be -
examined in more dgtail in the examples that follow.
A In closing this section let me state that the results
of such statistical anélysgf‘may be ﬁérceived by many as
too involved. IQ a sense this may be sémewhat true. Coaches
usually are fairly competent in selecting players that will
be succeséful in the future. However, the utilization of
these statistical techniques helps provide us with more
concrete evidence for decision making purposes: The
inclusion of such data from variéﬁs years will help to
provide the researcher as well as the coachi with benchmark
or baseline data from which to make decisions about the

future performance of athletes.

In conclusion there are several cautions which should
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be noted. First, the results are innately. dependent upon

the validity of the criterion. Second, che results are often

- sample specific - géneralizability‘is'not suggested. ‘And
third, only a portion of the total variance of performance
is accounted for by these prediction studies. Ultimate
performange is based upon -an interaction of these fiﬁdings
with coaching considerations - péactices, psychology, etc.
The primary virtug of predictién in spo;t is that it yieids

concrete information upon which theories can be developed.

-
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The data for our examples come from measurements obtained

* ~on various groups of athlete and non-athlete college women.

The athlete groups are two in number: intercolleéegiate vollefball
players and intercollegiate basketball players. The non-athlétes
were college age women enfollégfin phyéical educati;n service
classes. While some may have been high school athle%es,

they Qe{f not engaged in any intercellegiate athletics.‘ Informed
consent ﬁas obtained from all subjects. The original sample

of women consisted of 180;volleyball playerg, 142 basketball
players, and‘ 115 non~athletes. |

{

Example #1 : /

Our first example deals with predicting women into
athlete versus non-athlete groups based upon physical per-
fo:mance and anthropometric variaﬁles. - The three identified
groups are l) non-PE majors enrelled in PE service rlasses

]
;

2) woemen interccllegiqte basketball players and 3)  women

)

One hundred-ten women were in each group. These subjects

intercollegiate volleyball players.

[V
of similar

were raﬁdom;y selected from the 1argé§ samples
subjects., The variables (listed in‘Téble lf measured
were thought to be representatzve of three demensions;
body size, speed, and strength. Fat weight and lean weight

were determined from a multiple regressibn equation using

\
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skinfolds and age (Jackéon, Pollock & Ward, 1978). Anthro-
pometric measurés were obtained according to Behnke and
Wilmore .(1974). Ten yard sprint was electronically timed
to .001 second. B;nch and leg press means were obtained
on Cybex isokinetic machines (Lumex Corp., N.Y.). All
‘measures had reécrted reliabilities greater than .90. Our
first questions involve the possibility of éredicting .
athletic participation based upon the measures taken, Thus
our groups become two' in number:1l) nonrparticipants and

2) participants (consistinglbf basketball and volléyball
players). Based upon the univariate ANOVA' (Table 2)
results, one sees that the groups differed significantly

on each variable. However, the discriminant analysis
results provide us with a better picture of how the

gfzups differ. Standardized discg}minant weights are
presented in Table 3. The variables with the highest

CNe

discriminant weighfs are lean weight, 10 yard sprint

*

time and arm lefigth. (Note that only one discriminant-
qunction is obtained because we have 2 groups). Women
athletes tend to have loﬁger arms, a higher lean body

‘weight and faster 10 yard sprint times than”non—participants.
Based upon the-hiscriminant‘fﬁnction scores, we were able

to correcfly classify 93% of the subjects., Table 4 shows

. ' ]
the results. Note that while 11% of the non-participants

bt
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wcrc 'iassifieq;as participcngs: only 5% of the parﬁgcipants
were classxfxed as non-participaniﬁ. That .is, 11% of non~-
part1c1pants evxdenced characteristics of the women athlete
while Si“gf the women athletes evidenced characteristics
of the non~athletes. Thus, ~#ithout any evidence-of skill'
level we are able to correctly “"predict" grcﬁp classification
for a large proportion:of our subjects (93%). Tﬁe prediction
results indicate that our data help us to better determlne
"who can't than "who can" be suzcessful team members. That
is, some people wno can are identifie¥ as possible unsuccesses.
however, those who are predicted to be unsuccessful probably
do noé‘have,thc characteristics with which to be successful.
The 5‘percent athletes who were classified as non-participants
can(be 1dent1f1ed as "false negetives” The 11 percent of
ncn-atﬁietes classified as athletes can be identified as

) "false positives". It would be of interest to further

investigate those two classifications of people. Cross

validation on the remaining sample of women should also be

-attempted.

Example #2
| Our second example, is an extension of the previous
one. We have now.delimited ourselves to the two athletic
® . groups (women intercollegiate volleyball players and women
~ ‘intercollegiate basketball players),  The univariate results

seen in Table 5 show somewhat different results than earlier.’
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The variables which differ.sign;;réantly'for our two groups

are 10 yard sprint, arm length, %iiliac widtﬁ, and isekipetic
leg and bench press strength. The discriminant anslysis

‘resukts in Table 6 indicate that arm length and leg press

are varzables that differ between the groups when ether

variables are ccntrolled. The basketball‘women have longer-'

arms and have' greater leg strength then the vrl eyball

players. Based upon the characteristics of the
are able to correctly clasfrfy 86% of the wcmen athlet

into the correct act;vrty membership. This is shown in Table

7. Of the 110 women in each group only 15 volleyball players

were clgssified as basketball playexs and only 16 basketbs;l
players were classified as’velleybal} players.‘ One-mrght |
say(that the incorrectly classified élayers‘have the
characteristics of women from the opposite activity.

Example #3 N\

s
Our third example is a delimitation of the previous

one. Im this case, our discriminant group is volleyball
team membership (Sixtgen Teams). Because the number of
subjects on e team was about 12,-Qe have limited our
variables t9 sir. They are listed in Table 8 (10 yard

dash, height, lean body weight, fat weight, and isokinetﬁc\i)
leg and bench press). 1In this example, our intent is

not as much to predict team membership bht to plot the

group centroids in the discriminant spage'in order to
| ‘ ’

v.‘h"
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determine if thexre is a relationship between the discriminant °’

€

scoré and team record for the volleyball teams analyzed.
The teams had competed in a bracketed round robin tour-
nament. Univariate ANOVA results are éeeﬁfin Tablg 9.
The resultant dkscriminant analys.§ inhdicates two signifi-
cant functions. Théy are presen%éd in. Table 9. The .
resultant discriminant analysis indicates two éignificant
discriminant functions. They are presen*ed in Table 10.
The first dimension sepa;ates teams who-gre tall, run fast
and have a low fat weight from teams with opposite char-
acteristics. The second dimension separates teams who are
7strong on the bench press and low in\lean body weight from
\

those with opposite characteristics. The team centroids

for the two significant discximingﬁt functions are prgsented

in Figure 4. Team reccrds are designated with the
symbols: ;-0 (A)§.3-l (B); 2-2 (C); 1-3 (D);'044
indicated, the teams with 4-0 records are all highest on
dimension I. The 044 teams are all at or pelow the mean
on the function. The interﬁretation of the second dis-~

criminant function is not nearly as clear. NoO general

conclusion can be drawn regarding team record and the score

N on the second function. It woyld appear that teams:

with better records tend to be tal
N

! and run_faster then teams with poorer records. Perhaps this

r,’'carry less fat weight

is an/tﬁﬁiqation that if one were attempting to predict

‘s

_“&-
<0.
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team success, modifications in recruiting and training regimes

are appropriaté for thslpoorer teams.

In conclusion, Fecall that we were at%gppting to
classifylsubjects into the correct group membership based
upon some performance variables. As our examples shcw, .
it may be possible to correctly predict team membershlp
with a great deal of success. Of»course this depends upon

the theory upon which the data are based. We are tempted

. to advocate the calculation of discriminant scores for

Prospective athlétes. However, we realize that this will
not likely be done. However, as a result of our investigation
we are bette; able to identify those variables which will
perhaps best serve as markér‘&ariables for identificatiGn
of potentially succéssfﬁl,téam members.

We now have concrete evidence upon which to make
decisions regarding recruitment and training. In each
case we were able to diécern‘variables (and/or dimensions)
which characterized our various intact groups. These
variables and/or dimepsidns can proviir the coaéh with
valuable information when making decisiong fegaréing J

the predicted success of an individual or a team.

]
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TABLE 1
_ MEANS FOR VARIABLES MEASURED
variable Athetes  obleveesl | | Deghethall ' ol
] rat weight (Kg) 11,76 133 13.45 12.82
| Lean weight (Kg) - ¢ 42.&4r ,\51.76 52.25‘ 48.9‘5
Height (Cm) 161.%66 ‘ 170. 38 171.53 167.86
Sitting Height (Cm) 84.01 86.58 86.68 85.76
Arm length (Cm) 52.40 56.57 k 58.83 55.93
Biacromium (Cm) .35.23 37.87 - - 37.64. 36.91
Biiliac (Cm) 27.37 28.16 "29.09 ‘{, 28.21
10 yard sprini (sec) 1.880 1.681 1.724 //”J 1.762
Bench Press (Kg)  30.59 40.59 42,48 38.52
Leg Press (Kg) 128.45 141,42 '179.65 | 149.84
' ;
7
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TABLE 2

UNIVARIATE F VALUES FOR NON-ATHLETE VS ATHLETES °*

VARIABLE ~ I
Fat Weight P | 13.71
Lean Weight . | | 251.95
Height o 146.82
Sitting Height 37,10
Arm Length 0 505.66
Biacromium- ‘ j' '127.94
Biiliac - 29,02
10 Yard Sprint , 186,00
Bench Press ) 107.55
’ ‘l' Leg Press ‘ ‘ 62,91

a
df = 1,328 .
Critical Value p¢ .01 = 6.70

i ) -
)
4
P
/7
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TABLE 3 :
STANDARDIZED DISCRIMINANT WEIGHTS NON-ATHLETES VS ATHLETES
VARIABLE
Fat chqht .05
. L
Lean Weaght .41
J /
“ Heighit -e12
: !
Sitting Helght ; -.03
Arm Length | .41
Hiacromium 04
Miiliac -.03
» O Yard Lorine —eal
S Bench Prosy .Qf}
ey Preas -, 02
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. TABLE 4
PREDICTION RESULTS NON-ATHLETES VS ATHLETES
- - \ :
\
Actual Group Ereggcted Group
- wOn Athlete-~ Athlete
Non-Athletes (N=110) -98 12
(89%)@ (11%)
Athlete (N=220) ' 11 209
(5%) (35%)
"

a
Percent of cases
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TABLE 5

UNIVARIATE F~VALUES FOR VOLLEYBALL VS BASKETBALL PLAYERS,

*
Variable F h
Fat Weight .07 .
Lean Weight . .AB
Height 1.58
Sitting Height : .04'
ArmlLength 29.87
Biacromium .92
‘Biiliac : 16.80
10 Yard Sprint 11.05
Bench Press . 7.24 ’
Leg Press 80.68

df = 1 and 218
Critical value p (.05 = 3.89; p (.01 = 6,76

~9
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STANDARDIZED DISCRIMINANT WEIGHTS VOLLEYBALL VS BASKETBALL . PLAYERS

TABLE 6

"

\u/Variablé

Fat Weight .15
\ ‘ )

Lean Weight . 30
- Height .38

Sitting Height £.03

Arm Longth ~.75 - A

Biacrom;um .19

Biiliac - -.24

10 Yard Sprint -.36

Bench Press -.11

Leg Press -.66
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TABLE 7
PREDICTION RESULTS VOLLEYBALL VS BASKETBALL
Predicted Grou
Actual Group Volleyball Basketball
Volleyball (N = 110) 95 15
. . (869 - (149
Basketball (N = 110) R X 94
(159 (869

29
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aPercentJof cases
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TABLE 8

 DELIMITED VARIABLES

v

.h

-3

30

Fat Weight
Lean WQight
Height ™ .
10 Yard Sprint
Bench Press
Leg Press

4

AT
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TABLE 9

Univariate F-Values For Volleyball Teams

31

) variable o ‘ T F
Fat Weight 3.32
Lean Weight 1.18
Height . 2,39
10 Yard Sprint ‘4,04
Bench Press | 3.34

Leg Press - i 1.86

df = 15 and 142
Critical. values pg: .05 = 1.73; pg .0l = 2,15

33

» ?,‘:“ ;l-#.é'}'::

s R -;ﬁﬁ

#i



{

TABLE 10

32

Stégsgggized Discriminant Weights Volleyball Teams

Variable

Fat Wei‘gh't
Lean Weight
Height |

10 Yaré Sprint
Bench Press

Leg Press

B 2

Function

1

--60
- <04
\\
.37
-.43
,33

-.L5

-~

-

o

e

L

"



-

Figure 1 _ . - . ..33

Centiles for strength, speed, and anthropometric cl.aracteristics of coliege volleyball players

, -4 3 : =
Tent:le wtight Height Eiacromial Biilar 20 Yard Bench? Lega | T ofb Bodyc' Centile -,
RE) (om) (cm) - Aem) Sprint Fress Fress Skin- . fat %
. ‘ : . \ {sec) (Zbs) V1ng ) fclds
{

9z 6.1 180.1 . 5.2 30.5 2.81 .. 126 <16 11.8 13.7 05

22 I 176.2 39.8. 30.2 2.86 118 356 36.1 1.0 90

05 7121760 39.2 29.9 2:38 114 173 38.9 7.8 85

20 LA 1746 30,1 29.5 2.90 107 306 1.3 18.5 20

s 70.0 ¢ 173.4 © 38.7 29.4 2.93 - 104 358 43.3 . 19.1 75

e £8.6 172.4% " 38.6 29.1 2.96 98 347 45.0 19,7 70
67.3 171.4 38.4 28.9 2.98 34w 340 46.5 29.1 65

=0 65.5 170.7 18.1 28.6 3.00 © 0. 331 48.2 20.6 g0

55 64.5 170.2 37.9 28.3 3.01 88 3264. 49.6 21.0 85

52 €3.6 169.5 " 37.7 28.0 3.03 . 84 316 51.1 21.5 50

43 €2.7 169.1 37.5 27.8 3.04 82 21 - 5208 22.0 - 45

-0 €2.3  168.4 37.3 27.7 5.67 81 305 54.0 22.4 40

T 33 61.4 168.1 37.1 27.5 5,08 . 79 294 55.7 7 2:.9 25

30 6%.5 167.1 36.8°  27.2 3.1 76 290 57.2 25.3 30

25 59.1 1€5.7 36.6 27.0 314 74 283 59.0 23.9 25~

20 %8.2 164.7 36.4 26.7 . 3.i7 72 ) ¢1.0 24.5 20

3 57.3 ° 1633 36.2 - 26.4 3.20 69 259 €3.3 25.2 15

.0 56. 4 162.0 35.8 26.2 3.27 67 239 AN i¢ -0 10
5:.6  160.6 35.5 25.1 3.33 63 215 . 7C.5 27.4 5

aﬁIsokinetic strength measured on Cybex Power Bench and Leg Press.

bTri_cep+supréi!§iac+thigh . : | ] : y 36‘

o ‘Percent fat = (4.95/B.D. -4.5) % 100. (Siri, 1956}




Figure 2
: | 1
- ’.
Performance Profiles for Famate Track Athlstes® .
) <
. Lean | Percent | Sum | Visual Valocity2 |Velocity 8
2 Score Bady Sody af Reaction | Vertell | 510 yils |35 40 vy
Equivaleny Waght | Waight Fat Skintolds | ¥ Tune Jump | {interval | {intecvat
. 1 e . A T ML L
20 . | 1488 | 16088 | ve7 | 4053 | 189 2427 | 240 | 2825
‘ L | ssn
1.8 19103 | 13748 | 1037 | €954 | -.194 2363 | 2059 | 2780
o : .729) | (.540)
16 176518 | 13342 ] 1128 | 5885 | .199 22.98 20.38 27.39
o .723G) | (.548)
14
1.2
1.0
0.8
06
QA
02
‘}
00
02
04
06
o8
1.0
, ®
1.2 93,21 8126 1 2394 | 184.74 272 14.0 1745 | 21,74
) , . {8600 | (6901
14 87.36 772.52 | 24.84 | 193.75 278 13.37 1724 | 2134
1.870) | (703}
16 8150-| 73.80 | "26.74 | 202.76 283 12.73 1708 | 2083
, {.881) IWANE]
18 75.65 7007 ] 2665 | 211.78 288 12.09 16.83 | 20.63
1 ' ‘ 1gen | 131}
2.0 60.80 66.34 | 27.56 | 220.7 293 11.45 16.62 | 2012
1902 | (.746)
Scores eprasent standerd SCoMe 1anstorMations 101 the varous tests.
(1) Distancs Hunness smmemee {2} Sprinter/Jumpeis...... o 3] Throwers === =

{4) Sulyect No 7 cnacmeee
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"Figure o
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. VQLLEYBALL PERFORMANCE DATA . &
L ,. - . .KN. ExT 90° KN, EXT 165° AK. PL. FL,
¥ HEIGHT WEIGHT REACH % BF  LL- RL L . .RL LL L
SCE__ b GHT _ EAC i ‘ AL R - - .
98.5 - 105 {121.5 90
| 98 103 | 119 88 , _
365 97.5 101 |116.5 86 75.5 236 | 236
360 97 99 {114 ‘86 |:7 232 | 232
355 179 96.5 97 {111.5 82 72. 228 | 228
350 - 77 . 177 96 95 1109 . 80 7 224 | 224
345 175 95.5 . 93 |106.5 _ 78 69.5 220 | 220
- 340 76 173 95 16,1 91 | 104 76 68 216 | 216
335 171 9.5 16.3 89 | 101.5 7% 66.5. |s212 | 212
330 75 169 % 16.5 » 87 ] 99 72 65 -1 208 | 208
.325 167 93.5 16.7 "85 ] 96.5 70 63.5 2046 | 204
320 7% 165 93 16.9 83 | 94 68 67~ 200 | 200
315 163 92,5 17.1 81 | o1.5 66 [860.5 196 | 196
310 73 161 92 17.3 79 | 89 66 | 59 192 | 192
305 159 91.5 17.5 77 | 86.5 62 57.5 168 | 188°
- 300 72 157 . 91 17.7 75| 8 60 56 185 | 184
295 155 90.5 17.9 73 |-81.5 58 5.5 ] 180 | 180
290 71 153 90 18.1 71 ] 79 56 53 176 | 176
285 151 89.5 18.3 69 | 76.5 54 51.5 172 1172
' 280, 20 _ 148 A9, 18.3 o G L Y .. 1] 168 L 168
275 147 88.5 18.7 651 71,5, _4~~ 50 48.57 | 164 | 164
270 69 145 88 18.9 63 | 69 | >.4a 41 160 | 160
265 143 87.5 19.1 61 | 66.5 | 46 45.5 " | 156 | 156
260 68 141 37 19.3 59 | 64 44 44 152 | 152
255 - 139 6.5 19.5 57 | 61.5 ﬂ 42 42.5 148 | 148
250 67 137 86 19.7 55 | 59 ' 40 41 144 | 146 _
245 135 85.5 19.9 53 | 56.5 38 39.5 150 | 140
250 66 133 85 2001 51 | 54 36 38 136 | 136
235 131 84.5 20.3 ;49 | 51.5 34 36.5 132 | 137
230 P 065 84 20.5 / §7 49 32 35 128 | 128
225 83.5 20.7 {1 &5 | 46.5 30 | 33.5 | 124 | 124
220 20,9 |/ | | 28 |.3 120 {120
| 21.1 z 41.5 26 30.5 116 | 116
21.3 ,/ } 112 | 112
- 21.5 ! 108 | 108
21.7 ‘ 104 | 104
| 100 | 100
) | 96
) o

8

a7



,é’:i
R 2% l* &

" Low pench ptess ‘
High lean body weight .
. ‘Rey
& - *
" A 4 wins 0 losses
B 3 wins 1 loss
C 2 wins 2 losses
" D 1win 3 losses
& A E 0 wins. 4 losses
B
c .
s D E -
* E| ¢ B
. D [
+ $ - + 4 +
' B j ' B Tall
Short ol N . : . '
High fat weight c Low fat weight
Slow running E o, Fast running
. L
*
‘A -
C N
. o
A
A
) > 3 y
\ - .
High bench press - )

Low lean body weight

Figures 4

Plot of team centroids in two discriminant space.
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