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. | ’ _Abstract ' ’

. " Expert stralegies are sometim@s tofa‘lcomplex to teachdirectly. Often, it ‘may be
more effective to teach assimpler procedure and let students discover the more,
efficient procedure for themselves. This paper describes an approach to task

. ’ analysis Which secks fo idenijfy potential sources of difficulty in the self< -discovery

' of tmproved procedures. ‘ The approach considers novices' procedures in terms of
the changes nceded o produce an-expert procedure. The knowledge required 1o
make those changes, and the processing demands of acquiring, that knowledge, can - \
then be determined.. Somk example analyses are presented.
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1. Intrddﬂcticn oy S

-
The effsc:ent s%rategles used byn experts are 'often quite comptex, and thefefore

unsu:tab%e for direct instruction, One instructional atternahve in’ suchC cases. is to initially

. present a ;Ampfer !rategy, and then work to promote its transformation into the expert

s'fraiegy In arder to do tf‘us, it is necessary to have a detasied understandmg of the demands
-of acqusring the, expert stralegy o ' " e

~
Greeno ‘& ‘Simon (1974) and S:mon (l975) both have pomted out that there are often
severa! different, but "functtonatly equivalent®, methods for performing a task, Even though

4, these methods may all be sumccen! ‘they make very dsfferent demands on an individuals

.

4

S

y

preces ing and me mory capacmes Th& demands of the parhcufar method being used will o

dete-rmme not just a student’s tacility at a task, but also the ease of ﬁ‘(corpqratmg that skm as
a sub skill gp more cdmplex tasks. -

Resmck (}W6) has ug,gested t.ha,t/tsefui instructional task analyses must consider Roth
" the sophtsti‘cated methods which the student is eventually to master, and the best sequence of

. simpler irategtes with which to l¢ad the student to the expert strategy. .She- reports that,
'evén in the simple. task of performing singlezdigit subtractions, small c}h;tdren discover for
- thjmselve; methods which would be very difficult to give them by direct instruction.

Neches (1979) has studied the process of incremental refinements to an initial

) pr:ocedure by which an expert sirategy is developed. Neches & Hayes (1978), referrmg to

this refmement process, as "strategy transformation”, note that a small set of categories are
suff:ctenf to classify most instances of strategy change. Eath typ® of change requires
aﬂendiné to differeﬂf aspects of the current procedure. Neches (1979) divides the change

process into three phases: (a) noucmg the posstbxhty of makmg & change of ‘a particular .

typgl\(b) suggcstmg exactly what form the change wm take; and, () establishing the change
_permanently’ in the- repertorre of prccedures He found that aﬂempts to’ develop

improvemenfs could be abandoned in-any of these three stages

. ' ‘ l .
Information process sing’ ana!yses of strategies for performing. a task.can be used to

i P

suggest how those sirategies wdhchange as a student gains experience with a task. This

paper describes tecinfques for ;Jerfarming such anllyses, with the goal ‘of identifying

po.tentiai sourses of. difficulty in discovering improvements to procedures.
I wlii start by deveiopmg a model ef the strategy change process bsection 2." This
section will start -with a set of aSsumplions about the basic structure of the human

infOrmatmn processor, describe i sef of mechanisms which constitute the heart of the model,

. . 1
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- and then expand on the portions of the set relevent to task analysis. .
e . .t e ° ,‘f . A i . : - -
The approach to task ana!y%is TH be presenting invclves carefully .defining both the

1
3
-

¢
PP
£ _'

' procedures to be developed and the iniNal novice sérategles we expect to see employed. The
gOal procedure can then be cpnsxdered in terms of the changes which must be made in order
to produce if from the initial procedurps Makmg a change to a procedure requ;res notncmg
the appr oprtate properties of that procedure as one perfm:ms ity Diiferent profaert:es, i
détected suggnst different types of changes, one of the modeils goals is to specsfy thése »’

"'praperhes for each’fran;,formahon type S , / e /

¥ . . 4
The task anatyqes focur on two maJOr poténhai sources of daffsc-ulty (a/)/ease of
discoveting essential . changes; .and (b) fcmpehtwn ;rom aiter.nat,sve strafegy changes.
+~- Determining the properties of the initial strategy prowdes some knowledg%f the set of

hkeiy changes to it. Det,onmmmg whaf must be nottced in order to discozer ane of those

-+

- _praperhcs, in turn, makes it posssbte to ana‘yze the distribution of prereguisite information.

That is, we can look for the points in the procedure where . critical ‘erﬁs of “information .
: . _ A

- _p ‘appear. By'ccn idering the number of operations ‘intervening between’ those innts, we can-
attempt {o ‘make predictions about the 8ifficulty of making a parhu; ar change The paper
describes several faétors affectmg these predictions, For example, tmpie assumphons about |
o capacﬁy hmttahonf in human rhcri term memory play a role in edschr{g how d:fflculty of .

. - 'discovermg a change/wm increase with the.number of Intervening operations.

*
2

&,

# - - 2 The laft v;’chon of the paper will aﬂ'empt to illustrate these points t;y Tp.tfés‘c:;ntini:,'
' : single digit arithmetic. '
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2 A Model .of'the Processes Uhdéﬂyiﬁ'g '.Strateg‘y Changes

- o The pUrpdse of this sechcm is to provide a theorehcai foundation for the approach to
" task anaiy is devefoped in the \,echonr following. . An attempt is made here to offer a general
model - wh:ch wm apply to a braad range of cxrchmstances, and to specify that. model,as
* completely - as possabi& A complete information pracessmg model should spectfy its’
,assumphcns about the mtormaticn processing system, as well as its ‘hypotheses about the
Rrocesses which that ystem exetutes.. Since l am*%’ddressmg a mixed audne{\ce, the reader .

. ' should note that the discussion which Yollows is hke!y to be of greater interest to
" psychologists than educational researchers. ‘After reading the next few paragraphs, those X
with. primarily apphed mterests can afiord to skip to section 25 . « ’
P ' ~ - ‘ ‘ ’ ;‘ . . ( . : ‘ . ’ )
. 2.1 An overview of the model - [

« While executmg a procedureﬁr’\fermaijon about recent operations resides in working
' rhemory There is a small set of bassc methods for producmg different kindsepf changes to a -
procedure Associated with each methad arg sels of patterns tc be matched agamst wcrkmg ‘
memory. When a match is fotmd a goal is established to apply" the associated method using
", the information which matchegd the pattern. When such a goal is established, the system tries
'~ to find aln,appro'priate modification to the currer_wi procedure. This may lead to additional
changes being required for t#e procedure to conlinue to work carrectly, However, 1 believe
that the strategy change p‘rpcess seeks.to minimize effort. If it is too difficult to generate a
_change, the attempt is abandoned. - ‘ » : ') .

In summary, jhe theory has five key assun&ptio&s. (A) It piaces a strong emphasis on"’

shcrt term memory capaccty hm:tahans (B) It assumes that processing |s pnmarﬂy bottom-up .,

rather than top-down, (C) It assumes that The system is highly heuristic -~ transformahcn f ’

types and their associated patterns are not guaranteed to work, but are usually- worth

gambling on. (D) It assumes that the procefs rs designed for mrmma! effort, -- it gives up high

periormance at strategy mﬂrovment in retum for reduced processmg effor§ (This is done

\ 4 by cutting-off processing which doesn’t produce quick success.) (E) Finally, the theory
| P _assumes that %tralegy change i$ a background process -- people are aiways trymg to do it,

but*they on!ég‘se tho .e resources loft over from the tas at hand.

i

i
‘. 2.2 Information in working memory // R - -
/ .

term memory is effechve%yd,ﬂmxted in its qapac:ty, information can be retained only+ about

-

As a procedure is execuled, m‘formahon about it enters(\/workmg Jsemory  Since short

- relatively recent operations.” Informahon as the term is used here, is defmep very broadly.
The minimal information whgch.seems to be available consists of (a) the actions just
‘ ‘ ‘ . . . ’,‘ : 3 -

w ' - L ]
. - . £} & - ’
Provided by ERIC . LA A ‘ ' - . . («.‘
, v
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performed; (b) the data operated- upon by those actions; and, (c) the resulting states .
~ produced by thb;@ actions. It seems ibat additional informatien-can'includg_a range of _
; baé’kgrc’iund knowledge (e.g., that addition is commutative and aS'scgciati(/e; that _subtraction is
not, and so on.) - - ‘ ' |

. “ " There is (a!so some ektdence in protocots of subjects doing sequence generation that
,'énttccpatl.an mfammtmn is vailable to a hmzted degree. That is, in making changes. to the&r'
procedures, sub;eﬁ‘g bmettmes seem to be makmg use of knowledge about what they -will be
‘docng, in addxt:o,f to their knowledge about what they have just done. Thts is not a surprssmg
empirical dx covery It is, however, a coméupn sense observatton that should be accounted for |
by a theory of the representation and execution of procedures in the human mind. I would
like to see a producuon system theory provide this account since -- as 1 will argue belaw --
production systoms provide & proms ing structure in generabfor mode!s of iear‘mng '
However, m most formulations of production systems (e.g., Newell & Ssman, 1972; NeweH
1973), achonr are selocted only on the basis of the current contents of working memory, it is
impos sxble to prcdtct ‘what the next achon will be, bequse there is*no way of knowmg in
| advance how the-curreﬂhachon wdi aner wérking memory. : : d

C e
. . . -’

. -~
-One way to undpr:tand the avanlabxhty of these different sources of mformatcom to

view short term memory in the:?ht of sprea\dmg achvahon modeise‘(Anderson 4976; Con &

M Loftus, 1975 chm, l976}’ Rather than po;tulatmg the kmd of sepafate structure propqsed

- by Waugh & Norman (196‘5), and dccepted by such theqr:st as Newe!i & Simon (1972) .

. spreading act;vatson models describe memory as a unitdrm semantrc network. Nodes m the
‘W network may" be more ar less "active”, with the act:v;ty level &f a g:ven node being some
; \quc}:on of the actwniy levels of nodes hnked}o it. Though detaris vary, the modeisﬁeneratfx

. elaim M sMort term memory' corresponds to the set of currently active structurgs. in the -

. . £, 0~
. semantic netwmore actwated abave a certain level). . : o
* & t - .

Y h N . .
23 Imhat:ch uf strategy changes & s

The first stage of strategy change is, in this model, based on patm:-:techon More
specmca!ly, the model asserts that there is a sel of tmnsfocnmtmn types -- methods for
pro.duemg various kinds of changes in a procedure. Each transformation type has associated

‘* with it a set of patlerns to be matched against the traee information™n wo ing memory.
.When a pattef\\ is matched, a goal.is established to apply the associated transfcrmzmon type.
Thes& gOafs tan ‘be viewed as loosely ‘analogous fo the APPLY goals of GPS (Newell &-Simon,

1972, Ernst & Newell, 1969) in that other operattons may have to be performed first “to -
enable performance of the goal aperatsan : ’i ‘

Y, \--4”'

4

.
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- 23.1 Patt‘ern‘matchmg control procass‘es . -~ : : x

[ o ¢ ’

~This view leads to a concern wnth pattern matchmg processes. For the momént a
pattern wm be defmed to be simply a set of coﬁ‘dmons or tests. A pattern is matched if;

all of sts conditions are satisfied. In this mode|, the patterns are compared to the tra e
mformateon active in working memor The tests specxf:ed in a paltern are conditions whxch
.each must bg satistied by“ah active iode of group of nOdes The .issues to be addressed in
spec:fymg a paltern matchmg madet can r(mghiy be dw;ded into (a) assumptions about the.
processing - rules govemmg paHern matching; and (b) hypotheses about the contents of

* . speCLch patterﬁs wh;ch are testegﬁ accordtr;g to those rules. The latter aré presented \

‘section- 25 ‘ . . {
,'f' T ‘e A ) '.‘, A ; . Lt . .

*

., Froma p.,ycholo;;:cai standpoint, most a,ssumphans about prccessmg ryles are ad hoc, ’ ?
since there .s ‘no ep«pxrrca! ewdence to suggest préﬁerences among, zwe a!ternatwes
Y/__Producftioh ..ystems, the mgst psycw%vg;can’y oreented patterr\ matchmg s¢heme, first’ began

« to receive ma;cr attentmn with Newell & Simon (1972), atthough the first really deta:led
aﬁpliéation was Newell’s (1573) mode! of Sternbet‘gs (1969) memory scannmg “task. A
number of produttion sysfem models of performanée at various tasks have been presented
‘(Bay?or & Garcon'—] 974; Klahr & Wa!lace, 1970; Oh§sscn, 1977; Young, 1973) However, aside
from Newell (1979), only. Klahr & Wallace (1976) and Anderson (1976) have tried to devalop

produdtion systems as comprehenswe mformat:on processmg theones -Their work bd'rrows. -’

heavily of concepts developed in Arlificial Intelhgehce rather tﬁan poychoiogy (Newell, 1973;

. Davis & King, 1975;4enat & McOermott; 1977; Waterman and Hayes—Reth 1978). f general,

- there are three imporfant considerations: (a) how conditions in a pattern are compared

agains t data; (b) how patierns are selected for! festmg, and (¢} how ‘g choicg is made among'

' multiple pattern matches. , L e, ; .
- R .. 4 y s
. "~ The major thing which needs to be said about the compar| son of condetson elements to
‘data -elements isMhat the process is highty pro;we to_combinatorial expios:on The source is
v the need to compare cvery candmon element {o every data, eleément if all match posssbmtces
. are vtq be con idered. \ Ciever progrﬁmmmg care cut this eﬁosron cons:derab!y -- for
example, by tes tmg\condmonﬁ one at a hme and ehmmatmg all patterns cantammg conditions
which fai! (Fbrgy, 1978). However, while these methods reduce the force of the explosion, -
. they cannot contain it. Any pattern- dlzected system whichfpurparts to be an information
processing: modei accountxng for real tsme behavior must expian -how the combmaforch of
- -condition-testing are/ handled. -Thus, an){ theory of pattern matchmg must, of necessity,
assUme a great deal of parallel®proces smg In addition, it-may bs necessary to assume that

- P
heunshcs ate used to avoid testmg all possible combinations of data gfémeﬂts and condition
: e

3
bt
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elements. This inirbducesﬁn element of uncertainty; such a system,would sometimes fail to

-

notice that the data were available to match a héttern_. o ‘

W < a

¢ S ., o - e ’ PRI .
Similar considerations affect the selection of patterns for testing.

. ¢
N -
'.‘ = _ ) ’ ’ . .

23.2 Constsiency wuth learning theone‘s ' ' R

lf\ﬁ :mpcr!ant {o noie that this structure neces;,dy pre;ﬂds some equwalent to the
Q S laws of rqcency or, contsgu;ty propounded by both behaviorist and .gestaitsst tearnmg theories
',‘,(Guthne, 1952, Hull, 1952; Koffka, 1943 Thorndtke, 1913). All of - these theories were

concern<€cj\wnth the conncction or assocrahon of two events, whether those everﬁywere

referred to as/mmuh and responses, or as gestalts. While dsffermg on the rales of fréquency- s

and remforcemem all agree on a principle of contiguity: stimuli must appear close together \7!

. in hme to be considered part of the same event. ’

& . = 'How does a pattern ma{chmg model predict such a law? With no stronger premiSe than “
that short term memory is limited in capac;ty, it follows that the closeness in Nme of relevent

information will affect lhe probability of a pattern being matched. Imagine % pattern with two

conditions, which are capable™f being sahshed by tems Iy and I, péctivéiy (Remember

| ‘Xhat items represent pieces of‘mformat\n of the sort. dsscussed in secttun 2.2) The istance /
* -, in time between J; andJ is the r}umber -of operations mtervemng between their artival m

| workmg memory. : S “ : o "i v
. . {

e - Al{he extremo, the effect of distance is .c!ear, if I, is too far away, then Iy will have

dropped out of short ter memory when I, appears S0 the paﬁern can not be matched At

ave an effect..’In general, since most theories of short term me‘mory
e can expect thal the time for whcch two items will both be in wqrking’
memory wcft incrdase as the distance between them decreases. 1 we mpke the simple

‘a"sumpt?on that patterns are tesied whenever working memory changes, and that there is
some probabmty tha{a match will be ignored, theh it follows ‘that the longer the twe items
are both available, the greater the probability that the match will be found.

e

P « Even under much more cémpfex assumptions, such as embodied in Anderson’s (1976) .
ACT system, the same conclus ton holds. In ACT, Anderson assumes that patterns are matched
against the set of active~nodes and links, Periodically, all members of this -set are

) deéct‘ivated, with the exception of the ten nodes most recently assigmed to a special "Active - A
List™. Patterns have a strength associated with them, which is a mﬁeure of hou; often they
have been useful in the past. It is reas s6nable fo.say that the frequency with wh;cf; a pattern

is tosted depends on ité«\ strength, _atthoqgh-thss simplifies the actual mechanisms of ACH
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theoretical constructs are: - that each produ,ctmn is tndependent of the others, tha
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somewhat. This non- zero probability of ignoring a match is sufficient to predict a° cont:gusty

. effect; the oniy dxffcrence Andersons more complex assumptions make is that they predict
e that the ssze of the effect can vary. . _ AR

Previous sections have presented an argument foy a patlern-driverr system as a

A'perspzcuam model of the processes underl g strategy changes‘~ In ihfs section, 1 will argue

that the procedures bemg, modified, and the changes bemg made to them, are also best
re‘presen*ed within {he same structure. Production systems are an especoaﬂy suitable medmm

for representm}; acqmred prccedura% knov\rledge L
. \ . . : - .
Th?zy ldea underlying production systems is the pattern-action rule, or produc’non

The basic cycle of a production system consists of- (a) testing the "pattern part of each
produchcn against the contents of a data memory; and then, (b) emqg the achon part of
one or more productions whase pattem was makhed

=y . -

L
.

o art of the case for the virtues of prodqctscn systems is presented by Ne
(1972, pages 804- 806). Among the teasons they,cﬂ’e in support - of production systems as

orgamzahon (eg, a single, cenfral workipg memory) cleariy corresponds to well- defméc;~

- ps ycho!oe:cal constructs, and thal produchen systems struck "a nice ba#ancef ‘between what

 These aryfﬁrt‘aﬁé but the key argument is the first. L .
 Pr¥ductions are independent because they do ‘W8t interact direcﬂy,“but only through‘

are these days called event driven” vs. "schema-driven” processing. The latter argument is

part of a set of arguments that production systems have sufficient power to model key

pmductmn sysiems are pmusibie tmuiattons of the human informatmn ‘processing system.

aspects of human behawor._ The middle argument is part,of a set of argu\jnts that

working memory. They do not call each other by name; the onl}_wéy they can be linked is if
the naction of one places information in working memory which causes the pattern of another
to be matched. Thus, the knowledge about its fellows embodied in a production is of an
extrerﬁc!y‘ti"mited‘ nature. When a production performs an action, such as thanging the
contehls of working memory, the only assumption made ahout other productions is that there
is meast one which will respond appropriately. No assumptions are embodied in that

production about which production will respond, nor about what action it will take.

This means that it should be'rela'tiv:ziy easy to develop programs which modifya
pmoduction systems, since changing a system requires only manufactumﬁ a new production
h

and adding it. The modification program does not need to understand the flow of control of

-~
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. the program it modifies; it-only needs to understand the small, local function of the production

it is ’adding. This gresents a much-more canstrained, manageabie task for a !earning system.

Unhl relatively recenﬂy, the argument for produchon systems as taois for modelhng
learning was entirely theoretical, - In the last few years, Fwowever a humber of self~-modifying
productmn systems -- programs wrth the capacity to -add produchon rules o themselves -
have been demonﬂtrated starting with Watermanr*ork on" adaptwe produchan systems

, (Waterman, 1975, 19767\‘ Since his initial efforfs, several Telf- -modifying cystems have been
B developed which learn problem solving’ strategaes Neves (1978), for example, as deve!oped

a LISP prcgram whnch builds produchons for srmphfymg aigtebratc equahpm, guided only byf

examp!ef His program.gradually constructs a complete procedure, composed of productions

1 induced from a serresm%nt examples. N\
-

'Y
.

Yuichiro Anzai, formerly of Carnhegie-Mellon Unwecsziy and now at Ke;o Umverss has.. )

'Strategy Improvement ‘ . o o - Neg:hesk

demons 1rated a program quite similar in spirit to the ‘theory presenied here. er system_‘ '

acquires !ncreaqmg!y sophisticaled strategies for solving the Tower of Hanoi puzzle (Ar\zat, )

13878). The sy..tem mma!!y starts out with a set of productions for solving’ the‘puzz!e by

heuristic search, and a set of productions for adding new productions. As moves are tried in

N th’e"heuri..tic scarch stage, some of the latter’ produétions discover that certain'clesses of | |

| o ~ moves ‘were unwise and build r.aroductmnr to avoid them in the future, These new

. produchon..q;we the syslem a new s{rategy for "\Hng the puzzle in Whtch moves

e selected by ehmmatmg all’ unacceptab!e alternatives, falling back upon heuristic qearch on
“multiple alternatives remain. From-there, the system is able to build productions
represent an induced set:of goals and subgoals, which in turn enabie it to build L;p
programs for cerfain sub-fasks. of the problem. Anzai's work represents a very C€lear

.. demonstiration of the power of produchon systems for learning systems in which procedures

e

are built by piece-wise dcve!Opmenf of component parts.

E ]

The design of Anzai’s program incorporates a certain amount of knowledge about the .

. puzzle it is solving. Thus, it is difficult fo evatuatg the generality of his tearnmg mechanisms.
The principles. used in his "bad-move elimination™ productions seem most clear!y genera{ In
as yel unpublished 'work, he " has used similar principles in a program which develops
strategies for the Piagelian seriation fask. We -will be seeing very similar principles
éppearing in the divcussion of a stra.tegy transforma.ion type which I call "deletion of
unnecessary parts” (section 2.5). '

5
L
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“
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2.5 Pattern dotectors foréoven transformation types.

‘ v Sorfar, the épe’c’iﬁcaﬁoﬁ of he.. model has '!‘afge!; been concé;ned with describin
processing environment. 'This dés\l&atian has been stated as a set of assumptions about t
structure of the information processing system in which procedures are executed and
modified, the control of the procc ses wh'ch produce thoée changes, and the representation of
- procedures ‘and their modifications. This section will attempt to further specify the model by
detashng a set of strategy change mechanisms mthm;tms precessmg environment. 1 will be |
cons tdermg seven sirategy transformation types proposed by Neches & Hayes (1978) and

ob served among s.ub}ects practicing at a complex symba! mampulahon task {Neches, 1979):

1. Reduction gg resul‘fs: converting a c.ompu‘tatm‘nai process to a mempry retrieval

process. - ' S .
. . @ . -
< - ,
2. Beduction to a g_ggg_ replacing a procedure with an induced rule for generating )
.;:t‘res-@t . I
3. Replacement. . w;th’ another merhod * substituting an eBuivalent procedure -
- obtained by notmg analogics. L ‘ N
; g, Um: bmfd’mg groupmg operations into-a set accessible as a smgle unit.
'*‘. 2l : . .
.'5; Dclouon Q[unnccessal parts eliminating redundant or extraneaus operahons
.~ 6, Saving pdrtial rcwutrs retammg intermediate resuHs which wcmd otherwnse
S ‘ _have to be, reccnmputed 5atcr in a procedure, 4 ‘ ‘
7. Rcmrdvrcn changmg the sequence in whtch operalions are performed -
g For .each trans forﬁwatson type, T will propose one Or more patiems associateduwith ﬁ
" Neither the M of trans formatmn types nor the sets- of patterns are intended to be
&xhaustive. In undefstandmg these paiterns, it is crucial {o Reep in mind a key point: these
patterns reprefent hetristics for dss&:o%rmg posscbie strategy changes. They serve to focus
attention om some as pect of the process being carried out. The pa?ternf supgest a likelihood -
L of that aspect bmng mfervrtmg in terms of makmg some change, but they do not guarantee
that a change will be either correct or worthwhile. " The issues of determining the correctness
and value of a strategy chahge are of concern in specsfymg the processes leadmg Yo adoption
‘- of changes. A discussion of those processes is well beyons the scope of this paper. Here, 1
, " am only concerned w:th “the queshon of what «mcght lead to a particutar ¢hange, being -
conscdereq. . . ) _ «
- e
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JZ,SI Reducison‘to results Sy e e ' ~

T tmportant to distinguish between a‘utomahe and contro“ﬁ:cesses ‘associated:
: 4 . Y .
w;fh the Ieammg of ans swers> | will assume ve‘fy litte about th& aulomatic-'process

' a!thaugh 1 have some faﬁonti m for fwo* strengthemng of frequ’ent)y trave‘rsed links betweens .

O :n;cdes (&nder 0h‘1976), and EPAM hke discrimination learning (Fe»genbaum, 1963) / }

. . A Voo « -\ L ) -
Y 3.

However autemahc tearnmg takes piace, st is ;,\ms the case that mwr resu‘?ts cet;' ]
\ be the euk:eme of either amemahc ar goat -driven precessmg ‘Noches (1979) repcﬂd that _' -
e, sub;etts undor m.‘truchons to tearnto perférm a task efficiently wﬂktdenhf%portsons of their
’ ) procedure as cmportant o memenzef, and then rehearse resulls’ of those porhons Thus, in .
addmon to mctdentaf learning, there are cases where 3 goal is set to attend to ace"rtam
mformahen. * . o ‘ o @ . et ~

- / One pai,tefn which would suggest that such & goal is worthwhile is this:

A procedure returs frequently, and th’ej range : o h L R B
\ ot different inputs to it seems smaH | ' ‘ N e

/7 .
The power of a patte‘fn like thss is extended” by the athty of strategy changes to_ )

7
.

mieract Section’ 2511 “for exempie, describes a unit buxldmg pattern whzch ferms “new '\r-‘~-

s

. rj"'“ precedut_‘es out of chon' which cemmenfy occur together. . This. peﬂern would suggest "
a !ea;-ning the rosults & t new procedure, which prevxdes the cffect of learnmg the resutts‘ | ",. .
R . of the original sequence of achens | L KR : o
2 S : A N . v . . .
252 Reduclion to a rule o - L é’h | : : -‘ S o

Often&whcn ‘a procedute s being observed over rome ﬂange of znguts, it may%e toao _
dsfficu%t to fearn a list of connections between Yhputs end r e; However, it may be the . v
case that some yule can be discovered about the relationship between mpht amd results. If ‘-’ » “

-
i

se, then ihat rule can be us ed ins tead of the p ccedure,‘eﬂ ..

- c A

bemg performed may ne’t -sef*ve te identify such

-

rules. The Qattern theugh, can giv very streng ‘clues as to whep it may be fruitful to
. >

t

actively search for such a rule. . ' R I

r

Tﬁe most general pattern whic{x calnfb“e stateli is the correlation mule:,
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" Strategy me}overﬁent T o, . R v _ Neehes -
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. “,' A procedure is observed fo.r’ revera} znputsfand . , .
- their brresponding Fesuils. . Whenever the input T S . :

W has some property, the pesult which is generated - ‘ - .
I has some speczfic correspondmg property ' oLy '
et D . _ -

é N ) ' ’ ¢

. + To illustrate a trwtal apphcahon of this pattern, imagine a smat! child learning to play a

dice game which has -the rute,. "A piayers marker may be moved only if e:ther of the d.lca

., shows 2,4, or 6.7 Imagme further that the chr!d has not yet learned fo recogm?e the dot
patfernr dtsptayed on each face of a die. To determme whether a move can be ma&e, the
. child must count the dots io see what number is there. A pattern of conelahon can then be

ob.,erved whenever fhe dats -Gan be formed into pairs, the answer is "yes", and whenever

there ls K dot Seft a\ier, the ansWer is "no". . L, - }
; .

. AThe co_rreiation' pattern for inputs and outputs has'-a‘n analogue for e-ffort: )

A
o~ w

o ' : T __— . _
A difference in effort expended is ‘Qh}ewed when *’ o “ _
the same procedure is operatmg on the same mput .
at different hmes

*

-

/ This patiern quggmfs trying to hnd some factor whsch correlates ‘with the effort
oo diff

erence, T?Z:J:cmr can then be built as part of a rule, which seeks to ensure its presencé

whi® the pro

. , . e L. ‘o .
Thts pattern is useful because procedures do not exactly duphcate themselves each

re is executdd.

-~

time they are executed They operate on objects which vary in the:r prc‘perhes, they make

e N

randam c‘ho:cés, errors are somelimes made, “actions (especialiy mofor responses) are not

~',;3‘ : ngsdfy defined, and sQ on. ‘Al of this wvariability need" not &fect the correctness of a

pracedurg, but it may {gad to systemahc variability in its efficienc

' C 4

One last pattern handles a useful set of specjal cases:

0 b

A procedirre is observed for a series of inputs,and .

EES each inp% is related to the previous one bypemg : | L

.. @ successor in some Known sequence.

/

3
' )

If i.nputs are related in seme orderly ‘fashion, then it may be useful to try to determine
if the “corre.;pond?ng results ar'e also related.  If so, then a 'rute can be developed where a
procedure output ur ‘predicted on the basis.of its previous output (rather than on the* basis
of its current mput) Y

L4 ’ - . v

Mveey

4
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253 Replacement wnth anathgr method R

._'Q'

. “suggest that some procedure i

i

! .
Closely relaied to _,ames/ufjthe reduction to a rule patterns are some patterns which

suitable substitute for the procedure current!y bemg used

The pattems described, here correspond to the similarity- detgchon methods prOpoéed

. by Neches & Hayg., {(1978) calied “result matching” and descriphan matchmg

A case is observed involving two different. : ‘ ot R
~procedures, each of whsch(fpw'a(es 8n the same N e

input and produces the sante result, but one of ‘
. which mvolver less. effort. T

e

r -

naturally suggests that they are substitutable, We can state a sﬂnilar pattern “which

represents a useful special case

The same procedure is observed 1o produce the same
msutt for two different mputs . .

¢ \ ‘ :
“In thié case, the pattern suggests that one particilar input is substitutable for another.

g there is a marked differonce in the effort required apply the procedute to the twa

inputs then it bemmes worihwhnie to adopt a policy of subshtutmg the easier one.

D . : , i
.Bpth of the above palterns represent resuit-matching rutes. It ts‘ also possnb!e, in an
informalion processing system which ’keep a network- of knowledge- associated with its

procedureé, o have descriplions of the gmﬂs which a procedure is intended to aeheive, or

e changes, which a procedure ts intended to produce. Analogous pajterns to the ones
§iated above can then be stafed for these semantic conditions,

254 Unst bpttdmg |
< As serfes of dctions are executed, rf often becomes usefu! to group them mto setls
‘accessible ar"a single action. Gerritsen, Gregg, & Simon (1975), for examplestaught different

procedures for a symbol mampu(ahon task which consisted of a number of sub-probiems.

They found a pattern of increased latencies between groups of sub- prcrblems, ‘and fast

latencies within groups, in all of their subjects -- in spite of the fact that none of the
methods taught predicted such.a pattern. ‘

§ . 1‘ L.

This grouping proceses is the fundamental process of a number of 5earni;wg theorists. It

-

}

12

This paltern leads to the discovery that two different procedures are equivalent, It -

A
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7 ' N
has appeared most recently in the developmental trweory of Klahr & Wallace (1976) as

“consistent s ub—requehce detection”, ‘and in Lewis” (1978) mode! of practsce and ec‘ristellu.ng‘-,

effects as the process of “composition”,
. X

Bag;afiy, the pattern which suggests grouping is relatively straig?ltforward: -

~ A procedure, P, is frequently foliowed by I
another ‘/rocedure P2 and the result af - - ’

P is/:{epd by Po. — : . g
/ ~

~ . "
L . ‘
. . . . ,
.

-~

.2.5.5 Deletion of unnécessarynpart's : ‘ p Coe

There are many dsfferent nditions which r:_endér a set of actions unnecessary, and

therefqre ehmmab!e It may be, for exaﬁwpte, that:
v
A sequence of connected prQ edures, PseaPr
- is, abs erved for which the output of the last P nlis
tdenhca! to he input of the first (Pi)
K

This _paﬂern is equivaient to the loop-move deytec’tor_s of Anzai's (1978) learning

program, which is discussed in section 2.4, It notes that' the effects of operations early in a

_sequcnco have beﬁn undone by the fater operations Since the effect of the sequence is to

take thmgf back o whcre they started, the enhfe sequence serves-no purpo‘:e

Pi‘oducing a.change in the situation is necessary for a set of operations {o be useful,
but it is not sufficient. The result rust contribute towards solution of the task at hand. We

can describe one case where this requirement’is violated by stating the following pattern:
‘ . . o . I . . ) »
Some action contained in.a procedure is observed to - -
have different resutis at times when the procedure ' N
ﬂseif is obferved to have the same results. - - .

This patfern suggests Uxat the action performed-has no influence on the final outcome
of the procedure in which it is carried out. Extraneous actions are, of course, unnecessary..

Rather than having no influence, an action may be unnecessary because ufs effects are

predoctab!c or redundint. The next two patterns deal with those cases: (A&
A decision:is made about what te do nekt, on the basis of
- some action’s result; that action, however, is observed
fo have a consiant resull.

. , 13
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If a decision is afwayq the same, it need nat be made This pattern descrsbes the case

! where a procedure is overly general. aThat is, the procedure spends time cansvdermé

i hypothehca! pos ssibilitias .which ra?euy occur in prachce Bhaskar & Simon (1977) repart a,

strategy. for solving phy ics problems” ._?pg. 258). ' .

case whsch Neches & Hayes, (1978) have mterpte!ed as an example of de!ehon of
unneces ary parts, In that c.aqe, an advanced subject working, thermodynam:cs. probiems had
dtffscu!her with a’ very simple probiem because he trled to apply his s’tandard" formula {o it
wuhput noticing’ that the ecquation was mapprppnate A1t was only apphtab!e to the marﬁ'
ccmplex problems which the s u';ect normally .had to deal w:th) Neches & Hayes Qbserved
‘that, "He scemed to ﬁave Ehml aled a test for probiem type which,was once' part of his

3

We' can see thsf’ problom :solver‘s difficulties aé an_ ins ténce in  which the
predwtabie effeck paHern was applied.. In 'this case, it was applied inappropriately. .| take
exampies such a° aiong with the, body af literature on einstellung effects exemphfsed by‘
Lus:hmf waler j‘hg problem“(Luchm 1942, Luehms & Luchms, 1970), as demonstratronr of

: 64 the heuristic natire of the strategy change process. These patlerns are useful becé_use they
. usually lead to goqd;stratogy changes, not bécause 'they always do. ’

Some changes are probabty safer than others, though. For examp?e, in contrast to
ehmmatmg apparcnﬂy predictable pcrhons of a.procedure, this last pattern tdentmes
portions which appear to be- rgdundant ' ‘

A proccdure contains two tests as part of\a'decisién,-
call them 74 and T, It is observed that

the— tests agree. That is, T is observed.to’ succeed N
several occasions, with T, also succeeding on all

cf those occasions, and is observed to fail on several other
occasions, with T, also farhng on all of those

‘occasions,

This patfern suggeftf tha! the resuﬁs of two fests are correiated If this is the case,
then it nay. be {hal one pravsdes no new information given that the resulls of the other are
avant_ab{e. In that case, we can say that the procedure is overdetermined, that is, that one of
the tests is urpécessary. This pattern offers a-\\;ay to further explicate Neches & Hayés
(1978} ‘pré;ﬁo;e explanation of Neisser’s (1964) visual search task. Neisser reported that
practiced subjects were twice as fadt at localing a particular letter among dissimilar' letters as
amoéng similar lelters. “In the dissimilar-letters condition, Neches and Hayes suggested, the
pro:edure far finding the . targel letter is_ overdetermined when the letter itself is sought.
Many different perceptual te L,_go into dsstmguxshmg pne letter from another; if the

3 ¢
~

. ’ .o
- . . ~ *

LY



" always _avaciabie ‘This ss the effect acheived Ry reduchon to. resutts (section 25. 1)
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su.rrou‘nding letters are dissimilar, some of those tests becoge redundant.
\ ‘ | . . T
256 Sa#ing partial resuits , §

If a reéult is already available, it is a \;ra ste of time to recogwwputé(\. Wheni a particular
resun is - frequenﬂy necdod it is worfhs@ﬂe to store it in long-term memory so that jt is

‘ Sdme!ime though, a result is needed many t:mes wsthm a particular problem but the
result whsch is needed varies' from problem to prcblem In such cases, remembermg the
resul permanentiy may be neifher useful nor feasible, These cases are rthe domain for “which
vé p’aru‘at results is useful. : ' s

As a very simple examp%e, consider the. task of muityb!ying‘tWO Harge digits together,

say, 43,108 x 32,343 It turns out that 3 ¥ 43,108 is 129,324. 1t 43 useful to remember this”
later in the problem when it is necessary to compute 300 z 43, 108 and 30,000 x 431{33'

 However, it is probably not generany useful to mamnnze forever the reiahonshxp between 3,

43,108, and 129,3M. Saving partial results transformahons apply to cases such as this, where
a resul} only needs to be saved temporarx!y Unlike reductxon fo results, which utmzes long

term megory, saving partial respns modifies procedures to make better use of short.term

memory or exiernal memory ’

. ¥
&

One pattern which suggestf a saving is poss:ble is what might be qcaﬂed the ,
Aoppcrfunsty rule: ’ ‘ ‘;’\o > ) o N SN

F

A procedure is about to be execuled with a certgin
inpul, bul. thawesult of thal procedure w:th the?
same input is recorded in working memory

1 4

S

§7 - ) ' b
it .,omehmexs may be fhat the informatioh is no !onger in working memary. In that case,
the patfcr’n is a!mn.s.l, but not quite, the same: '

.. f
f

A procedure. is observed with g, certain input,
»  but its result is not active in working memory.

‘.

These paﬂerr‘w( are so siraightforward that there is almost nothing to be said about

them. The first case d'o€ not even really require a modification"to the procedure. All that ig
‘needed is a gor!ora% result-copying proccdure which is invoked wwemever the pattern is
- noted. %ho sccond ca e sugges ts some obvious modifications: using éxternal memory or

rehearsing the result. . ‘ . - -

{
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- 2.5.7 Re~ordering ) < b |
:\ - Changmg the/ér er irt avhich operatmns fre perform;ed can reduce both processmg and
memory demandsd It can reduce pro?gﬁ’demands because, scmetrmes, performing an
/{ . action earlier ‘of/:te means et\hat other~actions do npt have to ke performed as often. It can

4 .
- \‘ reduce memery demands becaus e, Qﬁen domg things in a dszerent order can cut the need to _
' " remember mformah/an for tong periods. Neches & Hayes ’(1978) suggesf that the eff:cnent
o “stfategies of me’ntj,ai artthmehc prodigies (cf. Hunter, 1968) can be seen as re- Qrdermgs of

N
* ¢ . . ¢

ordina[&' ca!culéﬂijﬁna! prbée‘dures. ' S . ‘

itis retatnfety easy to think of pafterns which suggest expiarmg re—orderins io reduce
memory load. 1/will present two. Thsr first is qu:le srmp!e ' '

P

before any use of it is made,

, < _ .

. These two paiterns are corfelated, although Smpletely eq‘uiValent They are
correlatcd becéu a.the fonger| a Yesuit has to watt betfore bemg used, the more likely it is to
cohfribuke. tp a crdwdmg condition in workmg memory '

-

\ 41!1&’\?95 are a number of patterns which‘ could be stated for re-ordering fo reduce-
proces éing effort. | will not go into them here, although I'd like to note fcr those with
computer .,c:ence backgrounois that these patterns are essenliglly the same- as the rules

deve!oped fcr use in optimizi comp:!ers (cf. Alien & Cocke, 1972)
7 / ' . »
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3 A Ssmp!a Exampie Ch:!dren,s Adddson Strateg&es

— -

, 4. v

: sechon prerent a fask’ anaiyfts of acqumng facility at adding twc dxgtts tog

ok D,
3 1 Defsmng the mzhal and final proeedm'%

l woutd hke to illustrate the theory’s gpphgahon in a s:mpil fammwam In thts

The first stop in _an ana?ysss of difficulties in dtscovermgeeffechve strategies’ is, not
surprifmgﬁly, to. dotermme what strategves are used. Varﬂms reaction time studies suggest

" that children qtart with. a very s:mp!e cemputatmnai procedure and acquire a more
‘ sophisticated procedure, whtch even adults fai! back on when their mature memory retrieval
) ) strategies fail. - : o . -
. . M . . i - -
o _ ' _ ‘ S ' ‘ x / .
. - foe : : : - o : . -
“  3J.1 Precursor of adult procedures: the MIN method '

-

. Groen & Parkmanf(wf\972) ‘studied golution times on simple addition problems: for both

N _children (average age 6 years, 10 months) and adult college students. The data from 19 of
the 37 chiidren studied were be‘st explained by assuming that they followed a procedure
called the "MIN- modet This procedure getfs its name from the observation that the hme
taken {6 produce an answer depend° only on the yminimum of the twa addends Esseritially, as
Groeh & Parkman state it, adding %, and y by the MIN prcrcedure involves the following steps: «

. 1. Set & cﬂounter,ﬂ “Valué", to the larger of x and y.
N * 2. Set a.counter, "Inerement”, to 0.

3. Increment Value by 1.
w0
4, Increment "Increment"’)y' 1.

5. If "Increment” is less than the smaller of z and y, theh go to step 3.

[§

6. 'Report "Value" as the answer. o J - »

l\. ) . : .

(Another way of staling thw procedure is, Stgrt with the’ Sarger number, and increment
L itthe smaHer number of times.") ' A
3.1.2 Succes ors of the MIN method: mcmory strategios - _ -

) ' Aduit performance, Groen & Parkman found, ccuid be explained in {yp ways. Either:
(a) aduils always foliowcd the MIN procedure, bpt were much faster at carr¥ing out some of
the steps;:or (b) the adulls usually retrieved the answer from memory, but 57 of the time

. - suffered from recd failures and were forced to fall batk on the MIN procedure. The first

-

17 h
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‘ explanation requires that adulls improve over children by an implausibly large factor of 20,
so we will assume for the remainder of this discussion that the latier explanation is correct.
* : . \

. " There s ‘sothe evidence that memory for addition answers develops a!'dif'faereh_-t rates
for certain probtem types. Gfben and F."ar@kmaﬁ found that slopes for tie prqb[qms (1+1, 242,
1‘.‘..,§+9) in their children’s dala differad from thole predicted by the MIN computational
. procedure. Although s!'ower 4han adults, it appeared as if chﬂdren Jhad Qome memory for tie

problem answers. Woods, Resnick, & Groen (1976) found 2 similar efv(ect for tie probtems

o é —--whién _,tudy;ng. ~.me_!e dngut subtraction problems.
.

\ , L
3.1.3 Precursors of the MIN method: j}he SUM procedure
_‘If the end predud is a fas-t memory-retrieval process, is the MIN procedure then the“
" initial prccedure‘i‘ It segms not. Groen & Reshick (1977), studying even younger children
(average age 4 'years, 8 menths), provide ev:dence that the MIN procedure develops from
another prccedure This procedure was dubbed the “SUM MODEL" because time to produce
_.an answer grows woth the sum of the two digits. To add x and: y{/the SU rocedure follows
‘these steps:
1. Count out x "objects"” (e.g., fmgers)

A ]

2. Count out y ob;ectf

3. Count how many ob}ects there are all together. . S .

« _ As can bé seen from the languake used to describe the SUM procedir®, it is an
‘exfremely easy method to communicale. However, since the sum is always greateNthan the
_‘minimum aﬂc{end, this sirategy is far less efficient -- on the avergge, b exira f/paeratfo.n‘s witt
be required (at least 1, and at most 9) " These extra operations correspond to._im? difference

betwen the sum and the minimum cperand

3.2 Cha‘racf.crizing differences petween procedures. '

-

So far, we hgve scen that the development of addition procedures can be separated
T_\~ '!nio the deveiepment of. compufahanat pr&gdures, and the development of memory retrieval
| procedures. There :s some reason to believe that these two developmenis overlap in time.
Since there is little of subtiety to say about the' differences between ‘computational’ and
-_memm'); ret%ie-va! pracesses, I will-focus on differences and _trapsifions between computational

. methods. )
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The model of strategy change which drives this task analysis puts a heavy emphasis on
: short term memory. let’s start the anaiysis, therefore, by asking what sort of traces the
SUM and MIN procedures might leave in working memory. Figure 1 illustratgs the twp .
procedures apphed to the problem 2 + 5. The SUM procedure is shown in Figure la. The teft
- column indicates the values generated for a counting procedure, which is execu?ed three
times in the procedure As can be seen, the counter is incremented first from null to the

value of one addend then from null to the va?ue of the second addend, and finally from null

up’ 1 that point-is represented in an extarnai memory asd the OBject List illustrated in he |

 to the value of the answer. EacCh time a new count is started, the\c;\—t‘hcal information obtained
right hand ceiumn A

Figure 1b, which illustrates the MIN procedure, is naturally Muciw shorter." &ne column
_indicates the sequence of values assigned to the Value counter referred to in 'section 3.1.1,
the other indicates the values assigned to the Increment counter. As Kxbn be_seen; the Value
counter starts’ with the larger addend, and is,\incrgmenfed to the ansWer. The Ircrement
counter starts with nothing, and is incremented up {3\the smaller addend.

R ] - .
3.2.1 Comparison cf,strategiés v ' . ' .

' )
There are four ma;ar dsfferpnces between the SUM and MIN strategzes SUM has an

Ob ject list, representing the- use of an external memory; MIN does not®use external memory.
SUM counts out three spfs of numbets: (a) from 1 to th first number; (b) from 1 to the
feccmd‘ number; and thhn, {¢) from 1 to'the sum.of the two addends. MIN, on the other‘ hand, -
counts out two sets of numbers: (a) from 1 to one of the addends; and, %smuitaneous!y, (b)

- the last part of the sum, that is, from the other addend to the total. Thus, the counting

Operahons performed in the MIL‘J procedure can be seen_as a subset of the couhting

operations performed in the SUM procedyre.

MIN has an eddend select: ‘ru‘le, which calls for distinguishing the two ‘addends as

larger vs. smaller. SUM, has a random preference ruié.

\ 2 ' : . y
Finally, SUM performs its counting serially, finishing each of its three counis_.befc*e

initiéﬁng the next. In the MIN procedure, two counts are %nter!éaved, as the pfecedure
“alternates between incremen't‘ing' the Value count and,the Increment.

*

_ - What this !‘ist of differences amounts fq, is an argument that the MIN procedure ¢an be
'pbféined from the SUM procedure by making/ﬁe following set of changes:

" I. Eliminale the Object List. ' o

19; ,

w
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\

2. Add a procedure for identifying the larger and smaller addends. . . »

3. Eliminate the addend count-up phase for the larger addend.
4. Eliminate the portion of the total count-up phase in which the larger addend is
counted. (So that the count goes from "maz,., total" rather than.from "{,..,maz,
wtotal”.) '

]
: 13

5. Re- arrange the sequence a{ operahcmr so ‘that the remammg graups of achons'
{counting from 1 to the smaller addend and counting from the larger addend to
the sum) are mferieave&} .

r . '
To-see exacﬂy why these :changes are suff:c;ent, it is necessary to have a hghier

: informaho? processing analysis of the two procedures than has been prov:ded so far. ‘,I\t‘

should also be noted that thesp changes are only partmﬂy ordered. That is, the;e is no a
priort. reason to expect them to be made s;multaneous!y, or ‘even In any unique’ order
Seclion 322 i ccncerncd with these two points, It eslablishes the background for the

" analysis of .‘pecmc ‘transitions in section 3.3. L : N

f

&

AHhouLh rt may scem that the SUM and MIN strategies have already been described in .

detail, the fact is thal a number of issues havc been. left unspecified. For example nathmg

has been said about commuhvsty, or the concept of . greater/te ser, even though ‘both are -
~ implied in the defcnphon given for the MIN procedure. Nor have the nature of tests and
~ operations been specsf;ed e.g, how the procedure determineg when to stop countmg (This, I

will be claiming, rgquxres__ﬁ)g_concept of one-to-one correspondance.)

When t_il'xes-e delails are spec‘é.f%ed, and the independence of possible strategy changes Is
taken info account, we will sce {hat wha_t 5ppears. is' not a single SUM method and .a single
MIN method. Rather, what will be found is a space of addition methods, consisting of famdlies

of related strategies. . .Some of {hese strategies belong {0 the SPM family, some to the MIN
famsiy, and ofhcgs fall remewhere in between. Figure 2 represents this space as a network
structure, in which nodes represent different procedures and arrows. represent strategy

transformalions leading from 'one procedure to another, Ihss section will try to formally

specify these procedures, and informally juslify the {ransitions ‘between them. Section &.3

will provide a more formal analysis for some selected transitions,

(- T S Tt — d—_—
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. shown in Frgure 4. As can be seen, it is

. ‘\‘ ) /, f‘, . . \.‘ . ) . o >
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Py . i .
. o ) . ) - '3

e . * . T

Let us start with the SUM stra%egy An informal descrlptmn was gwen m section 3.1.3."
Figure la has rttust%ated the sequence of vé!ues generated " in course of fQHowmg some.
version of the procedure What has nct been spec:f:ed‘ ate: . (a) the rules for selecting whxch
addend to start working thh_‘rfnr st; (b) the rule pecsfymg when to stOp cauntmg, (cy the
mental operahons which implement these ‘rules; and (d)- the mental . representatmn* cf
information which is operated upon. | will starbby de cribing SUMe . ‘a basic version of the
SUM family. A progrém for 'n{ is defined in Figure 3 o - ~ ' }

‘ ’ e T e RN R S
Insert Figure 3 about fiere B . a

. —— T — - ——— - — " - -

SUMe,. has a first- ncxtwed rule for selecting addends, whrch says that the addend of
" first interost is determmed randomly. Its rufes controﬂmg counting of addends represent a
form of one-to-ohe correspondance; for each number menﬂcned an ob}ect is added to the:
external memory: s rules cantrenmg ccun{mg of the fdtal represent "the converse
-one- to -one ccrreﬁpOndance, each. t:me an ab;ect is found the next rumber is tenerated. In
both cases, the procerrer start with an mmal value, and then run unhl intexrupted. When
counting addends, the mterruphon stops the countmg when the count matches thﬁ"tddend
When counting, the total, the interruption occurs when the procedure runs out of 1hmgs to

“count. - The mode of representahon is partly. ayditory, -since humbgrs are spoken o

‘sub- vocali?ed, and parily visual, since the external display of ebjects must be stanned.

\, . . . ¢ .
' Among the key feature} of SUM, %s its reliance on an external memory. Yhe counting

AR

out of both addends ieaves one number in working memory for each object in the. external
memory To count up the tatat it’s sufficient {o count the rnumber of numbers counted out for

hmmateti in favor of rr:_rhance on the
re,‘SUM (for .internal, ando‘m), i
'den&scaf to he UM; eur procedure shown in Figure 3,

the addends. Therefore, external memor

mfermahan in working memory. The refulting prore

with the excephon of changes to steps 4and 12, -

o ity P i «
N , Insert Figure 4 about here vos

The next series of transitions delete redundant counting . operations¢in two stages. One *
stage eliminates the counting of one of the addéndf This produces procedures which count
out the entire tdfsﬂ but only one of the addends Their performance characteristics would

- depend on. both the, sum and the counted addend. Theg addend selection rufe._detérmines

which will be the erilical addend, thus providing variants RANDOM/SUM, MIN/SUM, MAX/SUM,
Figure 5a presenis a program for RANDOM/SUM; it is esséntiat%y identical to Figure 4, with
} ‘ , B - ' ‘ ‘. . . - ‘,&.' "

‘ 8
21



e,r
1} Pick an addend at random; ean it x. .
2) Call the other addend Y.

| 3) Put a1 in uurking memary )

4

o l) Place ln object in t.he sequence held m external memory.
S)Cmpan t.he number 1n working m:{y to X. .

o 6) If the tio. are not. equal put the number's ,mecessor
. tnmrldngmory, and go to st,ep-lt ya

o
o~

A J

-

7 Put. a-1in mrking mory.
¢

(8) Plaee an object. in the sequence held in ext.ernal ;nmory.

. "9) Compare t.he number in working smémory to Y.

10) If the two are not equal, put the nmber's mcessor .
in working momory, and go to step 8. '

11) Put-a zero in working memory. ‘ Y.
12). ‘l"ry to fetch an ohject from external memory.

13) If m objeet: is found, put the: ‘number's mcesaor in
3 working memory, and so to step 12.

3

s

Flouwke

3 SM
& “r

1) Pick an addend at random; eall it X.

L 4

12) Call the other #ddend Y. .

3) Put a 1 in uorking marya

) Ccmpare t.he numper m mrking menory %o x. .

6) If; tm are not éoual, put the number's successor |
?n mrking memory, and’ 80 to step 5. .

)

7) Put a 3 in mrking memcry.
9) CMpare the number in working mcry to Y.

10) If the two are not egqual, put the number's successor
‘' in working memory, and go to step 9

Q

11) Put a zero in working memory..

12) Try'to fetch . 8 count element from i-prking memory

i *

13) It an object is found,
successor in wrking menory,

put the current mnber'
and go to step 12

114} Report the last number in Wrking mevory ss the answer.

-

*ﬂi) Repart. the lm nuiber in mr)dng;m x as thu snswer.

o3

Y

5

0

o7
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the exception of the sleps felating to the addend count,

It
» e e ot e e

t

The second stage eliminates the first pdrtion of the total count, w.hicb_.ccrrespdnd_s to

" the same addend eliminated in the first stage. This change creates procedures which count

- out one addend and then count fr_qm the other addend fo the total, maintaining a 1-1
. correspondance with the count for the first addend. These. pg,ocedures will be se(nsit.ive only
to the first. j[ﬁfend Depending on the ‘selection rule, we wm get RANDOM Mleeq, or

MAX, Frg e 5b specrhes RANDC)Mmcr .

+

seq’

Ho_we\rer, a‘nother'change becq:pes feasible at about The same time as the second %tage

" of deleting unnecessary parts. This other change is to re-order the sequence of \aperations

- s0, that {he: addend count is done during the total count, rather thaa before it. This offers
the advantage of reduced memory- load, since digits m the addend count are used rmmedrate!y

A

lins‘tead of bemg held for later use - &

. The second deletion and the ré—'ordering, are indé‘pendent. ATheoreticaﬂy, they cou‘cj
take place in éither_ordér, so the combinatorics generate a set of related variants, - If the
re%brdering ogcurs after the deletion, then it trgnﬁfqrms the sequential strategy into its
correspoﬁding arallel counting procedure RANDOM, MAX, or MIN, If.the re-ordering is
discovered first, we gel variants of the JSUM procedures. RANDOM/SUM_ ., MIN/SUM
‘and MAX/SUM par
. procedure MIN. Thus, esther path leads to RANDOM, MAX, or MIN.

4 L]

F!gure 6 illustrates the defcrence between sequcntia& and paraf!e! procedures by

par par’

-~

specsfymg MIN and its counterpart, the paraliel procedure MIN (which also hgppens to be

seq
the Hmly Grail of this expedmen) CQmparmg the MINseq procedure of Fxgure 6a with the

RANQOMmq ‘procedure shown in Figure Bb w;tiﬁ;how that they differ only in step 1, the

“addend selection rule. In turn, the MIN procedure of Figure 6b differs only in the
“arrangement of steps. ' z C :

- Bt G At A S T o G T A Sy - g -

- —— . 4= " ¢ = . = ae

K fhf palh has lead to MI; of course,.then the procedure’s development is essentiaily
complete. If not, then the transitions of interest are those which lead o members of the MIN

family. WNote that, in Figure 2, these transitions are all represented as going through the .

RANDOM famrfy of procedures. In this analysis, the MAX tamily branch of the «tree\‘s viewed

22 .
2y

Making the deiehon then leatls 10 procedures RANDOM, MAX, or {he goal

4&“:\,



| A. RANDOM/SUM
1) Pick an .addend at randam;. cfll it X,

, 2) Call the other addend Y.
3) Put. s tin uaridng nawory.
S)COquret.henmber inmrkingmeryt.ox

6) If the two are not equal, put the number's sudcessor
- mmridngmy,arngohosteps.

T)Putalinmridngmy.‘
9)Capmthenmbermwridngmytot.'

) 10),If the two are not equal, put the nusber's successor
¢ in working memory, and go tb step 9.

. : ' ' 117) Find the last. nu‘uber of the first count sequence;
o -make that the current number in working semory.

12) Try to fetch a count element from working semory.

13) If an object is’ i’omd put the currgnt number's
suceessor in \orking msaory, and go to step 12.

£ W) Report the 133t number in working memory as the answer.

'..’,. ' c. . . ) 'BQ ”m

/o L e ‘
) // | 1) Pigi; an addmd at rindéln; 'ca‘ilj it X, )
4 =7 2)call the ottwr sddend Y. . .- |
/v Ty Put a1 in wrking menary. o s

'9) Conpare the mumber in mrking memor'y t.a Y.

10) If .the two are not equal, put the mnber's successor
in wridngmu‘y, and go to step 9.

11°%) Halee X the current nusber in working menory.
| 12) Try to fetch a.comt. element ?}n working metior « F

: "-‘\ " 13) If an object is fouhd, put the current number' :
' AR .successor in working memory, and go to step¥12, %

. 1§) Report the last nusber in working ‘menory aé the answer.

.30
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o - ALMIN
" .17) Pick the LARGER addend; call it X.-
2) Call the other addend Y. -
T Put atin mrking‘mor‘y. |
9) Conpare the number in working memory to Y.

10) If the two are not equal put the number’ s successor
in working memory, and go to step 9. .

1) Make X't.he e\rreht. mmber in working .
12) Try to feteh a count elanent, firom mrking menory.

" 13) If an object is found, put ‘the current number's -
' "~ successor in sorking memory, and go to step 1.

14) .Report the last nimber in working memory as the saswer,

. e~ .
S
.

. g | B MIN | >
,*1') Pick the uassx addend; call 1t X.

2) Call the other addend Y.

i) ﬁnhe L the "ley” nmber in hnrld.ng mmy.
"7)Put a2 1in warlting memory. (Call it t.he "ot.her" ) |
,‘   o *)c:xnpar e lthe other number in working memory to Y.

’ | _13') Put ule key number's successor in working mory

_ B 10) If the other number doemn' t. equal Y, put its suceessor
Y - in working memory, and go to step 9.

14) Report the last number in working memory as the m,.wér.
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as a blind alley (if the reader wilt forgive a mixed metaphor), In the next section, we will see
why this is | . ' '
. e

3.23 .Summaty of resulls - ~ :

At this point, we have compared a si‘mvg!e initial SUM. sirategy to a sophisticgted
““expert” MIN stralegy.. The resbits of this _comgarison'are 'sumrp'arfizcd, in Figure 7. All
Aaddmcm pracedures rely on’ procedures"‘[f;r‘"counting and for maintaining one-to-one

corresmndance between two sets ot symbots However, pmcedures essenttatty differ along

PR

four dimensions: - o . ‘ e

1. Memory representation: whether or not external memory aids are needed.

. w w

2. Addend selection rule: the criteria determining which addend will recejve special’
- handling. ' ' '

3. Sets of objects countecl the number of times a counting process’ is invoked; and
the s tarting and ending pomts of each count : , -

8, Ordering of coltnting opvratmns .whether the counting operations are performed

separately or concurrently. , ( -

lnser{t Figure 7 about hers

e s s e i e e e e e A i

e o ‘ i
‘ The initial - SUM strategy_ uses exiernal memory, counts three set%f objects, and
'performs the counts sequentially {cf.,, Figures la and 3). The goal MIN strategy uses only

jnternal - memory, £ounts two, sels of objects, performs the counts ‘concurrently, and has a
- Eargersaddeﬁd'sefection rute (cf.,_.ngures ib and 6b).
‘ A —————

- Arr analysis of the patternesﬂnherent in traces. of the SUM procedure has lead to a set
of intermegliate alternatives atong each of the four dimensions. Since the four dtmensrons are
almost inc bendent,‘this in turn led to the hypothetical space of related addition- procedures |
shown in ﬂguré 2. For convenience of exposition, 1 have presented the analysis in reverse"
‘order, by presenting the space of procedures before discussing the patterns which caused
me to genetate il. This allows me to present the strategy transformations in terms of groups
of ssmttar transitions, rather than having to consxder each transition separately These groups
are the topic of section 3.3.

v
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3.3 Analyzing SUM-to~MIN transitions | | .
 This section will discuss three sets of transitions: (a) from SUM to the three sequential

proc‘edure.s; (b) from sequential procedures to MINseq; and, (¢) from sequential procedures to

parallel procedures. S B '

-/ | .

. 3.3.1 The elimination of addend counts

*

| Attvhough 'procedures in the SUM family differ in their addend selection ru!e«::, there are - .
only three cases which need to be considered for the entire family. Either. the first addend o
selected is the larpei of the two (call it Max), the smalier of the two (call it Min), or the
addends are equal. Figure 8a illustrates the case where Min precedes Max, Figure 8b the |
case where Maz:.precedes Min. ) |

A — - et et A

N T | S

i In ‘lhe Min-first case: ' (a) fhe addend count goes from 1 to Min; (b) starts at | and | ‘/'
passes through Min“on the way to Max; then, (c) starts at 1 and passes through both Min andg ‘
Eifax_; on the ‘way fo the sum. Inthe Maz-first case, (a) and (b) are reversed. /Since the total

" count “is kept in correspOndaince with the digits generated by the two addond counts, each

L1 .

digit In the {otal count is paired with a digit in 4he.addend count.

The most striking#batiern is that, in all cases: * - /

The first portion of the total count is exactly
identical to the ifems being counted, the digits of
the first addend. . -

"This sort of p'attern, where the input{gf‘ an operation is the same as ils result, was one

of the patterns which section 255 suggested as a trigger for deletion of ‘Unhecessary. parts.

- There are actually three possible outcomes d‘f this pattern.” The most likely would be

to describe the identily as being between the selected addend and the total count. This
S descriplion accounts for all inslances of the patter'n,-and supgests deleting the unnecessary
portioh of the total count, Since this change leaves the-current ‘addend selection rule intart,
the transition would convert SUM‘-J_ info RANDOM/SUM.  Just beio'w, I'lt discuss the paths from
there fo a sequential strategy, but first let’s consider the two less ljkely descriptions of the
pattern. These would lead dircctly to MIN/SUM or MAX/SUM, '

24
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’ s

Assume that a child executing a SUM proce‘ddre had described tha._a#dends in{terms of
relative size (i.e., as Mia and Max). Then, the patterns available for ot:'?xs'ervation divide into”
three sets: Min-first, Max-first, and tie problems. Under a random addend selection rule, and
almost any distribution of problems, the probability is 457 that ﬁf pattém instance Whi;h_ is

First noticed will be Min-first. (The probability is the same for Maz-first.” Tie problems =~

constitule the remaining 107.) Thus, thére is some small probability of describing the pattern

~as indicating that; it is unnecessary to perform the portion of the total count corresponding to
Mindor Mazx). This is quite different from focussing on- the first digit. These descriptions

suggest modifying the addend selection rule, in addition to deleting some counting Operations.'

" Depending on whether Min or' Max was deleted, the result would be fo transform SUM“. into

MAX/SUM or MIN/SUM,: respechvely (The reversal comes because the resultmg procedure is
sensilive to the. remaxnmg addend rather than the/deteted addend)

There are also severa!pther patterns which, although even less likely, would support a
direct transition to MIN/SUM or MAX/SUM These mvmve comparing the fecond addend count
w:th the total caunt Although the second addend count occurs after the hrst it is further
away, in memory from the tolal count, This is because the chgzts of the first addend count are
being brought forward for pairing with digits in the {otal count. These patterns, although
more distanl, are of the same form as the precedmg ones: o

For Minirst problems, the total count will be
identical with the recond addend all theaway B -
through Max.

Similarly, .
Faor Max-first‘ prt_)b!er-ﬂs, they will be identicat - : o : .
up to Min.

Thus, the two patlerns are Athé‘r'nirrc_)r images of the primary 'patferns'. The distance
between clements ih them is the factor which ma.kelsithem secondary. ‘Rat'he‘r than invoiving
an identity between conliguous elements,~these }aatferns involve an identity between items
separated by a distance proportional to the size of the addend. Once again, these pattérns
suggest a deletion of part of the tofal count. If the addends are representéd as Min and Max,
in addition to first and second, then the pattern also susgests a.swilch in addend selectinn
rule which leads to MIN/SUM or MAX/SUM.,

- ———— . — S T - - -
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25



. ¥
, -
|
- - .
-‘ . \,,.
. R .
1
: . . J
- - v -
) . “ . - .
.. N ’ £ « L e - b , .
N - - i - a ! : A ‘ -
v . N ) o y . . L ¥ .- X
. -' * - Kl i
. ¢ m& ’ .— .
. : . ' L] ) L
. N . X . R M " — +
: ’ v
. - ) . . M v ) - . \u -
. : o : ) B o~ - . -
. . . . ' . o 1 . - )
. " . . - . . ‘ . -
. -. L] ’» & & @ A . « & ® e » o @« . -
” - T N : £ ° c” . . ;
' o g — E , :
. - ' : . .
’
o »
. - .
. -'l..l.ll"‘.lnn.lf.lnl.l‘l'.l'l.'.lfll...l-‘l"_“-‘- .
. - - -
., . B . . \
_ ’ . . s
o £ '
P . . ] t.
. - .
¢ . ¢ o " 2
gy 1—
L1
1
, & - g »
- - * \
-~ - «. & & e « & » . » @& w
o ’ v [
& | . | . |
- L S T . : . ‘ - aar
. “ . . - - : 4 - v .
o ’ ) B ) ) ' , '
BT e r R L L L L L Rl ol ol
> , . .
. o - . -
. . - . A e
k . ) . .
A\l . . -
: “ . % . . . } .
.
* »
. r « 3
B ’ - Jf. -
1 -
N4
. 3 % .ﬁ B
’ o=
. . ) . B ‘-
A M Ev,m -
: . w . k2



e

.

.. transition secms relatively smail.  The diff_icu? might ke even smaller if a fransition to a
4

- .

| parallel procedure (cf. sectian 3.3.3) has alrea

‘Pt
* : ' T

~
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Figure 9a shows the sequence of operations invoived in the MIN/SUM procedure; -
- Figure 9b shows MAX/SUM. RANDOM/SUM will alternate between behaving like MIN/SUM or -

MAX/SUM. There is one general patiern present in aii./SUM procedures which suggests a
transition to the corresponding sequential strategy: '

The portion of the total count corresponding to the .

second addend count is used only to generate the

addend itself, aithough that addend is already .
known (since il is given in the problem). T g .

This is a patlern associated with saving of partial results (s‘ection 2.5.6), which

_ suggests repfacing that” parhon of the total count with the addend given in the probiem

(which is.the end result of thal portion), This change, since it _does not consider addend
setection rules, ‘moves whichever [SUM strategy is m use over to the ‘corresponding

sequentjal str aiegy

As will be seen below, the onfy competition faced by this patiern comes from patterns
which suggesf other useful’ changes., The procedures produced by making those other
changes generate patterns equivaient to this one. Thus, the ditficotty of making | this
<

been made.

L

-

3.3.2 Devempmg the correct addend selachon rule

In order to.hdve the most efhcnent procedure, MIN it is necessary to have an addend
setechen rule which focutes on the farger ad_dend When the addend count for the Mazx drglt

is deleted, and the total count is starled from Maz, t_hen all s hi which can be ehmfnated will

have been,

This section will consider fransitions which lead from members of the RANE:DOM and MAX
families'intb,member’s of the MIN family. (Remember the}t these first two families ha\}e addewd
selection rules which attend to the first-noticed addend, or the smaller addemd, respectively.)
As thure 2 illustrates, there are many points al which the transition to %*Iarger addend
se!ectmn rule can be made. This section will consider first the transitions frcm a first- not?ced
rule io a larger- addond rule (i.e., RANDOM family to MIN family), then transmons frgm a
smaller-addend rule to a larger addend rule (re MAX family ta MIN family). ’ ' "v‘;‘

T . .
The paftemf which suggest modifying the first- ncg‘sced adden&se{e;hon ru&e anst

because procedures in the RANDOM family sometimes behavg Emax the correspondmg MAX ~
family member and sometimes behave like the correspondmg MIN family member. This, of .

26
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course, is because the first-noticed addend has an equal likelihood of being the larger or
smaller of the two. As a resylt, it is possible to compare sequences generated when'solving

equivalent problems at different times.
- we consider the sequences of aclions generated by RANDOM/SUM, we see t‘hat:, v

The two sequences of operations shownin Figure 2
. praduce the same answenrs, but one involves less
efforl.” (The effort difference is proportional to
- the difference between the add nds.}

The equances generated by RANDOM/SUM {see section 3.3.3), although differing i'n o

. the order in which Operahons are performed a!sd have the fame properties as described in

this pattern In RANDOM and the pure RANDOM procedure,the same type of pattern also
appear«* Howmter, becau e an addshona! set of counting operations has been deleted, the

Bffort d:tference is more sngmhcant tt is now proporj:onal to twice the difference between .

| Mc:x: and Min.

The patlern is one associated with reduction to a'ru!e“(section 25'2) it sugge-sts
fooking for a corretate of the effort dxfference, and- using that correlate to pick the method
for solving the problem. Thus, the pattern is useless unless the addends are descnbed in
terms of greater and %e”er, otherwise nothing can be foynd which correlates with the effort
difference If this description is available, however, the change suggested by the- pattern is a

new addend selection rule which marks the larger addend for deiehon This ru!e of course,

con_vert a RANDOM famdy membgr tc the ceyrespondmg MIN famdy membBer. .

/, . . .
Note  that, although.this is a hfghty critical transition in reaching the gaai MIN

prccec}ure‘ it is also a highly d;ffscuit transition. This pattern compares action sgquences
acrpss different problems, rather than within. problems Nohcmg the patiern requires that
equivalent probliems appear rearonabiy ctose ta gach other. If problems are selected at
random, the probabsmy of this happening is reiahveiy low. For any ‘given problem, the
. chance of the equtveﬂent probkem occuring within the next five pr.oblems is less than 0.0b.

On first inspeclion™# would seem that this analysis suggests that it would be useful to

give students pairs of equivalent problems. There are, however, some difficulties in such a
simple approach. If a sequence of * prob! ems is given where e‘qdivalent problems. are
deliberalely placed close together, then competition is created from another sirategy change:
simply copying the result of the first problem, without domg any computatnon whatscever on
the second problem. This competing stralegy is much !ess generaf since it is only of use

when a problem is equivalent to a recently preceding one. Neverthe?ess, it would preclude

&
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| the companson of effort differences necessary to swctch to a MIN strategy.
. : v

. The !ransition from RANDOM family membership to MIN family membership is
' particularly. smpartant bocame the total task analysis suggests that most of the paths to MIN
_g,o fthrough ..ome RANDOM procedure. MAX family mefbers lack patterns directly sugges tmg
transition to MIN. By looking at the porhons represenhng MAX -{®mily procedures in thures

&b and 9b we can see a cet ef palterns appearmg in the assorted MAX variants:

" If the Maz addend is still counted out, then
its count will match with the total count.

This pattern is of the game form as pallerns mentioned earlier. However, it only |
. apphes to aclion sequences generated by deleting the count of the Min addend (eg, in
MAX/SUM) "The exact fcrm of one of these sequences depends on which procedure variant is
being considered. (Act;xaﬂy, there is a Bel of related patterns. Since their implications are
. . the same, though, it's convenient to genéra!i'z.e and talk.as if there was a single pattern.)

L

'3 - . Unlike other hatterhs of its form, it c-annot direct!y‘ suggest a change. This is because .
deletion of the Min addend count has removed information necessary to constructing a -
strategy where ,thc- Max addend count is deleted. Thus, thxs pattern can suggest that
‘ MAX)SUM is unsatisfactary, but not exaclly how to modify it. A procedure with sufficient -
information to cnable construction of the MIN/SUM strategy can only be reached by returning
from MAX/SUM back to RANDOM/SUM. In addition, it should be noled that this is a difficult
patiern to detect, since (as Figure 9b illus traies)"tﬁé porhon of the {otal count between Min

i

;1 o and Max will not be paired with the critical numbers in the addend count.
/ °

A}

3.3.3 The switch to paraﬂiei counling e
) To be taximally éfficicnt the addition procedure needs tor count digits concurrently,
rather than couniing out cach sel completely before. gamg on {o the next... Concurrent
counting drastically reduces both the number of items which must be kept in working
niemcry, and the lengih of time for which they are‘needed. This is beéaUSe infqrmation js
used as soon as it s produced in the parattéi pro_gedures, but has to wait for some time

' ‘before.being used in the 'equenﬁal procedures. To see this, consider the differencedaetween

_ MIN and its sequential variant MiNg, (cf. F'xgure 10). If we coins ider the points of peak
\ memory lofad in the two procedures, !arge differences appear

- 0 e G G5 e W (-

- \—\ In.,ert Figure 10 abou! here
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and the peak memory load are both proportional to the sum of the addends. In MIN

. v . E i o ‘ . &
. \_‘ N by .
Sirategy Improvement , - . ' Neches’

. -
<«

e In "MINscq, the peak comes when the addend has been counted out,\ but the

corfejondmg totap coynt has not started. At that point, '+ Min items are requxre-d (a) the
Mazx_addend, which is necded to inilialize the total couﬁt (b) the Min addend, which is needed

’( test for comp!etson of the addend count; and, fmaHy, (c) ilems representmg each digit in’

the addend' count Wh!ch a?’e needed for managing the 4gtal count. ' /
With cc’ncurrent sfrawgie such as MIN there is no such peak. At -all poi in time,
only a small, constant, number of-ltenxg are required: (a) the addend value used to stop
counting; (b) the current value of the total count; and (c)dh rent value of the addend
count, . N e T -

Section 2.5.7suggested two patterns as ssociated with re-ordering transformations, It is

useful to look for cases where many. op'eraﬁons intervene -between producmg some

g infarméﬁcﬁfem and using it. It is also useful to look at fases where the demand on working

memory is high. Bolh of these pallerns app!y to the, seguential ..trategle.. In justifying the -
vaiue of making this change to MIN eq' ‘we saw that generatmg all. addend _digits before

- ceunty\g any of ‘them clullered working memory, and led to a deldy be!ween generaﬁon and

utihzahen proportionai to the size of the addend. ot

< . o ' : »

Itis interesﬁng to note that the need for a re-ordering fessens a%-the procedure
becomes more sophisticated. In, say; the SUM procedures, the generation/ufitization distance
‘ A seq both
factqrs were proportional not to the sum, bt only o the Min addend. '

-



properlies of the problems,

can suggest a different way to modify that sequen_ce{-‘ | v
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.4 Closing nates
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*

/
This paper has tricd to take apart the task of simple addition and then put & batk
togethor again. lt,is always somewhat frightening to discover how, complicated "simple” tasks

- really “are. In this ana!yqss, things havg, become quite complicated mdeegi What has been

gained from the exercis e? ’

First of all, an untierstandmg of the comptextty of such & Ta/sk/is useful initself. It

- really should not be that surprising that thcre are comp!o?( features in the addition task. This
"is a skill which takef quite some time for ch»ldren {o master Since we all believe that our
' chsldren are terrcbiy bnght we spoutd hogp—that there is” a good r‘e”asot\ why it takes so long.

This task analysis has'sugge ted several rea*ans 1 have st out by identifying an °

* ,
: efhcsen! trategy and a simple, easily teachabfe, novice strat gy - When we consider the.

differencev between thesé procedures; we see thal a number ‘of mdependeﬂt discoveries

f be ‘made. When we consrder what is involved in making those dcscover:es, we see that
moving dsrecﬂ‘y to the export strategy is possible buf® unlikeiy The msﬁcr alternatives each
present difficu!ties One set of .,trategies represent a dead end: the Emprévements which are

\ possible in that set turn out to~eliminate information which is cricial to dis scovering the best
” strategy. Fortunately,. there is information  still available which indicates that a better
-strategy is possible. '

The other major altgrnative set of strategie?‘ contains information which is essential to
ong of the hey'discoveries leading to an expert strategy. This information has to do with
differences in effort” nn equivalent prablems. The analysss showed that this information might

be d!fficuﬂ to acquzre naturally, since the apprcpriate circums tangﬁs can be expected to oceur '

ly rarely under random conditions. The anaiysss also warned of difficulties in trying to
arrange an appropriale segyence of prachce probiems Trymg to make the: pronemes of
equivalent problems salient by assigning thom $ pairs, for example, creates a pattern which
sugge‘sts another shortcyt. That shorteut, it turns ouﬁ can preclude noticmg of the cnhcai

-~

-

The emphasis of ‘th’e analysis has been on palierns. This has been useful in analyzing -

addition, because it has led to suggestions—aboul a set of related (but still very .differen‘t)‘

procedures {or doing the task. This sel has appeared as a resull of the simple obseryation

that any complex sequence of actions contains a number of different patterns. Each pattern

" One éf the great bugaboos of psycholegy is {htxurrent emphasis on aggregate& data

and group models, In instruction, a critical concern is (or should be) .w"ith the sources of

- variation in indiividual performance. The approach fo task analysis 1 have tried o presént

\ o ~
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here ts oriented to address ing that concern. Rather than suggesﬁgﬁhat there is a sihgle
iearnmg path, whsch ali students follow at varying rates, this analysis suggesi*‘ that we can
~ identify many deffqr‘ént paths. Some paths may be better than others, but each presents its .
own unique d‘smcuﬂics. .'To.cptimany gear instruction to a student, it is important to be able
~to assess his or her individual probiems. |
Analyses such as | have presented which help ta identiYy the set of possrb!e strategies
and !he difficulties er}iatied in developing expcrhse with them, are a step in this durec‘son
\
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