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was one of the most suc:cessful Sp and invited guests

* cance. This. pub].:shed record of the’ prﬁceedmg& will,. we hope, carry

thé words and w15&ﬂm of the participants to AR éven greater audience.
./ 'To Edward E, Quretﬂn Chairman of theg}'&ﬁéi Conference, goes full
eredit fm‘a‘]cb we]l done-in spite of an arﬂun pmfessmnal schedule.
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'I'haf 1354 Ihvitaﬁunal Gmﬁ enea on 'Ieshng“t’mble&s sponsm-ed

L_.by ‘Educitional Testing . Service, 'was held in ‘New -York City at'the ' :

Emsgvelt Hotel a5 in past years, on October,30. Thlg valume pmv:des T
ent: r;lru&,apapersanﬂdxscussiuns, o o ;

Gopfe » am, it was: Deaéssary to &y to.

', ss, In recent years the at- -

convenfion, proportions.: More than 10007
| almast: alf. qf ‘those invited are usually.
i) ien, was totry, to preserve: samethmg of -
» ) invimﬁanal cun,ference and at'the same time -
vy ' H range N program which would: appeal to, some 5()0 odd Peaple
- &:versa interests and bac¢kgrounds.. -}
: At the' technieal lével, qeasmement theoty is m‘nde:gnmg rapid re: -
nﬂtms under the i impact.of icommunication, theory, inforniation theory,
‘ tistical ﬂemsu:m eaﬂr,'latent structure analysis, factor analysis, and.
.o sllsle theory, to name only | ?' few. These them‘ﬁ are all highly ‘mathe-.
" matical, and the branches o mathematics. which they use a:e\rmt well -
-, known to,most workers i 1!1 educational and psychological measurement.
In the broader field of éva {Zﬂﬂ, moreover, clinical psychologists arid

+ . social psyeholuglsts velpping new methods ‘of assessing such- .~ %
- things as creative t lents, nna}x traits, the dimensions of group -
‘interaction, the nature and quality of eadershl in various settings, an ‘
.. 'the processes of human juagment These methods are in many cases
. quite different from those' employed in assessing cognitive aptitudes
. and school achievement. It was felt that the new %xeanes and methods «
» should be Brought to the attention of measurement workers despite.the -
- 1 rather considerable obstacles to-effective- communication. The second - - -
prDblem was to try to reduce these obstacles as much as posmble, and & *®
o find speakers who could present some of the new theories and meﬂi— -
st in terms which measurement workers could understand. A
We were fortunate in securing as our luncheon speaker Dr. Damel
Starch, whose address, “. . . And Have Not Wisdom,” recalled forcibly
the need to teach students how to make ath,lc-é’l valua judgments, and
. the need to develop meﬂmds for rneasurmg the attainment of 'this vital. -~ '3
- educational objective. :
The rest of t{’n Srogram mnsxste af a first morning session on some’
applications of information: theory "to .testin problems, two_parallel
sessions later gn the mormngl one on reeent dvances in psychometric .
+  methods and one on the evaluation of ¢ “interaction, and an after-
noon session on new deveélopments in e education of abler students
.. «We hope that this pmgram achleved the balances implied by its objee
tives,
. The Chairman wglmmes ‘this opportunity tu‘express ‘his sincefe
. appreciation to all the speakers for tll;‘err contributions, to ducational,_ -
Testing Service for sponsoring the Conference, to *Jack K .- Rimalgver ™\
for his unfailing’ support, assistance, and counsel,-and to Mrs. Cath-
“erine G, Sharp for iar assistance in making such Eﬁzellent local ar-
rangements. # .
' -_ " Epwasp E. CURETON, C‘hainmzn - T
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MultJPle Asagnments Qf Persons t() Jobs?

5

PR PAULS DWYER

L

% : 3
1 Introductlon I want to talk 0 you.about a pmblem wl‘ﬁ arises
~ when men are to be,assigned to jobs in the most efficient manner. In
the tine, at-my disposal I can give you cmly a brief outline of the nature
of the problem, of the general methods pmpnsed for its solution, and
of my recent work on the solution of the problem with the use of trans-
* formations. ‘However, I am giving yau’?upplementary material which

you may examine latér in"more detail if you'desire to 6btain a more -

comprehensive View of the Ernblem"’and the ,met%qcls of solution:

.- d %IJE : P - _7,7‘ g
2, The Nature of the Problem™A simple illustration may serve. th give
you ‘some idea- of the nature of the problem. A’ corpcratmn hires 4
college graduates to fill 4 vacancies without detgrmining ‘'which indi-
- vidual is to be P!aced on which job. These graduates, though they have

differing abilities as mdu:ated by their® records, are all.hired for the.
same:salary. The pmb,lem of the corporation is then to plage these 4

e

men on the 4 jobs in such a way that the ;:nrparatmn -will obtain maxx-' v

" yhum value from their services.

The corporation may do this by Estlmatmg the worth to the corpora-
tion in thousands of dollars per year of each individual if he were to be
. placed in each one of the 4 jobs. Such a set of estimates is shown in

~ TableI The entries in the table show the values, denoted by ¢,;,'which
indicate the estimated contribution to the total effort (in units of
$1000) which iridividual i will make if he is placed on job j. Thus,
" individual 1 is most valugble on job 1 but so is individual 2 and indi-
vidual 4. The problem is to.place all 4 individuals on all 4 jobs in such
a way thagthe sum of the assigned c, values is as large as possible,

Now since each individual can fill one and but one ]Gb and since
each job must be “flked by some one individual, it follows that any

_assignment of the 4 individuals to the 4 jobs must involve one aﬂq,«ﬁilt'

one selecuog from each row and from each column. Hence the prnblem

Z This research was sup%ted in part by the United States Air Force under Con-
tract No. -AF18(800) monitored by Director, Detachment 4 (Crew Re-
search Laboratory), Air Force Personnel and Trammg Research Center, Randolph
Air Force Base, Rsndalph Field, Texas. Permission is granted for reproduction,
translation, pubiicmitm use and ciispasal in “whole and in part by or for the United
States vaemment . v

S | o 1.
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. becomes one of making selections of ci; values, one from each row
and one from each column, so that the sum is as large as possible.

A more general statement of the problem results from thedisplay

+of Table II where the c,, values of N jobs-and N individuals are indt-

"\ cated..The problem is to select N’ values of ¢iy 5o that the sum of the

¥

?f—-ﬂ;rvﬂusﬁa—salaemd—fg—aéluga;as,_pussibleiﬁsg_refgrengés’ A
* .3, Alternate Forms éf fbe Problems: The form of Table I and Table 11

~ is that of a square array.of c,; values featuring N rows and N columns.

As a result of grouping the number of columns may be reduted, in

greater than width, For example the problem. of Table I may be so:
reduced since the values of c,; in' column 3 are jdentical'with the ¢y

- values of column 4. In

difference between job 3 and job 4 so that thé two jobs may be gmixped L
"7, ‘together in a common job categ,lf we denote the pumber 4f such,

categories by m, and the qum of jobs in job category j by q;, we

have m =3, qi=qs =1, gs =2 for the problem of Table I The |

values q;, which indicate the numbers of individuals to be assigned
. to the respective job categories, are called quotas. This form of the
_problem which features these job categories and quotas is sometimes
" known as the quota form. e
The quota form of the problem of Table I is shown in Table ILI.
Table Iv. N | :
* Rows may also be grouped to form personnel categories when the ¢y,
values in different rows are identical or approximately so. When per--
- sonnel categories and job categories are both used, we have a two-way
grouped distribution which takes on the fori sometimes called the fre-
quency form, Thé number of personnel categories is taken as n, and
the frequency in personnel category i is indicated by fi. eﬁf course the
_sum of the f; values equals the sum of the q, values which is N This
"frequency form of the problem is illustrated in Table V.
" The form of TableI and Table II, since it features the nongrouped
 values for both individualgand jobs, is sometimes called the itd

form. v . e ]

-

]

4. Equivalent Problems. This problem is essentially the equivalent of

problems in other fields. For example the Hitchcock transportation
problem is the mathematical equivalent of the personnel classificatign
problem though it%

and column so as

. 11

some probléms, so that the array takes on rectangular form with height

so far as the solution is- concerned, there is o .

dfvidual

td, mipimize, rather than maximize, the sum. There -

2

The quota formr of the general problem of Table II is shewn in °

alls for the selection of the ¢y values from eachrow
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S .
. -is no time here for a djseuﬁitm of these eguivalant pmblems but rafer-
.. ences B are pmvided for those who are intereated ,

e

: -45 Mgthods of Solutitm Prewuusly Used ‘Many metbnds hava L-;eeﬂ L

- miethods- 1. shoult eall.vyt)%tteghng to tha method p‘f all Enssibltg
‘ assignmant; the simplex niethod, and’ the- method of oghmﬂl regions.
. .in the method of.all possible assignments, every ’ possible ‘alternative
o assi@ment is made. Now there are'N! alternitive assignments though -
> some of the assignment sums may be egual. Thus with N =4 in
 Table 1, the computation of the 41 = 24 potsible sums shows us the -

_ pmposgd for ﬂm saluﬁﬂn of thls pmblem Mcnc:g:aphi glﬂﬂg sunrey;_ -

maximum sum of $23,000. But the m&thgd of all possible assignments is-

impractical for larger values of N since NI increaseg very rapidly.

The simplex method was designed for more general problems in’ - e

linéar- ‘programming and game theory. Dantzig and Votaw have ap- -
plied it to this problem (seé D), It is my thesis that the machinery of
the simplex method is unnecessarily complex for this  problem and that
simpler methods, described below, are preferable.
The method of optimal regions i3 very useful in solving the classifiea-
. tien problem especially when the number of job categories is small
(see E). But the method I wish to discuss with you today-is the method
‘of transformations by wl
toa néw ﬂn'éy from which the salutmn can be ubtamed by the selechan \

o . 3

6. Meﬂm& of Transformations. A salutiog of ‘the problem, ‘and there
‘may be more than ohe, consists in the assignment of each individual i
to some job j so that the sum of the c,; valuef is to he maximized, This

kich the array of c;;.values can be transformed

. maximum sum is not the solution, thi:iugh it can be calculated once the .

solution is known. A solution consists in the assignments, i.e., the pairs
of values of i and j. Thus in Table I a solution consists in the assignment
of man 1 tp job 1, man 2 to'job 3, man 3 to job 4, and p 1an 4 to job 2.
If we indicate the job assigned to individual i by )i ahd consider the
men in the order 1, 2, 3, 4 we can write this solution compactly by
Ji=134, 2 Thesalutzunsum§6+6+5+6 = 23 units but this
- is not the solution. The solution is simply the set of elements (1, J.).

I can now state an important relation which sefyes as the basis of the .,
method of transformations. Any é¢onstant ‘may be "subtracted froh.
every element in any row or column without changing the sohition.
The solution sum is decreased by the amount subtracted but the soli-
tion' is not changed. Hence we may subtract simultaneously constants

¥ . : .




O

ERIC

Aruitoxt provided by Eic:

¢ frgm every row i and constants ¢, from every row j without changing
the sélutlcm The purpose of the method of transformations is to ‘make

.use of suécessive subtractions from rows and colimns until an array
results from which the Sﬂlutmn is unmedlately abt‘.:unable Spgc;ﬁc
_* diréctigns follow. i
" The first step in the solution of a maximization prgbglem is the sub-
. traction of the largest, element in each rotv from each clement in that
: row. The results of ‘these subtractions ¢;;‘?’, are either 0 or negative."
- The process. is illustrated'in Table VI where the maximum values for
the rows of Table I are shown at the right of the first array and the
values of ¢;;? in the second array. Now the ¢,,'*’ array, since it con-
+ tains only non-positive terms;” cannpt have. a solution with a sum
greater than zero. We cannot locate a solution with sum.0 as Icmg as’
wny column has all non-zero tevms. So we subtract the largest element”
in each caldmn as md;cated at the hottom of the array. The i’ESultlﬂg
ci;™ array. has at léast ong zero in each row and each colurni, See the
third afray of Table VI. Sometimes a solution can be obtained from
this array by using only 0 elements. This is not possible in Table VL
An additional transformation is in order.

Before indicating the nature of this transformation, we note that the E

second ‘and third arrays of Table VI feature negative signs. These

c:auld be ehmmated xf in the Erst army, the ElEmEntS were subh‘acted L

Df the smallé;t Elemeut in Em;h E{)lllmﬂ uf thE‘ sEcnnd arr:ly' 19‘. mdl-
VII The positive ElElﬂEllt\ gf the q&;und :md third Df thes& ,armys are -
identical, aside from sign, with those of Table VL.

We are unable to find a solution using the 0 elements of the third
array of Table VII since the 0 terms in columns 2, 3, 4 are all in row 3.
However if we subtract — 1 from this row, we can then also subtract
1 (the smallest non-zero value in columns 2, 3 and 4) from each ele-
ment of columns 2, 3 and 4 to fann the c,J“’ array. The net sum of the
subtracted values is | + 1 + 1 — 1 = 2 which is placed in the lower
right corner. In general any such transfaﬁnatii:m in which the sum
of the subtracted constants is positive and which does not result in
negatwe terms, may constitute the next step of the solution.

In this problem the solution can be obtained from the 0 terms of the
¢, array. The 0 terms indicating the solution are marked with aster-

- isks in the ¢;;'¥" array. The corresponding terms in the c,; array are also
marked with asterisks. The sum of these terms is the solution sum,

.. 23 units. This may be checked by subtracting from 26, the lower right
entry in the first array, the sum of the lower right entries in the two
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Df th;s type may be ne::essaryg But.we can prove that it is E_;lways,. pos—
~ sible to make transformations of this type so that the solution may be

based eventually on 0.elements. These transforgpations are fairly easily

discovered in practice since they are based O?Pafﬁns of zeros.
The method is applied to a problem in the frequency form, previ-

ously used by Votaw to illustrate the simplex method, in Table VIIL.

. The ¢;;'® array results from the subtraction from the maximum row

values followed by the subtraction of the minimum column values.
But, considéring frequencies, there are not enough 0 terms in row 2
and row 3 of the third array to satisfy the frequencies. However, the
subtraction of 1 from row 2 and row 3, with the subtraction of — 1

from’ cﬂlumn 3 and cnlumn 4 (and a net sum (;lf 30 +35—25 528 =

tlons lmmedmtely endent from this drrf’ly is mdlcati—‘d by supersr:npts

A final illustration (Table IX) uses a modification of Brogden's
quota form problem with 100 men and 4 job categories. The solution
follows the steps outlined above. Subtractions are made from the ¢;;'"!
50 as to meet the quotas for column'3 and corresponding subtractions
are made from the rows so as to keep one 0 term in each row. A
corrgspondmg treatment of the first column of the ¢, matrix leads
to the ¢;,® matrix with enough 0 terms to reveal the solution indi-

cated in the column headed Ji.. )

The solution sum 708 units can be obtained by, adding the c,y; values

. of the first array ‘indicated by the solution. It can be checked by form-

ing 723 — (6 + 9).

7. Concluding Remarks. The method" of transformations just de-
scribed gives a solution to the classification problem which is as simple
as one can expect. It can be programmed for machines but, except
for the most complex problems, hand methods are quite satisfactory.

We now appear to have a and solution for problems with true c;;
values. When true c;; valuesjare unavailable, as they commonly are,
questions arise as to the estimation of the values, as to the validity and
sampling errors of the estimates, as to the resulting effect on the for-
mulation of the problem, etc. The study of this general area, involving
possible alternative procedures using the information available, is very
important.

A narrower, fmd more immediate practical problem also eommonly
/ can we, with our present knowledge and informa-
ugeful estimates of the c¢,; to which we can apply
the avallable teehmc?zs? (See F.) We mlght use standard scores

w

J
W
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of vanables cnrrelated with success on thg job, as in the Brogden
lllustrabnn but, as the vocational counselor knows, such single predic-
tors are not commonly immediately observable. And even combina-
tions of observable predictors, such as those obtained by regression?
are not enough for this problem, even if valid, since they must be
transformed to estimates of the contribution to the common effort.
Some sort of a weight must be given to each particular job since a
. measure of the importance of the job, as well as the proficiency of
the individual on the job, is needed for estimating the contribution of
the individual to the common effort. How are we to determine these
job weights? Aside from the matter of the validity of the predictors
we are forced, for the most part, to rely on the estimates of experts or
to use hypothetical weights. In conclusion; I would like to pose this
question for future research: How can we use available information
in obtaining practical objective measures of those job weights whose
determination ‘is prerequisite to any useful solution of the personnel
classification problem?

i Table I: A Simple Problem

¢ in $1000 units
NIt 2 | 3 4
1 6 3 4 4
2 7 4 6 6
3 3 4 5 5
4 8 6 4 4

— r
! Cij N
— - - = —
N1 2 3 4 N
1
1 i C1z C1y L (31! L CiN
2 Czn Cz €z . C2j - C1N
3 7 Cn C3z * Ci . Cyj PR Cin
i Cih Ciz Ciz” Qi L Cin
N CH1 Crz CHa ces CN} . CNN
L _ R _ _




Table II: Quota for Problem of Table I

¢iy in $1000 units

. i 1 o1 2
i : N
1 6 3 4
2 7 4 6
3 . 3 4 5°
4 8 6 4

Table IV: Quota Form for General Problem

3

7 ; e - .
N q;: q: qsz qQ me

1 Cu iz [UER - . €y v Cim
2 Cn C | Cp; ce Czj - cee  Coim
3 Ca Caz Caz . ' C3j - Cim

i Cip - Ciz Ci3 . Ci; e s Cim

N N1 Nz N3 o CNj e CNum

Table V: Frequency Form for General Problem

Cij

f; Cn1 Ciz ‘o3 cee €1j fas Cim
fg . O Caa Cz3 . Czj e Cm
f; Ca1 Caz C31 - Caj . " Cim

f; e | Ciz Ci3 .- Cij ce s Cim

fﬂ Eﬂl Cnz Caz R an e Com




g Fable; VI: Sgeéessive Transformations for Problem of Table I
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New Light on Test Stratng'fI‘dﬂi ”
- Decision Theory” *f‘

. LEE J, CRONBACH

" In every practical use of tests, our aim is to make decisions. This
. is obvious in personnel selection and in Dr. Dwyer’s assignment prob-
lem, but it is also true of testing in the classroom and in the clinic. The
teacher uses tests because he has to make decisions about appropriaté
* instructional iethods. The clinician uses tests as an -aid' in deciding
on therapeutic tactics. Sometimes, as in vocational guidance, the de- -
cisions are made not by the tester but by the person tested. Test theory
should. indicate how to reach the best possible decision in any of these .
g —-situationS—— - - - - - _ ' : ,

We use the word strategy to refer to the process by which an in-
dividual arrives at a decision. A strategy may be very simple: “I shall
examine«the applicant’s grade average, and if it is B or better I shall.
accept him.” The strategy may-instead be complex, stating what tests
if any will be given, what decision will be made for any particular
pattern of results, and what further steps will be taken to decide on
borderline cases. Choosing among alternative strategies is the essen-
tial problem of test theory. . ' : f

There are two questions in choosing a strategy. First, with any given
procedure for gathering information, what is the best procedure for

mmslating this information into final decisions? Dr, Dwyer has just
shown us the solution for one problem of that type. The second, but
. logically prior, questimis: Among several alternative procedures for
gathering information, which is most profitable?

- In order to compare, two strategies, we have to determine how
much benefit we gain from either one. Most of the problems of de-
cisjon theory therefore reduce to determining just how much benefit
is gained from a particular decision-making procedure.

Since this morning’s program is intended to deal primarily with
insights from some of these newer points of view, I shall not ‘dwell
on the mathematics of decision problems. There is available a large
amount of relevant theory it the work of economists on utility, in the

-

. theory of games, and in the statistical decision theory ¢f Abraham -
~ % Based on work conducted under Contract N6ori-07146 with the Office of

- -r- Naval Research. .
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Wﬂld E‘miﬂﬂ Pfﬂb]emS can be at‘taeked in many ways, but we

... have confined ourselves to strategies which maximize expected utility.

- This is reas@nable fmly if we are dealmg with a stable ‘and fsmﬂia:
situation.. !
 The.decision model reqmres us to spec-lfy three aspects of any

_decision. One is the pmposed strategy or decision rule. For example,

=il the: mtegy might: beto: give two tests, combine scores by a regres-
sion formula, and’ accépt everyone above a given cutoff. Second, we
consider- the adequacy of the information to be used The usual con-
tingency matrix or scatter diagram relating test. scores and criterion -
scores deals Vwith'this Quesﬁon Dr McGile wm'k wjtli mformatl'on
third na;*sary glament is an evaluat;cm mattix, This ‘sometimes i;nlled
. -a payoff matrix, states specifically just what benefit or detriment ac-
companies each,possible decision; Dr. JDwyer's Tables I and II are
.evaluation matrices.(but his problem is so stated that ‘the validity
_ of the predictors also affects his entnes) Once these three aspects of
~"a’problem have been described, we are ready to compute the payoff a
" person can expect if he bases demsions upon this information and this
strategy.

Dr. Dwyer properly drew attention to the fact that it will be diff-
cult and at times impossible to write the evaluation matrix for a par-
ticular situation. To let this difficulty deter us from using decision
theory, however, would be to deny the possibility of sound test theory.
Test effectiveness simply cannot be evaluated without an evaluation
matrix. Even the conventional procedures of test analysis assume
certain payoffs covertly, and the reasonableness of some of these hid-
den assumptions is. open to question. In the future, testers may wish
to determine utilities by a sort of cost accounhng in any specific prac-
tical situation, in -order to arrive at the best decisions. Our project
is proceeding along different lines. We are working with hypothetical

- (but we hope realistic) decision prablems By assuming that the evalu-
ation matrix has some characteristic form, we are able to judge the
utility of different types of tests and strategies. Such an approach can
‘be no better than our assumptions. We hope nonetheless to arrive at

" general principles of testing which will illuminate many real situations.
, Let me turn to some of the concepts a decision approach brings. to
- our attention. I shall cover four such points. .

1. Our model suggests that the value of test information should be
-judged by -how much it improves decisions over the best possible

~--decisions-made without the test, whereas the conventional validity co- -

30

eﬁeient reparts hnw much better test decisions are_gthan q::hﬂnce de-‘ .
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. substantial amount of information is already available,-and if no test
- ‘were given the décision would still be considerably better than chance.

" Our most valid tests.are essentially work samples of their criferia.
Where such a work sample might be used, aevidence of past perform-
ance is also a valid basis for decisions, and such evidence is often
readily gvailable. In predicting school marks, for example, a scholastic
aptitude test is not greatly more valid than past school records. The
contribution of this test to decision making is much smaller than its

zero-order validity coefficient would indicate, because better-than- .

chance decisions could be made without it.

A similar conception applies to classroom testing. The basic knowl- -
‘edge and skill objectivgs can be assessed with considerable accuracy

from day-to-day assigoments; a test can add only a small increment
to the soundness of decisions. On the other hand; a teacher has rather
little basis Tor judging which pupils have problems of adjustment. The

__teacher may therefore gain more useful knowledge from a test of

| * adjustment which has limited validity, than from 'an achidvement

. test which largely duplicates data already available, There are serious

i,

* weaknesses in our tests for .such educational outcomes as. creativity,
reasoning habits, attitudes, and application of knowledge to problem

situations. They are markedly inferior in validity to. tests of general

intelligence or factual knowledge. ‘But the factors that make testing
difficult also prevent valid non-test decisions about these objectives. It

may therefore be wiser to use imperfect tests of important objectives

that are hard to measure, than to use highly valid tests that merely

supplement non-test'data.

g Utility analysis leads us to examine the value of adapting to in-
dividual differences in either selection or placement. This can best be
considered in terms of a placement problem, such as assigning students
to sections of freshman English according to their initial ability. We
might think of -the various Jevels as predetermined, and of the test
as assigning persons to each category using fixed cutting scores. Itis
sounder to see the test, the curricula, and the cutting scores as inter-
locked, We can increase or decrease the demands instruction in any

section makes, to fit it to the ability of the persons assigned, Under -

this procedure we benefit more from testing than when we leave the

‘treatment fixed.

Certain simple assumptions léad, to interesting conclusions. If a
sample is divided into groups, using fixed cutting scores, the extent to

" which treatment for the groups should be differentiated depends on.
~ the validity of the placement test. If the information has zero validity,

31
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cisions. In the majority of situations where tests ~couldbeused;a—
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- - given the sections may differ more; butno matter how valid the test,
‘there is an npt;mum degree of differentiation -of treatment. If treat-

for-one_terminal decision.. At.any point in testing, however, we <an

~ tial, opération.

o

mant is ﬂ:Eerenﬁated Heyond this point, the benefit from sectioning "
d, it is possible to- dJEerentiate treatments so radically

tydesults from seeﬁumng evetr though the test used

: ‘has mnsxderable validity.

. . This analysis raises serious question as tcp whethar we are nght when :
. we urge teachers to adapt to md;ﬁcio

 standard plan, well fitted to the average of the group, he should hesi-

_tate to depart from it. Marked alteration of the plan to fit individuals
appears to be advisable only when individual differences are validly -

ual differences, If the teacher has a

assessed and their implications for treatment clear.
3. We turn, now, to another suggestlon encountered in decision

theory. It is customary to look at a te?b:as a unit, and to use it {ust;

make 4 terminal decision or can continue fo gather informati
frontiers open for us when we view testmg asa multl—stage oS

Suppose, in a simple selection prcnblem we have several short apt;-

tude tests, which together might constitute a selection battery. We give

the first shgrt test some men cdn be relgcted or accepted at Dm;‘e but

test is glven to thesa men, we can make more final clemsmns, and only '
.a borderline group goes on to the third test. This process terminates

when the benefit from information to be gained at any stage is out-
weighed by the cost of testing. Considering cost of testing, the se-

- quential method is more profitable than giving the same test to -

everyone: If testing is expensive; one reaches the final decision for

. a surprisingly large proportion of men, after only the first short test.
~ One paper on this line of attack has been published by Arbous and

Sichel (1), but our. detaﬂed results will dlﬁer from theirs in 1m1:mrtant
respects.

- A sequential plan. wauld require new ways of organizing testing.
I shall discuss one procedure for possible usein vocational guidance,
clinical diagnosis, or evaluation “of classroom learning, Here.it can be

descnbéd in terms of the job assignment problem. For different jobs,
 so many “abilities ‘are relevant that we cannot hope to measure them _
__all accurately in_a _reasonable period. With brief tests, however, one .
_could crudely measure as many as 50 variables in a half day. Sucha
_.survey will indicate some jnbs for which the man is an unlikely pros-

&

.

when we teaeh aﬂ sections in tha magner smted' T
‘to the avmga of the prlﬂﬂhDB As validity increases, the treatments
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.- peet;.and a second. group of jobs for which the tests show possible / :
%, o high aptitude. For. the man’s second test session, perhaps ‘only an hour
" after the first test, we would assembleia set of booklets to test him
thoroughly on those promising aptitudes, This progressive nar--
ng would be continued; When the final job assignment is made, we
would have ahighly #eliable measure of ‘the man’s aptitude for that
job, and also*a good meastré for the other:jobs seriously considered -
-as alternatives. But we would have wasted little time in getting an <
© accurate measure of 'his sjé;c,é ability or his dexterity, if these areas
were not among his’ better aptitudes on the first survey. - (

We might actually develop -different sorts of tests for the earlier
© and later screens. The Strong Vocational Interest Blank might be re-
placed by a brief questionnaire, perhaps oné page long. This seems .
likely . to identify the important interest groups for a given man. There
might then be a separate, longer interest blank for each of these in-

. terest groups, to provideé more precise differentiation between related
. occupations than is now.possible. ST ..
= 4, Perhaps -our most far-reaching conclusion is that we should take
a more. favorable view of tests with low validity. Traditionally, if a
score has low validity, we conclude that it should not be used. But such.
tests become valuable when selection ratios are low (as Taylor and
' Russell noted ), when they give even a little new evidence on an im- -
' portant decision, and particularly when they are used as a preliminary
survey. _ oo N _ <
The survey is especially important when many decisions are to be
made. Sometimes, as in vocational choice, the decisions are interrelated
and lead to one final course of action. The decisions may, on the other
-hand, be quite independent, as when one diagnoses many persons.
The problem in testing is or linarily—teselect information-getting de-
vices which will yield greatest benefit for the time available. If we
spend a lot of time to get an accurate answer to one question, we must
answer other questions without added information. In this situation it
may be much wiser to use several tests of limited validity, so that every
decisiorf is.made with some wisdom, than to get highly accurate in-
-formation for just one of the decisions, s
Thie difference between validity and utility is clear when we com-
“pare group and individual tests. An individual mental test measures
- .one person, with- essentially the same expenditure of effort by the
< ., tester as the group test measuring one hundred. If the two tests have
the same validity, the group test gives us 100 times as much informa-
tion, and bears on 100 decisions while the individual test bears on one.
Hence the improvement of decisions is vastly greater when the group
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. group test, which is best to use would depend on the specific decisi
= “This conception’ pdrmits a favorable view of interviews and other.
" clinical procedures which cover many aspects of the personality. These
*“ methods, though undependable, are well suited to a wide-casting sur-
-=-yey; -gathering-a-little information-on each of. hundreds: of questions...
- -Such a preliminary scanning draws attention to the critical areas where .
 further information shéuld be gathered prior to any decision. The tra-
- ditional, narrowly-focussed measuring device is ideal when we know
. in advance exactly what question needs.to be answered, But in decid- -
ing whether a médn will make a godd executive, or in locating 'a pa-
- tient's chief - conflict areas; no such focus is possible. The first task
*, of the assessor is to discover which critical variables will dictate the
“proper decision about the individual; in different cases, different vari-
ables will be eritical. =~ =~ : ,
v, Personnel workers regard the interview as indispensable, and clini-
" élans have considerable faith in projective methods and qualitative
" analysis of intelligence test protocols. In my opinion, this faith he
developed largely because of rewarding experience with these tacz :
" niques. in their survey function, ie., as the first stage in a sequential
“assessment. If it is true that these multi-dimensional techniques have
a unique place in assessment, we should judge how well they do that
~ job, and should not demand that they be good measuring instruments
—which they are not. On the other side of the picture, if their proper
function is to make preliminary surveys so that more intensive exam-
irfation can follow, one should not rest final judgments on these fallible -
‘instruments. : .
~ . Taken as a whole, decision theory is a mathématical system which
permits us to examine the problems we face in developing tests, chpos-
ing between tests, and interpreting tests. Whenever we can specify
~any particular decision problem in the detail Professor Dwyer’s prob- -
lem required, then decision theory can tell us just what to do. By
“studying common type-problems, decision theory can also offer gen-
eral recommendations regarding testing strategy.

ot o e TRl et Tl g o
on

""" Conventional test theory assumes that we use tests to obtain nu-
‘merical measures on an interval scale, as in-the physical sciences. That
is rarely or never true. The furniction of psychological and educational

tests is to aid in making discrete decisions. The greatest contribution

of decision theory is‘to help testers see this function more clearly.
" "(See next page for féferénces) DRI T
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The Relatmn Between chertamty
, . and Vaﬂance

[ . &

WIL%I,‘AM I. McGILL

There has been a great deal of hue and cry about information the-
‘ory in psychological circles, In the midst of this hue and ery, it is easy
_to become confused about where information theory is supposed to

" make contact with psychology. What, if anythmg, should information -

: theory contribute t6 psychology? -

The theory deals with transmitting symbols from oné system to an-
other. That certamly sounds familiar. Many questions that come up in
learning, in perceptmn psycho-physics, teshng (just to mention a

few areas)i take on new EI@JEEEDCE in the terrns of mformatmn theory o

run across words hke: message nmse, “channel capamty our nos- -
trils begin to quiver and we sniff a familiar scent in the air. At once -

we try to find analogues for the classical problems of psychology in

the theorems presented to us by the communication engineers. This

" is one large zone of contact between mfo%atmn theory and psy-
chology. Information“theory is a source of analpgies and. ideas that
might not have occurred to us, if we thought about our problems in

.another way. Perhaps the analogies are helpful, perhaps not. I would
rather not discuss the merits of using information theory for this pur- .
. pose. I bring it up only because I want to hammer at the distinction.

between information theory and information measures. The theory

is - concerned with transmitting symbols despite noise. Information.

measures are com:emed w;th the anthmetlc of mean- -log- probablhty

-armjunt of spread ina dlscn:te probabﬂ” dlstﬁbutmn The formula
for mean- log=prubablhty is usually written as follows:

i
k=r .

Uy) = - R D(k) log: p(k)

In this Eormula yisa vanable that can assume any one of r discrete
values. Each of these values

-sign before the- summation insures t_hat U(y) is posxtlvg T}lé interest.-

_ing thing about mean-log-probability is that any numbers or meas-
_urements which the various- categories of y might represent do not
appear in the formula for U(y). In other words U(y) is non-metric.

36
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Meanélog-_pmbabﬂigléan be calculated for a variable like “methods
of patental discipline” (just to choose an example ), where-no num-
 bers can be attached to any of the methods. One method is as good. -
~ or as bad as another. All you can say about them is that they are dif-
_ferent. Obviously, you can also compute mean-log-probability for -
metxic variables_like 1Q, but in so doing you sacrifice whatéver you

mpight gain from knéwing that an IQ of 100 is very close to an IQ of .
105 and very far fromi an IQ of 150. - ' B

" In-the formula for mean-log-probability, logs are taken to the base
9. This is done in order to provide a simple unit—the “bit.” When'U(y)
is measured in bits, it turns out that U(y) is the average number of.
binary, or twcfcategéry:decisiﬂns required in order to identify one of

. the values of y exactly. It is not really necéssary to measure mean-

- log-probability in bits, but almost everyone does. '

“You can apply mean-log-probability in many situations where in-
formation theory has nothing whatever to say, and where in fact an
“ * attempt to apply information theory might even look a little ridiculous.

~ For example, suppose you’ want to express the relation between
anxiety level in children and several methods of parental discipline.
The relation might be demonstrated very easily by using mean-log-
probability, But our understanding of the relation would not be en-
hanced if. we considered the disciplinary methods as messages and the

" anxiety levels as the versions of these messages received at the end of

" the channel. The “capacity” of such a “channel” is of little interest to,
us. The fact that we can with effort construct information-theory-type -
interpretations of relations like this one, merely demonstrates that '
communicatign . engineers and psychologists measure things with

roughly the same kind of arithmetic. It does not mean that information,
theory™has anything significant to contribute to our understanding of
the relation between discipline arid anxiety. Consequently we can be
interested- in the information measures entirely apart from their sig-
nificance in information theory. To fortify thi§ distinction, let us now
call these information measures by the ngme “uncertainty” measures.
Uncertainty means mean-log-probability. It has no necessary connec-
tion with information theory. oL : o
" In this paper I want to show that uncertainty is essentially non- .
metric variance. This can be a very hollow claim revealing little more
than a superficial similarity unléss we are prepared to outline in de-
, tail the properties of variance t;hat uncertainty possesses.

What are the principal propetties of variance? :

1. Variance is a measure of spread or variability—so is uncertainty.

2. Variances that-are independent are additive—uncertainties that
are independent are also additive. T

3
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3. Variam:es can he partltioned into compuﬁents tbat reﬂect contri- .

: butmm to the total variance from a number of predicting variables

o % one at a timé and in mmbinahon uncertamty has gremsely the

same property. .

- . 4. Variances are seriously aﬁected by the metric or sr:ale propertles
... of the data from which they are derived. On the other hand uncertainty
“is ‘unaffected by the metric or scale properties of the data. You can

_ ehop a distribution into parts and rearrange all the parts without

. changing, tincertainty—but the variance will change radically. )
It is- obvious that upcertainty and variance are closely related but -
it is equally obvious-that the two measures are not identical. There is
" no simple equation- that takes you from uncertamty to variance. In-
stead, the parallel is in terms of structure or operations. To make ﬂns
point clearer I have prepared two tables, Tables 1 and 1A in the

“handout. Table 1 shows the symbols, formulas; and definitions used in
T a double-classification analysis of variance. Table 1A shows the same
~--arrangement-for a double-classification uncertainty-analysis. You can
see by glancing across the tables that the parallelism is very complete.
In both cases the predictor variables do not have to be metric. They
can be pure classifications like our example of methods of parental
discipline, In ﬁ;\vanance analysis the dependent variable is metric.
It is something that can be measured numerically. I have pictured the
“dependent variable also as-having discrete classifications ‘but thls is
" just.a convenience of notation. .

You can see the relation between the two analyses very clearly when -

- you look at this palr of equations:

U(y) = wx(y)+U(yWX) (1)
V(y) = Vaaly) + V(y:wx) (la)

The definitions of the terms in these equations are Explamgd in Tables
1 and 1A. The equations state that the variability of thg;g:ﬂtermn or
dependent variable can be analyzed into predictable and" unPrecth
able parts. Furthermore the Predu:table variability may be decom-
pased ds follows:
U(y:wix) = U(yiw) + U(Y x) + U(y:wx) (2)
V(y:wx) = V(yiw) + V(y:x) + V{y:wx) (2a)
where again U stands for uncertainty and V stands for variance, Th&se
equations state that the total predictable variability can be broken
. down into a part. predictable from w, a part predictable’ frorn x, :fmd a
'1'part predictable from unigiie combinations of w and x. '

-

‘Sometimes the uncertainty mteractmn term, U(y: wx) can be nega-
!"tive, What is mot generally realized is that ¥(y: wx) a cornpﬂnent of,
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varianﬁe, can also be negat;ve j it is deﬁned as it is in Table 1 Thg

reason is that this term contains a hidden cross product, a correlation

term, as well as a sum W squares. Furthermore the correlation term ’

has a negative sign and can sometini¥s be greater in magmtude than
the interaction sum of squares. This means that ‘the interaction term
in the varjance-analysis can sometimes be Pushed negahve by the
negative correlation term.

When does this happen? It happens when the pre&;etor vanablesa

arg not.independent. In ordinary analysis of variance this ‘situation

never comes up because we are careful to construct the analysis. so '

that there are equal numbers of observations in every cell, This ayto-

matically insures that the predictor variables are indeperident. We can
guarantee that things behave properly in both uncertainty-analysis
and variance- -analysis by making the, prechctmg variables orthogonal,

predlictors is' zero. In fact, all the- arguments I have been makmg for

' - the' similarity between uncertainty- analysis and analysis of !anance

&

are equally true of multiple regression analysis, i.e. the case l which
the variances in Table 1 ire computed around a regression plane. In
mult;ple regression any interaction computed by the rule shown in
the last line of Table 1 is bound to be due to non-orthogenality.

We see that multiple correlation, analysis of variance and iuncer-
tainty analysis are all very closely related. The different predictive
methods are necessitated begause sometimes the predicting “Variables
have metrics and sometimes not, sﬂmetlmes the dependent variable
" has a metric and sometimes nnt

What remains stable in each c‘1§E is the .s-tmcturg of the statistical

" process of prediction, the Qpemtmns mgo]ved ‘in making the pre- _

diction, CEr

1

One important *practical consequence of t}‘us i

. ' ture in statistical prediction is that.we can how ;malyze m:m-met:u:

Q

ERIC

Aruitoxt provided by Eic:

data in the manner of analysis of variance without resorting to the dis-

- tortion of giving the data an artificial metru: The non-metric analysis

s t:amed outwrlth uncertalﬁty measures nd mean-log-probability.
T at all the literature on ex-
: Ec{ly applicable to the un-

ependent. When the f)redmtpr yariables have some sort of -
.metric this is equivalent to tequlrm that the correlation between the -
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LﬁEJ CRQNBAEH EDWARDE CuRETON, PAULS. DWYER DDHDTHEA EwERs,
M M. Kostick, WitLiam J. McGiLr, Vicror H. Notz, JDSEPH ZuBIN

DR Notvr: This is by way of comment rather than criticism on a

point that Dr, Cronbach made in his paper. I have reference to the
second point in relation .to use of tests in providing for individual dif-

ferences.

© It seems to me that the 1mp11catmn there was a lxttle unrealistic
in that we do not ordinarily, in the classroom, attempt to provide for
individual differences on such a mechanical basis. We do not say,
“Your 1Q is 117; conseqnently, you do this,” and * Your IQ is 90, and
you do this.”

It seems to me it is more a matter of, prQVLdmg a variety of matena]s
from “which the.student then, by a process of selection, determines
what is suitable for him. In other words, it is more a curricular prob-
lem than it is a problem of measurement. Perhaps I am putting an im-
: plu:-atlon on Dr. Cronbach’s statement which he did not intend, but

I think it is important that we think of it in terms of prnv1dLng a va-
riety of experiences from which students of different types’ of ability
“and interest then choose rather than a mechanical process of deter-
mining, on the basis of a test, just what a student is going to do.

Dg. CronpacH:.I agree with Dr. Nclls views on the curriculum.
The generalization of the paper is this: our system .of analysm forces
s to reconsider much of the doctrine we have | 1ad regarding indi-
vidual differences. This doctrine takes a variety of torms, For instance,
-experiments on homogeneous, gtcugs have not led to conclusive results. . *.
In these studies, pupils have been .given different treatments, treat-
ments varied rather mechamcally, plus some additional flexibilities
such as Dr. Noll mentiofied.” The results to be expected from X-Y-Z
sectioning will differ greaﬂy, depending upon the extent to which X -
pupils truly differ from Y’s and Y’s differ from Z's. I know of nothing
done in these research programs to make sure that the adaptation to
individual. differences applied in each section was optimal._
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If..t’r"eatmem»is.overdiﬁe:entiated or underdifferentiated, they cer-’
tainly do not get the fulf value of homogeneous grouping. = =~
, Our result also bears on the assessment literature. Thus it has been

said that there must be something wrong with counselors because their -
standard deviation of estimates of -ability is lower than the measured
_standard deviation. But the evidence is that counselors.are making
" mistakes chiefly because they are overdifferentiating, taking the tests
too seriously. - R - :
 Obviously we have been encouraging teachers to look at the students’
personalities and to handle some of them differently from others, on
~the basis ofjudgment that one ngeds encouragement and another needs
_stern treatment, . . S ' _
The answer lies in this direction: it is fine to differentiate treatment,
so long as you do it on a tentative basis, and allow for trial and error.
, ' If you make irreversible decisions, such as “you cannot go 'to college,”
* then your information has to be extremely good. o
Dr. Cureron: It seems to me we might consider one illustration
while we are on this topic, because it happens to be fairly common in
American universities and to rest on pretty definite information of a
non-metiic type. This is the matter of freshman Erglish. I think prob-
ably in colleges and universities you will find more specific sectioning
in English than in‘almost any other area. The reason is that there seem
to be some fairly definite cutoffs which imply specifically different
types of instruction. For example, if a student can write good English
sentences quite regularly, and can also ‘handle them in paragraphs and
" ‘larger units with acceptable style, many universities will excuse them
from freshman English at-the outset. Secondly, if he can write accept-
able grammatical sentences, but does not do too ‘well in organizing
them into paragraphs and larger units; and produces poor style, he is
likely to be assigned to a regular section, And finally, if he is unable
to write grammatical sentences and handle properly the basic elements
vof grammatical structure, then'he is likely to be assigned to a special
section in English in which he will get the type of drill that is not
needed by those whose secondary preparation is somewhat better.
Dr. Cronsack: Our analysis suggests research on the performance
of students of differing initial ability under various treatments along
this continuum, from very routine English training to the highest level
of English, The highest level might involve going into matters of style,
" for instance, well above the usual considerations of clarity.
" 'Dn. Kostick: This is for Dr. Cronbach: I was wondering about us-
ing the sequential method in entrance examinations.
I carried out a study of the effectiveness of entrance examinations in

13
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our Massachiusetts State Teachers Colleges. We found that by the end
of the sophomore year, of those people who were admitted by certifi-
~ cation, only 6%, “flunked out” or dropped out with low gradeg We also
found that for those people who were admitted with an entrance exam-
~ ination mark of over 160, only 18%, were dropped. Of course, the mark
of 160 or any other mark doesn’t have meaning unless you know what
it stands for. We used a combination of the score on the psychological
examination and the score on the English Examination,
What I am particularly interested in, is the lowest group, We have .
a range between 130 and 140 which is questu:mable From that group,
48%, “flunked out.”
I was wondering if it would be a good suggestmn to see whether we
. could use some sort of sequential testing of these people, instead- of
gomg to the expense of putting them through the freshman or sopho-
more year and then having practically 50%, of them drop out.
"~ Dn. CronBach: In sequentiaP testing you often can get more thor-
ough measures than you could afford to give to everyone. There is no
" compelling reason why borderline cases could not sit for a two-day
examination even though you wouldn’t think of doing this with every
entrant. However, you are likely to make a great deal more gain if you
find some new sources of tests that will supplement your prediction
rather than just extending the old one.
The statement that was made focuses on the importance of having
very clearly in mind your value assumptions before you try to male’
decisions about test strategy. We can each make our own value assyfh
ticm I wmulti be hesxtant m this partmular examgole to accept the ifn

sgemg the Prnblem cmly from the mstltu,ﬁgnal side. v
T.)ni EWEE I sjmply want to add to Dr. Guretcn‘s statémer;t '”at we

) gmup ‘But I wonder really how well we c:li: teach ﬂ’gem in tl_lese various
" levels. If we could do a better job there, we might not have so much
trouble at the college level,
~ Dr. Zuemv: Dr. McGill, I am a little puzzled by your analysis, espe-

- cially by the terms you used. They evoke memories of previous knowl-
edge and I wonder whether you would like to connect up for us the -
previous meaning attached to these times with the meaning you have
given them. Analysis of variance gives the components of the total
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variance in a systematic fashion, and, of course, leaves a little bit for
the uncontrolled variance as an error term. Ordinarily we refer to it as
the standard error, something left with which to measure the signifi-
cance of the single components. As a matter of fact, what js the rela-
“tionship between uncertainty and these older ideas, of standard error?
Are they at all related, or are they two completely independent things?
Dr. Dwyer’s method, of course, applies only to situations where you
" already know the value of each job and ‘you know the value of the
person, and so ori. Now, could that méthod be applied to situations
whiere we still d not know these values? In the clinical field, for exam-
ple, we do not know the amount of money we could save by a certain
procedure, Would it- be possible to set up a contingency table with
unknown ci,., and then solve for them urider certain conditions? Rather
than assume you know your ¢, could you put in specified c:., and
see what happens? :

Dr. McGIL: The answer is that it was my intention to try to evoke
associations from as many people as possible, because I believe that if
you have the old associations firmly in hand, it is extremely easy to
manipulate these so-called new concepts. They are not new at all.

The analogy of uncertainty with error variance is an example, The

. “error” uncertainty contains error plus everything else you forgot to '
analyze. If yau have constructed an experiment properly (which almost

_ nobody ever does), the error will be what the model claims it is.

~ Thetjnteresting thing hbout uncertainty analysis is its technique for
testing null hypotheses.’In this analysis you do not test the predictable
components against error; you test the error against zero and the pre-
dictable components against zero. It is a tricky little switch, but the
interpretation of the components is identical with variance analysis.

Dr. Dwyer: You can’t work the problem unless you have some

) Lyalueis ofrct;. There isn’t any reason why you can’t have a whole series
of hypothetical ¢, and maybe the collective problem would be some
sort of answer. This formulation of the problem demands it, but we
could have a whole series of hypothetical values, which might be
interesting.
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: ~ TESTING PROBLEMS

Some Recent Results in Latent
Structure Analysis

T. W. ANDERSON

- — - . ——

Latent structure analysis may be thought of as an analysis of dis-
crete data that is analogous to factor analysis of continuous data, The
usual model for factor analysis is

Ee)

-

(l) Xy = E }sipf, =‘F Hi -=|= i, i= 1, RN 1 B

where x, is the i-th test score, f, is the ,-th factor score, y, is a con-
stant and v, is the sum of the i-th specific factor and the error of meas-
- urement, The test scores are observed; the quantities on the right hand
‘'side are unobserved or latent. ,
For convenience of discussion, we shall assume that the f, and qu,
are normally distributed. The key assumptions of this model are that
* the set u, are statistically independent of (uncorrelated with) the set
f, and the u, are statistically mutually independent (mutually uncor-
related ). This means that if we take the subpopulation defined by the
requirement that the factor scores are given values, then in this sub-
population the test scores are statistically independent; that is, given
the factor ‘scores the predictability of one test score from another is
zero. More specifically, given the values of f,, the test scores are nor-
mally and independently distributed with means Zvdwfy + py and
variance ¢,%, These assumptions are reflected in the formulas for the
variances and covariances of the test scores. If we assume the factors
are uncorrelated and have unit variances and let the mean of u, be
zero and the variance of u, be E u,* = ¢,2, then the variance of the i-th
test score is ’ ‘

(2 ' E(xi—w)? = Z M2+ o,
=1

and the covariance of two test scores is

(3) ' E(xi— u) (4= u) = 2 iy Ap, i .

=]
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We can say that the common factors “explain” the interdependence or
correlation of the test scores; the effect of the u, appear only in the

:yariances.

In considering latent structure analysis, we shall assume that each
jtem is a dichotomy; that is, an item score takes on the value one for
a positive response and zero for o negative response. Thus the con-
tinuous test scores x, are replaced by the discrete item scores y. The
continuous factor scores fv are replaced by the latent attributes gy,
which may be discrete_or continuous. In the-subpopulation defined by
given latent attribute Jcores, the responses to the p items are statis-

“tically independent; in other words, given the latent attribute score

the predictability of one item from another is zero. In such a sub-
population let = (g) be the probability of a positive response to the
i-th item; for ease of exposition we shall assume there is only one latent
attribute score g. Then, for example, the probability of a pasitive
response on every itemis v #

(4) Pr ’{y: L ya=1,. . .,yu=1l ::} = m(g)mg) . . . ™ (B).

For given g, the y, are a sct ‘of independent binomial variables. Next
we. assume that there is a distribution of the latent attribute, say f (g)
over the whole population. The probabilities of yi, ...y, or the rela- .
tive fréquencies of various response patterns for the entire population
are obtained from those for the subpopulations by averaging with
respect to f (g). :

To make these ideas more concrete we shall consider two special
cases of the latent’structure model, One of these can be derived
from the factor analysis ‘motel.“For simplicity we shall assuthe that
there is one common fiﬁ fand i, = 0 thatis,

» AR
) ‘-'}% .

=N i=1...,
Suppose that the Eﬁﬁtjﬁliﬂ%ﬁi score x, is replaced by a dichotomous var-
jable y, with y, = 1¥i¥xi B

7

>ayand y, =0 if xi < a. From .(5) we
know that X, ,.. ., ¥, are normally distributed with means zero, vari-

ances M + % andft;ﬁv- iiarides A, A, and from this fact we can com-
pute the probability. of Ppattern of the dichotomous responses. For
example, ;i U e

. BT .
I S

ok

L dxg,
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where h (x,,...,%) is the density of the normal distribution. When
f is fixed, the cnnd;tmgal distribution of X; is normal with mean A,f and.
. variance o,% in this subp@pulaﬁon the pmbabLhty of a positive re-
'sponse on the i-th item is i ‘

@) Priyi =1 |f f i - e Yo (i = MD)Yo1 gy, =
N+ {1

Voro
L -1»('1‘ = A_;f)
[-51 ]

=

where @ (b) is the probability of a unit normal vanable being less
than b. From the fact that the u, are statistically independent it fol-

" lows that in the. subpopulation of a given f the x; are independent
and therefore the y, are independent. For example, -

@ Priyi=1l...,yp=1[f} =m®)...m) = |

e )

. The case of one latent attribute (that is, one factor sdore) has been
of partieular igterest to snciglogists and s'nc-ial psycbologists The ifems

hife in a nc\nseg:egated commumty?" ete. The underlymg attitude is
that of racial prejudice. The end purpose of the investigation may be
to rate the respondents on a scale of racial prejudice.

In (7) =(f) is-given as a particular function of f. Other functions
may be postulated. Lazarsfeld has been studying mathematical and
statistical problems that arise when 7 (f) = a, + bif + c,f2 or =, (f)
=a, +bft (0<f<1).

Perhaps the 'simplest of .the latent structure models arises when
the latent attribute is discrete. Suppose that the attribute can have
one of q values say f = 1,..., q. Then =,(f) can be designated as =,°,
- where'a =1,..., q. The dlstnbutmn of the latent attribute is specified

by Pr1 f = @ t-= va. The probability of drawing an individual from the
- a-th latent class is vo; the probability of drawing such an individual and
getting a positive response on the i-th item is var,% and the probability
of drawing some md;vxdual and gettmg A positive response on the i-th
item is .

&

4y
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H

o . a _ :
(9) = & 7. : -

. ; ==l ’
Similarly, the over-all probability of getting pasiﬁtivé responses ‘on
items i and'j is

7 L V a ) ‘ . i
Q0 » =2 T 1#£];
: a=l .

and theprobabilit};_nf gétting positive responses on i, j, and k is

(11) Tk = 2 T T T Py iy j=ki#k
=1

There are similar E,;iPI‘BSSiODS for the probabilities of other sets of

responses.

The 1, m, and m are known or are estimated from the data; the
7% and vq are to be inferred. When the structure is known a respon-
dent can be classified into one of the g latent classes on the basis of his
responses to the items. , '

A method for inferring =® and ve, suggested by Bert Green [2],
is based on factor analysis methods. Equation (10)\13'{1!’1 be written |

L

= : q = A —
(12) ' oy = 2 (m® ¥ ova) (M Y va) ;
: - a=1
- £ "

d’;ﬁe are identical with (3) if Aia = m® V/ va. The matrix (m,,) can be
fabtored to determine ‘the matrix (Ma) = (m9%/va), but there is
left ‘the indeterminacy of rotation. To eliniinate this, Green suggests
“also factoring Symy. Generally there will be only one solution that
factors both matrices; in the case of fallible or statistical data there
will be one factor matrix that gives the best fit. (This description of the
method should be taken only as approximate.) -

An important difficulty with this method is that my, 7y;, ete. are not
defined and not observed and these must be approximated in some
fashion; this causes particular trouble with the second matrix (Suris)
that is factored. Another method [1] which bypasses this difficulty as
well as the need for factoring large matrices is to use only part of equa-
tions (9), (10), and (11). The part of (10) that is used is a set that is
entirely below the main diagonal of the matrix (). In this method

. 2q* of the observed m, iy and 7 are used to infer the same number
of the latent parameters. THe algebra that is involved is the standard

=
i
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theory of characteristic roots and vectors, but we cannot go into details
here. This method has been developed further to use more of the data,
and a large sample theory of tests and confidence regions has been de.
rived. Neither of the methods mentioned is in principle eﬁcientbg
using all of the information in the data, but either aqé__makes it possible
to analyse data in'terms of this model. However, further developments
in statistical inference are needed even for the simple case.

N
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The “M@dé@ratqi' ' ':i;iable”._as a Useful

Tool in Prediction

DAVID R. SAQNDERS" -

. 1“

This paper is intended to be partly informative and partly per-
*/ suasive. From the information standpoint, 1 hope to supply you with
'/ answers to three main questions: What is a moderator variable? How
do you use a moderator variable? and, thirdly, Why should you, any-
way? The persuasive aspect-of the paper is obvious in the third ques-
tion, just as in the title'It is an important aspect, because.much of the

5“4 information I can give you is neither very new nor very complicated.

‘" Moderator variables have been used ‘for many years by our friends .

iA economics and agriculture to help in fitting regression surfaces to
: their data. In these applications the moderator effect is typically just

one of many that are possible wlth A multivariate curyilinear regression
;v based on a polynomial expansion. Our economic and agricultural
friends don’t need and don't seem to have any special name for it. -
Our biologicdl friends might be tempted to sugigest the name “syner-
gistic variable;” but this is a term that already hés & lot of additional ;
scientific ébriﬁé;;ati@ms that we want to remain neutral on. .
So far as I knéw, Gaylord and Carroll wer&:t&éﬁrst to use a moder-

ator variable in psychology. They called. it opulation control vari-
able,” and presented-a paper on it dpring the 1948 APA meetings: The
term “population control variable” i§ a good one, because it suggests
a very important application. But it is a bad term to the extent that it
tends to blind lﬁ.ﬁo a number of other equally important applications,
- which I will toush on. The term “moderator variable” seems to be gen-
" eral enough in its meaning, and still not to be loaded with too many
undesirable connotations. o '
Well—we have just christened this thing, but have only ‘hinted at
what it is. Let’s look atisome examples. By now I've managed to think
of dozens of attractive hypothetical examples, but I'll spare you these
and emphasize two examples that have been fully worked out and
cross-validated. o
The first example is the one that originally led me to think a moder-
atoi variable might be an important concept. Frederiksen and Melville,
" at ETS, had just shown that interests were less predictive of academic
success for “compulsive” people than for “non-compulsive” people (2).
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- For this discussion; we can gnaré; the messufes;"’at w’ere used to'de-*-
 fine interests, success, and rnpuls:veness, except to note, that they all ;
were regarded as,continugus variables. Frederiksen’s aﬂd Melville’s
experimental design; ﬂeyértheless, had to be the analysis of covariance;
the total experimental sample was arbitrarily divided near the med
cﬂmpul;weness score  to produce two groups—called COmPUI$IVES

and “non;compulsives.” The relations between interest and su cess " o

were compared for these groups, and were found to differ signifi¢
in the slopes of the regression lmes This was dong separately for
different interests as predictors. '

This exarnple is typical of r‘i\ln); s:tlgatrcms in which the use Qf A e

moderator -variable should be donsidered. In this partncular kind ‘of -*
situation the term “population control Va ble ‘would also be apb )
Clearly, \;.rhat we are after is a means of treating compulsiveness as the” ™
continuous variable which it is—a means of 'avoiding the arbitrariness’

of dichotomizing or otherwise dividing the population into smaller -, .
- pieces—a means of maintaihing the integrity of the total population

while still maintaining a statistical control on each individual's mem-
bership in one of a eontmuous; infinite series of .sub-populations de-
‘fined by his compulsiveness score, In short, we will allow the meaning
gf hls interest score to be “moderated” by Mis:compulsiveness score.
thematic ally, this turns out to be éxtremely szmple to do. Suppose .
) - an orﬂmary lmear regressmn usmg several variables.”
he Equatlonx

M R Tk s w
Ty =2 8,

- where y is.our criterion, and B, is the beta-weight for predictor x,. Now

suppose that 8,, instead of being a constant, is itself a linear fum:hci
of .a series of moderator variables, zs. If we plug this into our equ
tion, snd doa httl’e rearrangxng, we meerjmtely find that we can write
E.ﬂﬂ -{s E b i&j + E Lu}ﬁ_}i

Tt
[
T A

This wnuld he just another linear regressmn if. it were not for the Iast

term, mvolv;ﬂg the pr-aducts nf the xs and the zs If we want to, we

Ke Everythmg drop out of thxs equahﬂn i:tr:?pt the products anfl a

It is evidently these product tEI’mS whu:'h are inextricably tied up
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:ﬁ%ﬂeratar variable, And that is all that has happened. - R
is a-clear separation of the X’s and 2’s, we cannot have” '
) od variables, let alone terms of higher power. All we
have to do to-fit the:model to data is to find the appropriate xz product
(or produicts) for each"subject, and treat it (or them) as new inde-
pendent: predictors.in any standard multiple correlation technique. Of
' fgj;s;e;.a,vé:{ééﬁﬁﬂ_z introduce a product variable into a battery unless
+ both'of its factors.are already there. ' . ;
- ‘There are many interesting mathematical sidelights to this thing, but .
if. 1. want. to persuade you that moderator: variables are useful and =~
practical, we'd better ‘go back to our examples. e
We took the data that Frederiksen and Melville had collected, and,
computed: the products of the interest predictors with compulsiveness
for each individual subject. Then we ran multiple correlations, first
adding compulsiveness to the interest predictor, and then adding their -
" product to the battery (3). e -
For three of .the ten interest predictors studied, the simple addition-..

[

of compulsiveness- to the battery gave a- significant increase to -the
multiple’ R. In these three cases the compulsiveness; score happened .
‘ to act as a suppressor variable. A moderator variable is different from
"+ a suppressor variable, though they both typically have zero zero-order
"* relation to the criterion; a moderator variable does not have to have
‘zero-order correlations with even- the prédictor. -
Back to the example: In five of the remaining seven instances, addi-~ "~
. tion of the appropriate, prodiict score to each battery. of two measurbs
v resulted in a further significant increase in the multiple. R., The sign . T
' % pEthe beta weighit for the third term was correctly predicted from the - '
. < hypothesis in"all"ten,.of the ten instances. You will recall that the
' ‘hypothesis told us at which end of the compulsiveness scale to look for
" *- good predictions. . AN
' These résults Tooked promising. So we movedtheidcene of operations
from Princeton to Rochester; fronig ‘roup of self-referred counselees
tq a larger group tested routinely diiring Freshman Week; from Strong
lanks scored with weighted responses to scoring with unit

L

[4)

‘The criterion was still freshman grade average for engincer-
ing majors; and the moderator wis:still the Accountant Interest score
of the Strong, as a measure of.con g,ulﬁveness. Insofar as the same or
similar interest scores were available'to try as predictors, we were able
to cross-validate all but onc of the statistically significant findings from
Princeton, <+ RSN e
.%+In this example we have oliserved that in the miore sig cant in+
_stances, the predictive contribution of the moderator ‘effect is. just as

=
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great g,s the iﬁtial canmbuﬁﬁn af tha interest varmb]a predictor
 This may. ni seem like, saying much, but note that Frederiksen and,
: ted _cm‘relatiqm rangmg a]l the way from zem b to over

. does imt lead to much mcrease e in the mult:lple R, lt dnes lead to qmte

* different ‘predictions for some individuals, dngshould be ‘used if its
- effect is even statistically significant. These predictions may differ.in
__standard error as well-a3 in the axpecteﬂ value itself, - o
- Inthe geegml main- exsmple that I wantgo iscuss ‘here, nsitber the

- can&al variable beccmes more awkward tc;i ﬂse Ig this examgle there
is no significant multiple R until the produret terrh is introduced; then
it jumps ‘to values like .45. This example is based:on somie Jof Fiedler's
«recently. reported work on the influence of leader%eyman relatxgm on ,
~small group effectiveness. Many of you may have seeg'this written up .,
in Time magazme recently, even if you missed Fiedler's APA presenta-
tiom and haven't yet seen his report to the Office of Naval Résearch (1).
-+ . The gist of it is this. Suppose you are the formally designated leader
S c:f a:small group or team. There is pmbahiy’ someone in the group who -
is  your nght hand man;your prmclpal suQDrdmate or keyman If you

- p]e; for whom sm‘iﬂantleg arnopg other penp]e are more mpertant than
' erences, it will pay you and your group for you to maintain a rela- . ¢ -
tva aloofness from your group, and especially from your-keyman. On
the other hand, if you tend to thmk of others you like as being different
- from-those you dislike, it will pgrto do the opposite, namely foryouto’
cultivate sﬁ'ang sociomeétric negv;th your group, and espeelally W]th
your keyman: .
_ Here, then, are two. vanables you @e ed to measuf’é to predmt a
 particular leaders effectiveness in a E}értmula: group, While neither
variable is related to the griterion, their product has a substantial Bega— a
tive correlation with it. The results Bgppen to be psyé?i’ologmally very
-+ sensible, and they can Pruﬁably be used to counsel leaders towards a
« more-effective style of leadership, and tﬁj:redmt what groups will re-
. .spond best to given styles of leadership.
These two examples have been very different in many respects, but
- they do have two things in common in addition to their featuring of
important moderator eEéc-ts%Fm one ﬂlmg, they both feature non:
cogmtwe variables as predictors-—and as moderatnrﬁ,;f yg still care
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_ which is which, It seems to me that we can expect to find examples of
, this kind relatively more easily, but' cognitive examples are still a real ’
 possibility. For instance, if we. could obtain a-meaningful coeficient
~ of reliability for an individual’s test score, independently of the group
within which he" Eipﬁﬁe*ﬂﬁbéiesté&%itéwaﬁld{mbablgm ate
* » any predictions made from the test score itself. .

L] .+

" In the second place, both these examples were initially studied by *
breaking a total sample up into sub-groups. There are many, studies :
that have been carried this far, and then gégﬁﬁed'intedimjs_detail for .,
lack of an organizing concept such as the moderator variabile priyides. S
For the past three years I'have made it a point at the APA ineetihgs to ~
seek out studies of this kind; I have always found my £l without going ~

.very far afield. For some reason, studies involving-the f‘Authqrita;iiﬂ e
4 Personality Syndrome” seem to be in particular need of something like )
" a'moderator variable, But 1o more so, I would say, than people who do
" configyral scoring or make clinical judgments on the basis of person- . &
?-ality"“testsg T :

b There is one last topic on my agenda. Assuming’you have decided .-
.+ to look for moderator effects, whit is the"best way to go about it?
' There are at least four methods to “consider. 1. You can start with a
good hypothesis. This is"always a good ided, 2. If you don't have one
handy, you ¢an look for one by studying a féew cases intensively, and”

seeking out variables whose interpretation- seems to depend on other”
variables. 3. You can do the same thing with larger groups of cases by

- looking for sets of sub-groups within which correlations are signifi- | |
cantly different. 4. You can do the same thing with items dnsteadof - =
‘variables, by testing the interaction variance of a pair of items against o4
a criterion. This fourth approach is a whole technique in itself, and |
wish'there were time to tell you about it, It cdpitalizes on the electronic ©
‘computers; it can be: generalized. heyond pairs of items; and it brings
the old idea of Keying patterns of gesponse to several items into a new
perspective, - , " S - o b

e

-t . 5
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A Mgthnd of F actorm Wlthc)ut f"

Communaﬁtms

lem ';‘These s;e ealled ‘the cammunahtes ‘and- they repre—. _
thatart of the ‘total variance of a test which it shares with one .
or titore of the other tegts in the battery. For each method of factormg .
it hat- b%f necessary Yo estimate these diagonal values in‘the correla-
-+ tidh matrix and various methods have been devised for doing so.
. In a theoretical case one can construct a correlation matrix of order
" anBurank r where #'<-n. The diagonal entries of such a correlationy .
‘matrix aré @en so determined that all minors of order (r + 1) vanigh.
) When the orde; n is larger than, say, 6 or 8, the diagonal values are _ “.
usually unique."In, dealing with experimentally observed correlation
. coéfficients, the-coefficients necessarily have variable errors so.that'a .
. low rank camnnot be found in apy exact manner. However, one can
~ usually ‘write -another correlation matrix. with side entries that are
* inearly the same as the experimentally observed values and whith is of
a rank ‘mbich lower than n so that, for example, r < n/2. This s the
‘situation often found in miultiple factor studies. | - A
Various methods: of factoring the correlation matrix have been de- * -
vised in which the diagonal elements are first estimated. One of the
plefEREho assign to each diagonal cell a ¥alue equal to the absolute ,
: va.]ue .of the highest entry in the corresponding column or row. The. ., .
" estimate i§ revised after each factor has been Ext'racted,. This rough
. 'method of estimation is quite successful when the order igfairly-large,
R say, about 15 or 20 or higher. Although this procedure is quite success-
_!“ful -for many scientific problems with correlation mjtrices of high
order, it is far from satisfactory for them*etlcal formulations of the fac- e
* - toring pmblem S . o
There is_an unpertant relation bf—:tWEEIl the communalities and the
number of factors that are used for describing a correlation matrix.
.. The larget the number of factors, the higher are the communalities. - .
- The communality of any test variable 7 is the sum of squares in the ** e

corresponding row of the £ Apror matrix F. If it is decided that the first

o #
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. . r principal axes are inadequate for the description of the correlation

" matrix, then the next principal axis may be determined. This gives

(r+ 1) columns of the factor matrix. The communality of any test j

is then augmerited by the square of the entry in column (r + 1) in the
—+o7i- But-it {s ever knowm beforehand-how-many-prineipal -axesneed -
to be determined in order to reduce the residual correlation coefficients. .
to values that can be ignored in terms of their sampling errors. Hence
we have the anomalous situation of not knowing at the start. of the
computations how many factors need to be postulated to account for
the correlations. The communality estimate should rise with the num-
‘ber of factors that are extracted but the relation depends entirely on
the unknown configuration of test vectoss in each given problem. | -

In practice the problem is resolved by adjusting the communalitiés -
for .each factor that is extracted from the correlations or by repeating
the whole factoring process untit the estimated communalities at the -
start agree with the sum of squares of the factor loadings in the rows .
of the resulting factor matrix. But this process depends on a certain
number of factors as determinéd by the first cycle. The adjustment
should be done over again if the investigator decides to increase the
number of factors used. When the number of factors is quite large, -
such as 10 or 15, then the adjustments in the diagonals are ordinarily
‘quite small for each additional factor: :

In trying to relate the theory of multiple factor analysis to practical
- scientific work with large correlation matrices, this situation is evi- -
dently quite unsatisfactory, even though the practical compromises
have been adequate to resolve most of the scientific problems so farin
the isolation of the components of human intelligence which have been
called primary mental abilities. ' v

Several months ago I was sitting in an airplane in Helsinki in Fin-
land, waiting for the take-off for Stockholm. It occurred to me suddenly
that this awkward situation that we have fought and compromised with
for a long timé could be resolved in a ridiculously simple way. I shall
describe the idea here although we have not yet developed the best
computing methods, and I hope that some other students of the multi-
ple factor problem will consider the new method and how it might be
reduced to the simplest possible gomputing procedures. :

In the experimentally given correlation matrix, the diagonal cells
are unknowh. They are certainly not experimentally given. Let us de-
termine the first column of the factor matrix by the method of least
squares so that the first factor residuals are a minimum. This is pre-

~ cisely what we do in determining the first principal component by
Hotelling’s iterative method with one important exception. This excep-

g R e e e T M
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“ton is that we @ora the unknown dinggnal eells enmpletaly Smca
. they. are’ unknown, they are not represented in’any. observation equa-

_tions. Only -the axparimentaﬂy known correlation coefficients partici-
pahe m the ﬂbservaﬁnn equatmns fﬂr the least squares- solution. When

nm;imize the rﬁidua]s :Enr the-side correlaﬁang, then we find the first
 factor residuals for the side entries. The diagonal cells are ignored -
- completely, Then ‘we proceed as before for each additional column -
of the factor- matrix until the residuals of ‘the side correlations can
‘be ignored, The communalities for this given number of factors are
then simply the sums of sguares of the rows of the factor matrix F,
" In this procedure we determine the communalities after the- factoring
mb bas been completed. If, for any reason, we decide to reduce the
_ residuals still further, that can be done by extracting another factor.
' The new communalities are then merely the sums of the squares of the
~ rows of F with another column added. None of the factoring need be
repeated because .communality estmiates are not involved in the
factoring of the correlation matrix. .
- It was several weeks until I had the opportunity to try the new
method in Frankfurt;s Germany, wheére I discussed this method with
three of my former students in- Chmago They were Dr. Hans Anger,
....Dr. Sten Henrysson, and Rolf Bargmann. Bargmann set - up three test - - - -
cases and reported that the solution gets-close to the principal axes
solution and Dr. Sten Henrysson has rep@rtec:l similar findings with the
‘method in Uppsala. When I return to my laboratory in Cﬂ:apel Hill,
- T expect to investigate the method further.
The computational procedure can be tried i 1 2 manner analogous
to Hotelling’s iterative solution but it is likely that one of several other
alternatives will be more. effective. In one manner of writing ‘the prob-
lem we get third degree normal equations which can be solved by
successive appxpmmahons thh additive cnrrecﬁnns to the assumed
factor loadings.
There may be an mterestmg geometric twist to this problem in that’
the customary ‘geometric model may have to be revised but I am not
prepared yet to elaborate on the geometric implications of this prob-
lem T]ie shght dasﬁubance of the geometncal model for the cﬂrrela-

e

 residuals c’i() not va ‘f,li ldentlcally, They are smal] however The

. factoring matrix obtamhed can still ‘be given the usual geometrical
. .interpretation andsthe correlation coefficients are closely represented
.. as scalar p:mducts of the t 'st vector§ that are defined by the factor
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matrix; It is a question to bé investigated whether the disturbance of
the true geometrical model is less important than the disturbance im-
plied in all the adjustments of the comimunalitjes in practical com-
puting procedures, O o
———-Fhis-procédure-calls-to-mind-Spearma s formula for the best fitting

 single factor. However, the application of such'a formula may lead to
trouble if applied to the residuals for subsequent factors after the first
factor, The_ theory of this problem. should also be investigated with
reference to the possible appearance of the Heywood case. So far we
have not encountered -it. In several trials we find factorial ‘solutions
» thatare close to the principal axes. _ T
% We hope that other students of factorial analysis may bé,intereséd ’
to explore this factoring method.” ‘ .

. l’._".
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" T. W. AnpersoN, Epwarp E. CuRETON, Freperic Lorp, FRANK ROSENBLATT, -
P, J, - Ruron; DavieR. SAunsERs, RoperT L, THORNDIKE, L. L.
« - - . THursTONE, LEDYARD R TUCKER, JoHN W. TUKEY, '
‘ r 7 Joserm ZusiN - Lt

: DR Zumn Dr A,nderson, did you make each prc:babxhly of :espcmse

A -,mdependent, or would you allow for interaction, for instance, between

i saymg yes to one item and no to another? Is the probability of that

N 'ttérn base& on the pmduct of the original pmbablhtles or might
S

param “El‘ie‘;l thgn writes down' the nght hand sides of tha eguahans

§ﬂ§ Bnds they ‘do nét correspond so well to the left-hanid ‘sides, that
: ; gh ite - that: “the assumption is not borné out very well. Then
tme can exteh&‘jli 'mmiel sn fhé;f essentlally, instead of basing this on
one latent score, “your, ,,aVE,..;eY ral latent scores. For a partmulsr
" -couplet, let us say, you may have to throw in an extra latent score to
secaunt fﬂr the kmd of interaction you are talkmg about

Dr. Anderson made h}ms,elf 0 clear that ‘there are no questmns or s0
obscure that there aYe no questions.

Dr. Cureron: I hjive a comment that might have a bearing on Dr.
Zubin's question. ItAs to be noted that the number of latent classesj
so determined “that the responses will be independent within sug
classes as far as that can be determined statistically. In other words, -
you simply postulate enough latent classes so that you do have ifnde— »
‘pendence within each one.of them.

Dr. Zusin: Is there any way of telling how rnany subgrougs you

“have in the overall sample? ¥
++-+-Dr.-ANpERSON: One technique for doing that is to carry over ‘what
you do in factor analysis, again using the analogy between these equa-
tions. In factor analys;s, there are techniques to determine how many




* mine how many latent ass :
~view of the theoretical sﬁab%hl;x_x

worked out, or they clo ';N;St ap] 1y_

analysis. : I

~ Dn, Cureron: Dr. Sauiider

“moderator variable,” tb:g fori

to put in the squares of th

stretched from linear to: anib

Dr, SAaunpers: In gen

- done. Again, in general £ 0
ber of parameters th ;a:,,

rnental data In the ab ne

! 't‘héSE ech:liq_@s are not as well
s11;. as in the ordmai'y factor e

0 ﬂ:LS
4 toh det’ermmed from the expen—
vidence to suggest that
‘would be a cautious ap-
Tnmded to be sure. _
sn’t a Bfth possible way of
‘routinely to compute all the
5 \lanables in your basic predic-

proach to steer c:lear of the

Dr. THORNDIKE: Along t.h same-
. exploring these modaéf la.bIEE\
pmducts arld run i’:he ; ‘

l

g’abgut electronic cornputers o

i gtart wwith 4  matrix. of vanables, you could -
!éai‘ n‘lultlple r for this matruc, and take the
( on r?) If you, cornpare this coefficient of ,
Ei i "h‘-;nclu&es the, product “.

] éut the produ

-+ This is gxﬁcﬂy thE: same thing a8 we get in
xcept that the sum of the squares of the
otel ) {6d is the sum of the squares in all of
7S an the cgpegpnnding relations here would mclude thE diaf
s; In:th éaSe we- -deal only with the known values. But’ if you writ
eni:this term can be interpreted in an grdina:
-the squares of all but one of the faetor loadmg




Q

ERIC

Aruitoxt provided by Eic:

) S B .s =
TESTINC PRG EMS S 133

a

CF

* Provex, L. B, Eﬂueaﬁnnal T‘egng'

Emm Charles F,

ann Mﬂdrad Depngmmt nf Pﬂ-

* sonnel, New York City”

PenLo¥r, Robert, Personnel Re;eamh
Branchi AGO

PenLory, Evelyn, Board nf Edue.aﬁan,
Maryland '

Pmmi' Wiﬂia,m D, Univmﬂt;f of Nnrth;

Carollna 7
PETERION, D@nald A, Life Insurance
Agency Management -Association -

_ Pumtan, Robert F., Prudential Insur-

ance Company- * _
PrensoN, George A., Queens College

- ing Service
PrrcHER, Bsrba:a Edumﬁcﬂml Tesﬁng
Service .

Service

"'PCEJH -A, ~Terrence; U.- -8 AianrEe

Mitchel AFB

PorrAck, Norman Cig New York State

Department of Civil Service.
Pressey, Sidney L., Ohio State Univer-
- sty

Pressey, Mrs., Sidoey L., Dhia State -

University

- Rapmiowrrz, William, Bank Street Col-

" RayMmonp, Vincent R., Newark College -

lege of Education, Nsw York City
Rapasch, John, Department of Educa-
" tion, Concord, New Hampshire

Rarpanuie, John H., Owens—Illinois

Rasxy, Evelyn, Brooklyn College

Rasxiy, Judith, Queens College

Ravmonp, Thomas J., Harvard: Univer-
sity

of Engineering

Reap, Thomas; Peddig‘sgchml, Hights-.

_ town, New Jersey :
REGAN’ James J., Spec:lsl Devices Cen—
ter, ONR

. szm Melviﬁ Queans CﬂQEge

Remmers, H. H., Purdue University

Revrer, W. H., Educational Testing

Servjt:e

- . Warren A., U. S. Armed Forces

Iﬂsﬂtutg

‘ducstiaml Test=

Riguanpson, M. W, Rchardson, Bel-

"lows, Hamy and Gampaﬁy, Inmrpa-
rated

RICHARDSON, Euth P NYSE‘A, N@w :

York City

Ricxs, J. H,, Jr., Psychological Cnrpu
ration

mm Jack K., Eduendunal Test—
ing_Seryice =

Roestys, Irying, Quegns College

Roca, Pablh, Department of Eduﬂaﬂoﬂ, .

Puerto Rico
Rock, Robert T, Jr, Fordham Univer-
sity ' :
RoseNpLATT, Frank, Cornell University
Roswer, Benjamin, Columbia University
Ruiow, P. J., Harvard University -
SADACCA, Rabert Educational Testing
Service

SAURDERS, Dnvid R, Edueatjoml Test-

ing Service
Sair, Eward, Rensselaer Pﬁlﬁechnic
Institute -

s,;m E. L, Alr Fan:e ROTC Heatis;{,

SCATE.S Alics'l‘ U, S Office of Edu-

catiom.
Scartes, Douglas E Ameﬁca.n Snc:ial
- Hygiéne Assneiaﬁnn Lo
ScHAPIRO, Hmld B., Great Neck, New
York -
SCHRADER, William B., Educatonal
Testing Service ’

Scorr, C. Winfield, Vocational Counsel-
ing Service, Ine. )
Seasuone, Harold G., Psye.hﬁlagical

Corporation
SesaLp, Dorothy D., H\mter College*

Sesawp, I. F,, Wnﬁhmgﬁnn Corporation”

SeiseL, Dean W., Harvard Univgrsity -
SFORZA, Richartl F.. New York State

Department of Civﬂ Service _ ¢ -
Suanp, Catherine G., Educ.aﬁnnal Test--

mg Sgwu’.:a

tute for Research

SHMBERG, Benjamin, Edueaﬁuﬂal Test-
ing Service = .

StEcMANN, P. T., American Teleglmne
& TelEgTaph

128



O

ERIC

Aruitoxt provided by Eic:

134 B 1954 INVITATIDNAL GONFEBENEE

ar.

: Sn..gznm Hnrry " City Gﬂﬂega uf

New York.

© SpMpsoN, Mrs. Eliaeth ., Tlinols In-

stitute of Technology

- SMITH, - Allan° B, Umvarsity of Con-

- nectcut -

© SMILEY, MBIjGﬂE E Hugtef Callege .

SmrT, Jo Anne, Wubhgtun DG

Smrrh, Denzel D., Office of Naval Re-

search ! ,
Smrra, Louise, Educational Testing
‘Service .

SMrta, Muriel, Eﬂugaﬁcﬁal Testing

Service
SOLDMQN Bnbeﬂ: Educammal "Testing
Sgnﬁgsér}, Garth, Umversxty of Cali-
fornia

Sourner, Mary T " Tower Hxll Schnﬁl

“Wilmington
SpanEY, Emma, Queens Ccl]ege

‘SeavLbing, Geraldine, Educahunal Ret-

ords Bureau .

SPEER, George S., Illinois Institute of

Technology o
Srencen, Douglas, New York City .
Stanch, Daniel, Daniel Starch & Staff

"Stanch, Mrs. Daniel, Mamaroneck.

New York

STEPHAN, Frederick F Princeton Um
versity

StenwnExnc, Carl, Queens Ccn]lage _

StEwART, Mary, New York University

SteEwanrT, Naomi, Educational Testing
Service |

Stice, Glen, Educational TESbﬁg Serv-

: IEE .

SToKES, Thnmas M., Metmpnhtan Life
Insurance Cclrnpany

Stong, Paul T., Huntingdon College
_ Stuart, William A, Educational Test-

ing Service =
StuLeaumM, Harold, Metropolitan Life
Insurance Co. .
SurLivax, Daniel 5., New York State
Department of Civil Service

SuLLivan, Richard H.,, Educational -

Testing Sendce :
Super, Donald E., Teachers College,
_:Columbia University -

* &

124

' WAHLGREN, Hardy L

Swmmm, Fram:as Educaﬁfmal 'I‘est-
ing Service

'Smum, Percival M,, Teachgrs Cﬂl—

< legé, Golumbia Unive,rsity
Tasso, Gharletg A., American Gyanamid '
TaTsuokA, Maurice,. Harvard Univer-
Tavron, John F., Woodmers Academy
TavLor, Justine N., Educational Test-
- ing Service :
TEMPLETON, Hugh, New York State
Department of Education
Terrar, J. E., Educatignal Testing
Service :
Tuornpixe, Robert L., Teachers G-:L
lege, Columbia Univgrsity
THHRSTEIN§, L. L., University of North
_ Carolina .
TraxLER, Arthur E,, Eﬂucati"cn:)f Rec-
ords Bureau

. Traces, Frances, Commission on Dmg-

" nostic Reading Tests

“Tucker, Anthony  C,, Eeparﬁnent nf .

. Defense

TuckeR, Ledyard R Educatitznal Test-
ing Service

Tugey, John W., Princeton Umvermty

Tuxey, Mrs. John W., Princeton, New
Jersey * ’

TurweuLL, William W, Educatmnal
“Testing Service

TW’YFGRD, Léran  C,, Specml De\rmes
' Center, ONR.

Vickery, Verna L., Suuthesstv:m Lou-
isiana College 3

Voss, Harold A, Speclal Devic:es Cen-
ter, ONR

WapeLr, Blandéna C., Wnrld Book
Company -

, State Teachers

“College, Geneseo, Ngw York

WaLEER, Helen M., Teachers C‘ﬂilege,

Columbia University .
Wavrracg, Wimbum, L., Psychological
- Corporation
Warsy, B. Thomas, Perscnnel Depart-
‘ment, Philadelphia :
Wawss, John J., Boston. Gulleg&
Warton, Wesley, W., Educational
Testing Service

B



TESTING PBDBLEMS

-;s;

'WALEHAN, Hal, New Yr,lﬂ: State De-
* partment of Civil Service. -
- WaTsoN, Walter S., Cooper, Union |
. Weick, A. A, Usiversit) of Néw

sMexieo :

WELNA, Eeﬁﬂia Ti, Ugiversity of Gmn-
' nedtlent” ‘-

WENZEL, Bemice M Bama:d College

v'WE.sm, A, G, Psyehulngi&al Gnrpns,

. ration .
_ WarrE, Gen:ge L,. Sﬂver Burdett
Company . ° A

WhrTLA, Dean K., ‘Harvard Uﬂiverslty '

. Wurrney! Alfred G., Life ‘Insurance
Agency Maﬂgg@ment Association
Woxe, Marguerite M., Board éf Edu-
cation, Greenwich -
Wm Wg]tar H., Ne
--gity -~
Wl:u:g S S Elﬂngta 1 University
WILLAED, Richard W., Bgrvird Univer-
sity '

¥

1

v Yark “Univer- "

WILLIAM?*’ Rabe:t j Columbia Univer-
sity - - .

WILLIAMS, Bager K ,Mnrgan State
College, Baltimore

-WisoN, Kenneth M., Pﬂncemn Uni-~

versity - ¢
Wison, Phyllis C,, Queens Gollege
Wans, S. David, New TJersey Depart-
“ment of Education
Winco, Alfred L., Virginia State DEa
partment of Eﬂumﬂug

. WintzneorroM, John A, Educatiﬂnal

T@ting Service
Wirtensory, J. R, Rutgers University
WorrLE, Dael, Ameﬂean Association
for the Advancement of Science
Woop, Ray G, Ohio State Deparl:ment
uf Edut;ahnn
Genesem New Yaﬂt
Yooman, Harvey, University of Denver
Zavznn, Sheldon §., Brooklyn College
Zusi, Joseph, Calumbia University

%

1B

BISR1Y .

O

ERIC

Aruitoxt provided by Eic:



