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. FOREWORD

The Education.—_g @nceﬁté and Evaluatiom Work lnit Are'a'bf the Armv
Res=zarch Institute gor the Behav1ora1 and Social Sczences (ARI) per-icTmss.
res=arch and develc® s ¢nt in areas’ of-educatiénal —echnology with ap=li=a-
biiay = milizary +:izing. Of special irnzerest i= research.in the area

. of :Jmpu..er—based ‘% -ining systems. The de~elopmem: and 1mp1ementc e
- of zuch systams is ..~ as a means of reduczng trziring zime .and ocos:s by
providizz mor- nighl. .ndividualized trzdining thar. would be otherwise

v

)

B . Thic rewort s° +vizes the -esearch conducted .n the"develSpment of °
o oite compurer—sasa2d zining system, the Adaptive Computerized Tranung :
v: S\ wyew (=TS . o yrii:zTr to ac‘complish this resear:zn, ARI's resources
;W argm=nT=a - g -ract with Perceptronics, Inc. . an organization
s sel@bted as havii; #ique capabilities for researc- and development in

.-;/dg:h;'xa aTea , : C "
REARA “he emtizz -. s ch work uni:z was inZ-_ats¢ in Y. 1974 in respoﬁse ‘
JtC tme Teguirsmes- . - ZDT&E Pr‘oject 2Q16. T2B74B, -"zas: c Research' in
,,_"_;«f‘.;t‘h fehavi-za’ : ° 53¢ a2l Sciences." The -uccess of the initial _effort :
"k res__ted i 1 ontiqua=ion of the research 1 reswonse t> the require-
T J!mwn of R "&F ?r 2Q762717A764, "Educa. ional anc Training Technology,
o‘zr: 1so i wom: . :-° the special requirements of tae Product Manager, _
;’f‘C‘ xt“erlzﬂéirz f-stems, as expressec n Himmn Resources Needs .
“&* 3 (Reszarch’Swupoi-: for Computerized ™ :.air. Systems' and 77-173 °
o owRE Suppor: for Comme- erized Training Sys: .= ).
. B . i ¥
‘P
e PE TETD
- - ) AnZcz_ Directo~
-~ . o
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'\b'f"x_.'ii COMPUTERIZED TRAINI,NG SYSTEM 7ZS)

'DEVELOPMENT “AND EVALLATION OF # N
P S o ifﬁﬂfk(ﬂ AR S04 ' : : :
" In 1973 the Armv Zeselrct 'stZtute I:r the Behavioral and Social
Sciences (ARI) initiated & prosveam to iev=lcd an Adaptive Computerized
Training ‘System (ACTS,. Since ¢oz@t rim th2 program has produced ree
technical r=ports, thrz=z paper::.  mi ULST SO “tware, and one systems
user s manual. Howev , NC S- -epc = provzdes zgcomprehensive
g to~-date =ummary of —rogress, is ci:acted primakily toward a non- ,
chnical andience. Ve ther i@ "e--: :z —=port which places the program ~
in the. contixt of . the :.litery .7 robliems which it is intended to )
'solve. This report has been 7 ;o ~111 those needs. Therefore, - {
.the. spec1f1c objbctives of =hi = Br>~ - 2: PR ' : -
R oot
(a) To explain the ra:ic-al = beh. ¢ the ACTS: researéé and
development program° ’ _ . \\
'A(b)wHTowexplain;Uinfre;axlw.lv a1 trechnieal térms, what--the ACTS - o

is_supposedfto accomplish amd ~ i:t ¢-- rates; . -
i : ‘ % . . L
,(¢) To provide a summz: ,: the rata evaluating ACTS effectiveness; -
‘ and -~ - .. -, . ) , ’ : e
e (d) “To: describe . propcs-
> development “
we ) . ,"‘ . 5 Q ‘ . _ . ) . e
The overall obJective o° -rogram nas been to develop-and
evaluate a new method for prJ' mputer-based troubleshooting

training. , _ - : o o tgl:

for ~Hursuipg, this objective, among f

directions: in ACTS research ‘and

There are a number of rec

‘Which are tge need. for: , cost i individualized training, sim~ '
plified pro edures for the pr- ticn of computer-based training "
: materials evaluation of the cability of advanced techniques from ' Py -
—' ! argific1al intelligence' re et Army training,_!hd improved ‘methoc=
Y o£ _training trouble;hooting r=s. These areas w1ll be examlned ir
'turn. : S ‘ : S
1 | | | z ‘
The Need for Individualized ¥ -_:ing
" 8 The. coﬁceptxt;at traini:: . - be conducted mdge -effic ently or'
effectively if. adap:zed to chi~at.-ristics (such as ability) or performancc

of ‘the 1ndiv1dual “udent is nOL - new one. Metbods for providing such. .

. Q:.*. 4 .
lA complete list of =11k publlcatlnv. produced’as(part of this effort is.
included as Appendiz A, "Bibliogr_ghy of ACTS Publiodtions " :

) - A . . . .y o . . ’
Lo . R . . 6\ e
) o, N .
. . N
. P
.
.
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indiviawalizazion were developed =s’ e€arly ad the 192( (Pressey, 1926)

‘althoug- not widely used. Not until the 1950'= did : -<¢¥vidualization of =~ - °

- vided by :he rrow's mmed text,

- .seqyencing =g ¢ 1ctz:an of student responses) in addi:zion. to individua:
“control ¢f wmarie- E t= the’ linéar and branchlng apprvaches, under the

| The Problen .2 PréparingVComputer—Based Training Materials

. training and education become a popular topic (CrODan =, 1957). _The 3

firs: a p“'aach to individualizat- Qn to réceive mass :: gptance was

Skimnner' '¥354) "'teacihing mach1n '-and a vardiant, the inear programmed
Ctext. Tb = metheds : rmitted each student to proce:’ :- his- own pace,
~but instro-zdcmal con~tnt remained tbe same for all s: «<.ents. The s

teaching nachine @ ~d. the instructiongl sequence by wequiring students
to repea: se:mment:: L shich they had previously respomsed incorrectly.
In genera.., e=ver '#M4dmitéd amount of individualizat ior was not ‘pro-

&

Crovider f)wrs . dcveloped both ‘a teaching machine znd a text format
which permi=z:’ |, anc=ing (variatlon An- instructional sontent and

general tarm - u'ammf" Instruction (PI) have been widely adopted by the ?

c.military and ... -ivi. izn educatiorzal community. Man: of the "new"

Kadvagces in Ar ~ czraining, such as self—paced instruc-ion and .the Tra1n-
_ing Extensior .ourse 'TEC) audio-v_sual lessons, are-a-plications of the,
p%%pciples o7 21 to non—paper—and—pencil”media.

*

’ L

\@otb tmes of FZ have been re_atively successful. A branching PT
text provide gréater capability for indiv1dualizatiox than djoes a
linear one. -sowever the commonly used textbook form=: >lacés practica.
limitatiows -n the awmount of indiv=dualizatior possit .=. . The mqre
branches l—cluded ~he more cumber som® and di: ficult 2 the student tc
use the tE\:: . o « )

" The alhent of real-time computers dntroduced the uapabﬁlity to
prov1de greater indivicduglization than is’ poesible witz & branchingpro-
grammed tewt. Computer-Assisted Imnstruction (CAI), th: use of the com-
puter to r-nvide instruction directly to thé studen . had its beginnings
in 1959 (k.—21, Anderson & Brainerd, 1959). ® CAI did 1c— come ihto wide-
spréad°us« satil the mid-1960's. Despite-its tremendc:s poténtlal to
provide ‘individualized instructien, CAI frequently ~as b“een a disappoint- ‘
ment, ~ Res= rch evidence indicates that CAI is an efieczive, but not . P

necéssar;l - practical, method fer tra1ning and education.- \

P

Y .
‘J
/ /

. - .
14 . ‘.

appears tb dc ".ittle more than present d new segment (page) of ‘text
_after ‘the stuc:nt has made a response. While this is an oversimplifica-

. examined_he;e ) . -a# , A "

-

’/CAI's cvems frequently are referred to by observers as "automatic
page turners. The appellation‘ref;ectg.the fact that the computer

v,

tion of the c-mputer's function in many. training appllcatlons, there is -

a grdin of truch in it. Generally, capabilities of‘the computer for °
providing ind ~idualized training are underutilized. Several reasons o
would appear ~-or-this. A few reasons~or this- underutilization will be (

LN \

_ 9‘ .
[



. . ' , '
‘he first reason i= ._s- orizal. As ;escrlbed-aoove, CAI has been
viewec primarilv as z bz <ter nethod of presenting PI. Thus the pract1ce

. o dresenting inmstructioe _-. small segments has beer tranéferred directiy
f—-m ¥1 to GAI. Whils 3- ‘ropor.ents clazxm.that CAI is a flexible
t::tru:tional medium, pre -_Zing che “*pab;;ity for tme uie of a variety
o- instructional strazeg:.--.. it has in fz-r been used extensively with
czBy two of those strate: ..=. drzZll and prectice and tutorial, the . J
lazzer being couceptuall- dientical to tih= PI strategy." .

A second reason 18 —= dirficulty,\_nme and cost required to
pr=pare highly *ndivicuz . _ad CAZ materiz :. “As -compared with the

.. pr=paration of a PI text :—e CAZ author..ss the. additional task of ~
organizing (and "often cc:zi=gz) theymateriz_.- for machine execution. L .
Moreover, the more option:s >r brznghes wi=—:in a lesson, the more complex
‘the authoring p*ocess T=comes. _nc c .smplaxlvy leads to 1ncreased~

preparation time, which in turn _eads to =zreased cost of the lessowm-
materials. When CAI is :ir:roducad in an ~—2arational settlng, such as an
Army school, the authors ~:rvelwv have the _uxury of providing. individuzl-
ization to the,extent des_:-zble. Le=:sons must be prepared: within a -
fixed. and often'very limited period of t .me. Individualization is. '
W{fgn sactificed for effi-iency of produc--on. : ' o . .
. l,' . . \ .. -j e e e i em e emae e
; There are several pofsTble ways to telo the author in this situatien. *
ﬂOne is the development of -n-line anc of: -line aids to assist the author .
ip prepdring lesson materials by perform-ng the more tedious and time-
consuming tasks. Another Zs through development of generallzed instruc-
tional logic routines indenendent of ins=z ructlonal content. The author's
tasx is then to inserz the lesson corter~ into a pre-existing framework
Unfortunately, the framework may not nec: %sarily be the best one for any
particular set of materials. Ideallv, t=e instructional content, rather .-
than the generalized- logic, should de'cer*r ne the instructional sequence.
* G ”
gﬂ‘thlrd method for providing 1nc1v1dualized lessons is the development
of computer software systems which can themselves generate individualized °
training séquences through the use of an internal expert: This expert
! must be able to analyze student responses to determine the student's
-learning difficulties, and present the appropriate 1nstruct10n to correct-
those difficulties. This last approach requ1res the use of “"artificial

©  intelligence" technlques . o . ‘,»,'

: - £ :
The Bfomise of ("Artificial Intelligence" Techniques T ‘ é'

Artificial Intelligence (AI) technlques afe algorlthms (rules)
which anable computers to exhibit "intelligent" behavior. Examples of
intel. igent behav1or are understanding written English, playing chess, ‘
and learning (changlng behavioff as a result of experience). The field .
of Al developed in the 1960% ps a tool for the study.of humad behavior. .
It was assumed that better understanding oﬁgcomplex human behavior could
be obtained if -the rules whiclH enabled computers to produce the ‘same
behavior could be determined. By the 1970 s<1£ had become apparent that

3 o ‘ ' . l

) A : : S
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the same tecmiques could Se used to enhance-CAI. . Carbone¥l's SCHOLAR
system 19¥0:; was the firs- to use an intelligent computer—based tutor,

“) * one tha- ceald both ask questions of the student and respond to unantic-
1pated sues:tions posed by the student.. v .

4

, The advantage of AI tochniques is that they can provide highly CL.
individus . zedsand flexible -nstruction without the ‘necessity for pro- )
gramming -ne igstructiona’ '~ ogic separately for each lesson. The pri-
mary disz-wwantage is the exc=nsive computer ‘resources required to support
CAI Syst ems wiich use AI tecmniques.. In, the past, this has prevented% .
the use o su:h _gystems cuzside a research environment. Fortunately,

. technolog.ca_ advances in computer haréware (particularly miniaturization)
,have resilte.dn a substzn=ial reduction 'in the space requirements and
initial :c=t previously zssociated Witb the computer - capability necessary
to’ Squcr’ sophisticated AT. PN

-~ PR . o
. - -~
. .

~ )

. . o MR .
Zmpro- .zg Troubleshooting Training Procedures \ ..

—

i T 2 &rmy's .current :zpproach to troubleshooting training is primarily
---=- --hands- >n anc equipment soecific. - The student first is taught the sequential’
step—b\-steg procedures -=cessary to locate a malfunction in a particular .

item o: ecuipment. The. he practices, and is tested on the actual
eQuipnent___self This approach has several advantages. It insures
that : 1e student has mas:zared certain prerequisite skills, such as the
. use’'o: tes- equipdment. This approach also teaches the student the
physical Z:out of the =cuipment and, the. correspondence between the
equipment :md the circuit schematic diagram. Finally, it gives the
" student practice in disassembling and reassembling the equipment.

© - N

' o There zrzialso- ral aisadvantages. Since‘the training content
is equipmer ‘spec#fic -procedures, rather than troubleshbobing logic,
there is licci= tranéfer of the skills acquired to similar or,modified
items of eqiipment. " Also, =z substantial amount of equipment, which .
* .. otherwise cc:1d be used operationally, is required for training putposes.
Instructors must spend large portipns of their time inserting malfunctions
into the equipmegt ,> rather than actually conducting’ training. Moreover,
much student tim is spent assembling, disassembling, and.soldering the’
. equipment,,tnus .redacing-‘the number of different equipment faults that
they can ‘experience during their. training. The use, of "intelligent')
computer simul&tion offers one means *of improving existing training

A ‘procedures. . .’ C

| Ob‘ectivés Y . S

__J___ ¢ 5 - i .
. . When. ,the ACTES program-'as initiated it was v1ewed as a solution to-
the problems described abover In summary, the ‘overall obJectives of the

o -

.’program have been: - . - - _ _ L

- y M
. Ve . /- ' .
- e N - v oM .
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(a) To improve the dindividualization of training in CAI systems
through eké'use of AI technlques . <
. “ - . N
(b) "To minimize the.effort required by the 1esson author; -
= (¢) To use relatlvely "basic" AI techniques which can’ be implemented
on small- -scale computer systems . .
, (d) To evaluate the tralnlng and cost effectiveness-of the- ~system ™
for electronlc troubleshootlng tralnlng. .. R S .o

v . N
'
R

: ACTS DESCRIPTIONI .

The ACTS program was initiated as a basic research effort in 1974.
" Work accomplished through January 1977 was performed by Perceptronics,
Inc., under contract to and with’ guidance provided by ARI. The eurrent
version of the ACTS evolved gradually throughout this period. Previous.
] reports (see Appendix A) described the ACTS as it existed when those
reports were written, and, while historically accurate, do not always
accurately reflect the current state of ACTS development. For example, .
the ACTS has been called the Computerized Diagnostic and Decision Train-.
ing (CDDT) system and the Computerized Decision Trainipg (CDT) system,
as well as the ACTS, in different reports. :This section. describes the
current version of the ACTS. - = . '

A brief overview of the ACTS will provide the background for the
system description. The student's task in the ACTS training setting is
to troubleshqot a complex electronic circuit by maklng various test
measurements replacing the malfunctioning part, and making final ver1f1-

- cation measurements. The entire process is simulated by the ACTS.

Neither the actual circuit nor test equipment is.required. The heart of

. . the system is an adaptive computer program which "learns" the relative

- preference of. the student for the various test measurements, compares

" this to those of an expert, and when complete, will provide feedback and
adapt the instructional sequence to eliminate discrepancies between the

?student and the expert.

The ACTS is not being proposed as a complete - troubJeshootlng tralnlng
method. It has not been designed to train the student to use test
equipment, assemble of disassemble the equipment, ar prov1de him? with
background ‘information about the operation of the circuit. .It is desighed

/ Pl
lA qussary explalnrng the technical terms used ‘in this 'section is included.
Terms included in the Glossary are "under¥ined when they- flrst appear in the
text.' ) . ’ . . i .

2Both male«and female personnel recelve electronic troubleshootlng training
invthe Army. - The masculine, gender in refe(ence to those students is used
only to avoid the awkward structure 1mposed by "his/her"iwording.

L4
: ]
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to-train the studentr in the" d ision-making asppct of the troubleshootlng

} process. . .
—r. o= W B - F - - - : - - - . L. R fT- - - - s
p ACTS Components ‘ . . o - N
. P T A _
The ACTS . consists of four major componentzd;}Ta) tHe task.model; 4
Y : ) (b) the’ expert model; (c) the student model; a €d) the instructional . B
model. . . ¢ ° S
. . . .

- » - * . - ( A
- Task Model. The task model is a simulation of the ¢ sceam (i this -+ ’
case an electronir circait) on which«tuc cradent is to ve trained. The
circyit currently being used 'is.a wodular version of the ileatlLkit IP 28
. Power Supply.1 A simplified schematic diagram of this ¢ircuit is shown
: in Figure 1. The power supply, when functioning4properly, comyerts a
;o 117-volt alternating current input’ (shown at the left) into 'a stable,
low-voltage, low—amperage‘direct current output‘ (shown at the right).
. As the diagram shows, the cirtuit consists of tern modulec. Since tlie
output of the circuit must be stable,. even with variations in the input,
there are a number of corrective feedback. loops in the circuit which- Y
make the troubleshooting process-more difficult.’ 7

' -

. Expert model, The second major component of the ACTS is a model of S—
~ "an expert troubleshooter. This is an Expected Utility (EU) model which

’ pred1cts the expert's measurement'choices ‘as he troubleshoots the circuit.

It ic Jev.loped througn on—line observation of the)exoert s LLWUblESﬂO(Llﬁg

behav1or » "o ‘ .
» . . \

. Student model. - The student model, like the expert model, is an EU ~
’ decision model which predicts the student's measurement choices. It is.
developed through on-line observation of the student's behav1or as he
: solves troubleshooting problems on the ACTS. . .

Instructional model. “The last major component is. the instructional
- model. The function f the instructional ‘model is ‘to-compare the expert
and student models, termine discrepancles between the two, and to -
modify the instructional feedback and problem presentation sequence in
R order to reduce those d1screpanc1es. Currently the instructional model
cap provide some adaptive feedback but cannot modify the 1nstructional

v

sequence. - ' , S . i . .
- The Expected Utility Model - /,
’ The un1queness (and .promise) of the ACTS lies in the use of the .
: expért’ and student models. Since they are so important to ACTS :

1Commercial designations are uséd only for precision of description. Their
dse .does not constitute endorsement by Department of the Army or the Army
Research Institute.
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R , Qperatlon ¢hey will be. examined in greater detall Whlle the two
T models serve diffErent functions and use different data, ‘their operation

is identical C e . S <. 3 ..

N . B i X 1 .
'; . . . - . _! S - ) - - . a\

e ' 'ffﬂ"Consider an expert ¢fbubleshooter who is giyen‘a,deﬁective If-28,

' power-supply and\eimply ‘told "It doesif' t~work * Fix 1t!"”  If he chooses
.to repair it, there are a limiged number of ‘actions that he can take.

. .The troubleshooter can use. the switches and meters on ‘the front anel of'
thé power Supply to check’ any 'of the four outputs. He can take'Rhy'of
the -Z5 possible’ internal test measurements. Or this expert can replace

- any of the 10, circuit modules. . T o T NN -

\ .A} . "

Each of these possible actions hasg associated withgit a set
possible- outcomes For example, measuring the output voltage® “with the

(A ‘voltage setting in the high State- could produce outcomes -of normal low,

' very Jlow, or zero.1 Module E the current source, could be good or bad.

If good, replacing 'module E woyld not correct” the carcuit malfunction.

.If ba@t, replacing the current-source would correct the malfunction.2

ssible outcome has three properties.t The first is the cond1tional

y of the occurrence of" -that outcome given that' the appropr1ate i
-aqtionnis se and given ‘the previous measurement outcomes. For o
example, ‘glven the previous measurement .results; what is the probability
that measur1ng ‘the output voltage with the voltage setting in the high
state will -result in an outcdme of zero? The second property is the
utllitz of the outcome to the troubleshooter, i.e., what he gains or
loses as a’ result of that outcome ~ Utility is suhjective, but it should
: " be related ‘to the cost (in time or money) of’ taking ‘that action.. The.
. _ thixd: property is the | gain in information that the outcome provldes
" .about - the location of the. fault. Informatlon gain-is a function of the

‘ number of faults in the circuit that would be e11m1nated if a part1cular -

A A reSult werq‘obtained. L . . C S

: "." -; . . ‘. o ‘ ) %'ﬁ

. The expert and student models combine these three properties to
"obtain an "'expécted utllity for each possible action. The higher the
expected utllity of an action, the more de81rable that .action. becomes.'

v " - The propert1es are\comblned as follows: = . o o
¥ o i - f’

n ; . : .
. U A

lWhen'usingb'the actual eduipment of course, the outcome would he a-
o ' numeric value, - :The troubyéiﬁgoter next would have to. determine whether

°

this‘value.was high . medium, ) ow, etc. _ ' B

2Again, th1s is fa, s1mp11f1cation The current source could be "badjyin a
e R o
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= the expected utility of action AJ S ’ .
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the: probability hat outtcome i, of a}set of n:

; Pij B outcomes will Ceur- if action Aj is selected *®
i . Uij =" the utility of outcome i of action Aj v o 4;£ﬂ¥ ’
S qij‘= the information gainyresulting from thevoccurrence of outcome o .
. » i of action Aj | ‘ , -
/ . o - . . ‘ .

."In other words, the,expected utility of any action is the sum “across all
possible outcomes of that action, of the product of ‘the probability,
utility,_and information gaim of that outcome.1 : S

While it is assumed that human troubleshoot%rs compine the properties
in this- fashion, and choose the 'action with the- highest expected utility,~é
this is not a necessary condition for ACTS operation. It is sufficient
-that the model predicts the actions of the human troubleshooter accurately

. ]

An example of the operation of the expected utility model is shown

~at Appendix B. " - .

~

Developing ACTS Training Materials

” -

o While the basic ACTS model is applicable to -any diagnostic task _
- task-specific information must be provided before training can begin.
The first- step in. obtaining this information is \te prepare a table
similar to Table 1. This table, developed for the IP-28 power supply, .
shows the outcome for each.of the measurements for-each of the possible: '
circuit faults. This’'information forms the basis for the , task model
(circuit simulator) and 1is necessary for the development of the expert
/ and Student mbdels ’ ‘ S :
- The second step 1is to determine the probability of occurrencé’of Y,
each possible fault. The Simplest procedure is to assume that all
faults are equally likely.to occur. This method is especially appropriate .
for new circuits for which no information about- failure rates of the '

components  is available A more 3ccurate representation of the on-the- - ' ,
job situation can be obtained by using pnobabilities which reflect the IS
frequency of occurremce of each’ fault in the actual equipment. This . . -i

information ¢ould. be obtained from examination of . maintenance records.

' 4 !

1It should be noted that the ACTS EU model differstrom the basic EU model
described in the Glossary. Information normally a: component of utility, -
is.treated separately in the ACTS B - - . . 5

> . ;
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If' the- records are not available, estimates of the frEquency of fault L.
uoccurrence could be obtained from experts. .
. .
Given the table .,of faults and measurements and the prooability of'.
-0ccurrence of each fault,-the ACTS can calculate the conditional proba- . -
bility of’ occurrence and information gain of “each outcome-zs shown in - .
equation 1. When modules can contain more thah one possible fault, the
"ACTS also can calculafe the probability that particular module is bad.
Equatipns for these calculations are shown.in May, Crooks, and Freedy o
-(1978) e s . , ; -

-

1

. Next thd costs for each measurement and*module replacement must bq
determineé "In gen general measurement costs:should reflect ,the amount of .
time required to take that measurement when using the:actual equipment.
The cost of replacing a module should reflect amount of time for replage—

- ment and cost of the new module. The costs are presented to the student
in dolIar amounts. (' o .' ' '
- : ‘ - . pe c .
. 7. Programming the computer to display the circuit diagram is the last .
. task before the..expert model can be trained. This training process N
. results in the utilities for the medsurement outcomes as shown in.equation

- 1. Referring once again‘ to, this equation, it can be seen that there ard
now two sets of unknowns remaining:  the expected utilities for each
possible actionm, and the utilities for each poss1ble outcome. These t

unknowns are estimated by "tracking" an: expert's troubleshooting behavior .
. as ‘he completes a series of problems on the ACTS.. ‘As he does this, he.
is presented with the updated probabilities of measurement outcomes. ',
‘The values of the known model parameters (probability and information)
are entered into the expert model before the expert’ starts, with the
utilities set at some common arbitrary value (usually 100). The expert .
model chooses the action which has. the highest expected utility. If the
expert then chooses the same action, no changes in the .model: are'madg%
However, if the action/selected by. the expert model differs from the
~action selected by the expert,. the model utilities associated with the
. model_ch01ce are punished (decreased) and those associated with the
e expert choice are rewarded (increased). This process continues until
the estimated utilities become stable. This will occur when the expert
.model is able to predict. the choices of the expert accurately.

At this point the expert is no longer'needed’ The expert moz=21,
having been ' ‘trained," replaces the human expert. Now the system s
'ready to begin training the student.l As did the expert the student

begins to troubleshoot. As he does this, he has access to-the probabili—

ties produced by the expert model.

3

!

INote that no mention has been made of techniques for modifying the
1nstructional sequence or for providing feedback to the student. T-eo

. methods- for accomplishing this have yet to be determined as will b:
discussed in a later section- of this report.

11




"'As the student’ solves a series of probiems; tn= student model,

which functions in the same manner as does the expe-t model, learns the. .

v student s utilities., ‘When ‘the est1matéd student uzilities begin to
- stabilize feedback can be provided-to the: student L

. .
- . . .

}Student?InteractionS~ - '»;. R S e S

-

 The student display, as it appears at the start of a problem is'
shown in Figure: 2. It has fouf a eas: (a) the-circuit area;, (b) the' =~ . .
- main message area; (c) tHe considerations area; and (d) the legend/ o
error-message area. The circuilt area contains a diagram of the circuit
< along with the measurements that the student can take, and the cost for
S edch measurement. After a. measurement has. been.made, the outcome is *
«displayed instead of the cost. The.considerations area is used. to _' - .
preseﬂf‘the outcome probabilities to the student. The main message’ area ' =
ET ' infonms the student of his options, and also provides-instructions and’
A assistance. The legend/error—message area provides a legend interprefing
he codes by which the probabilities are displayed, 4nd. is also used tou _f.-,_
: 1nfogm the $tudent when he has taken an "illegal" action. _ All .student. aﬁ ;:’

% inputs are accomplished through the use of-a trackball and cursor. . . -,

‘ ! ) qu..".i

Figure 3 presents a flow diagram of the. student interactions with
the ACTS. during the training process. At the start of a problem, the
student is told only that the circuit has' a malfunction which he is to .
correct. Initially, the student can select one of five options The .
first is to ask for HELP. As shown in Figure 3, this option is available . .
to the student, whenever he ‘must select some action. HELP provides the
stydent  with two types of information from the expert model: (a) a list
of the circuit modules that gould be bad; "and (b} the; action that the °

-

expert would take next. - 6. .
‘The second option that the ‘student can selectbis to enter his . - .

- choice of symptoms for consideration. Symptoms, which are measurements

made on ‘the final output of the circuit, are distinguished from the

internal measurements. After the student chooses a s tom for considera-

tion, - the expert model's probabilities for the possible gutcomes of a

check of that symptom are shown. The student may choose to consider ~

‘gdditional symptoms, select one of the symptoms “considered, or choose

"none of the sympt¢ms and return to the action selection choice point.

HELP is also avaiiaole. Selecting a symptom causes ‘the outcome to be - & - .

displayed, and then returns the student to the ‘action selection choice

o point

The third option that the student can select is to enter his choice )

of (internal) measurements for consideration. The sequence of inter’ictions .
for this option is the same as for the previous option,‘enterlng a

: ch01ce of symptoms for consideration. : . . . r

.-L

A




* Figure 2.

2

13

“The ACTS Student Display As Tt Appears at the -Start of a ‘Prc_ib'l_e,m*’
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. il The fourth option s to enter a choice of modules to be considered

) for replacemen: Af ter. the- student chooses z module “of consideration,
T " the -expert mode s n—obabllity that that module is de~ ective is shown.to_

- Jthe student. A en: may consider additional modules . choose to ;

replace a spec & odule. Or return to the adtion selection.choice - ‘ o
point. Again, js ~ zilable. 1If the.stgﬂent chocses to replice a -

v-module, the reg pnt 13 simulated .and the student is’ returned to -~
‘action selectig) ice. point. (o . -, S ,‘('

TN
.

. The student s final option is to declare the circulx OK." If the

“student’ is incorrect, he is given feedWhdck td this effect and returned ¢

* to the acrion selection choice point. If correct the:student is”
informed that he has corrected the circuit malfunction. YAt this point
the utiTities in the student model dre updated and a performance summary
is pr1nted for the- experimenter. If a block of problems has been com-
‘pleted, the studert ray be provided with feedback based on the student .

model utilities. 0therw1se, a new problem is initiated.
[ ]

PG . - - .
. . N L

!rn

'

EVALUATION o

. ‘A one-year effort was required to develop the basic concepts for

ACTS develcpment and to produce the basic software to test tlose concepts. 2
Since the basic software was czompleted at -the beginning of 1975, the

ACTS has unZz=rgone concurrent de¥@Yopment and:evaluation. MaJor items
awaiting development are the utility-based feedback and the modification

of the provlem presentation sequence on the basis of student® utilities.
However, since evaluations have been conducted concurrently with the
developmen:z process, there are-sufficient Yata to show that the maJor
requiremenzs for successful ACTS operation have been mert. e

. The most basic reqlizrement is that the utility estimation algorithms
(which estimate the expe-t and student utilities) operate *orrectly. -
This applies to both the expert model and the student'moc:.. Several
. tests of these algorithms have been conducted.
4\ ® . —
The ‘first were conducted us1ng pairs of selacted. mea_urements An
arbitrary set of utilities was, ‘éhosen for the ncrmal and _pnormal out-

comes of the two measurements under con51deraticn. N

A troubleshooting problem was initlatéd anc an exper- used the
arbitrary utilities to calculate the ‘expected utilities oS those two
measurements, according to the EU model described previously. The -
expert consistently chose the measurement with the greater expected

——-utility.- This process was repeated for several problems using different
measurements. Figurg 4 shows the change in the ACTS-derived utilities _
"fpr the two outcomes. (normal and abnormal) of two selected measurements.
I/b this case, one of the utilities hac an imposed value of two and the
other three had an imppsed value of one. This figure shows rapid stabili-
zation (the utilities ddd not change after the second dec1s1on) and a .

)
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rank ord@ring similar -to thit of the imposed values ,These tests

indicatéd that the utility #raining aigorithm was operatlng correctly

for pairs-~f 1solated measurements." - S : .

@ . A

- -

<
A subsequ~nt test was made by an expert who used a consistent’

overall decigicn strategy. Most - of the avallable measuremenEs were

used. Followic3 14" problems (70 measurement selection declsions} cat
the utilities’ that had.been adjusted by the ACTS sta ilized at “levels U
_ which corresponded to their ranking in the ‘decision strategy used .by the

[

gxpert. . . o : .. o

[ . . . 0y

The _same’ utilities were alsq 1nserted in a. s1mulated student ;
program to provide’ aﬁ additional test rof the utility edJustment algorithm
" Conditions were such that/#he student utilities were "known' and ‘the °
" decision-maker was completely consistent. The.s1mulated student is a_
routine which treubleshoots the circuit _using'any ‘set, of - utilities with
. which it may have been°programmed It always chooses the action with
"the highest expecfed utility. 'The resulting utglities produced by the : -
utllity estimation algorithm were in a similar rank oyder to ;he simulated
vstudent S utillties L " .
o & 4
. Since ‘the expert model and, the student model are, in. essence
identical it can be assumed that if the expert modzl functions pr0perly,
so.does’ the student model. Nevertheless; this assumption was checked by
conducting?a-tes: of 'thd adaptive student model simllar to that pre-v;
viously describe for the expert model. The spccess of the student
model in predic: _1g~thé actions selected by the simulated student is
shown  in Figure .. “Accuracy increased rapidly during the first 80
decisions (aporoximately 18 problems), and perfect success was achleved
. after 210 decisions (45 problems)

.

-~

The tests descrlbed above 1nd1cated that the adaptlve utility-
estimation alzorithms operated correctly when the students or experts
made decisions consistently. The.next Serles of tests was conduacted to
determine how thcse algorithms pe'rormed whén the degisionmakers were
less than pef:ect y consistent L ’ e .

» .

The firs est with'a person not following a predetermined tyoubleshooting

strategy used in expert electronics techn1c1an He solved 30 troubleshooting .
problems using the ACTS while the ut111t1es of the adaptive model were
adjusted. In a post-sessign interview, "the technician was asked why he

ected specific measurements,and his éstimates of the importance of
those measurements. Those indicated as ‘critically important in trouble-
shooting were .identified as the key measurements. Figure 6 shows the
adjustments o and stabilization of this expert's utilities for normal
measurement outcomes of these key measurements. Their rark order is the
same as his verbal ranking-of their importance.

A subsequent study was conducted to examine the'performance of

experienced electronic technicians. Eight students who scored high, on a
N -
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g : o T e
written electronics knowledge test were g1ven 4 1/2 hours of experience
on the ACTS, iV1ded into- three’ sess1ons._ During the second of these’
sessions, ,they used the expert's estimates of actidén'outcome: probabilities %y

as an aid:in their selection of troubleshooting actions., During the
first .and’ chird sessions,_¢he probabilitles were not provided to the

“students., - _ ) A ‘. : o _ .

ul )
Cos 1 ‘-,

oy, The students improved their decisionmaking speed throughout the
s X
threé. sessions. The-mean and range of decision time perkormance are .
~presented in Figure*7 Figure 8 ‘'shoéws ‘student degision efficiency" » .
measured in decisions periproblem, . 'The figure also shows the students’ )
dependence on the outcome prqbabll{tles provided by the éxpert. Why
. the probabilftieé'were withdrawn in” the third session the students’ - _
Adecision efficfency decreased.‘ ™ T S ,,f

-’
.-

The‘mean prqdictive success, of the adaptive student model was alsd},‘
Aassessed during xﬁis testy’ as~shown in Figuge 9. During the second*ses—
° sion, when the outcome probabiIities were presented the model predicted :
75%. of thé students choices correctly.- - . ) . . .- :
Co : f At this point in the evaluation process the folldwing conclusions
. \can Be made. First, 'the adaptive utility estimation algorithm can
: * prediat, after practice, the erformance of a, consistent decisionmaker.,
& Second, the adaptive utility estimation algorithm .accurately,rank-brders ,
the Utilities. of ah expeft technician.. - Third, the presentation of “
. outcome probabilities improves both student performance and the predictive
, power of the student model. F1na1ly, student ‘performance improves with R
' practice on the system inthe absence of ,any feedback regarding utilities.

’ , . "ADAPTING TRAINING

B e
s

P -

The ACTS 1s still not oomplete.' The' major 'difficulty has been the
development of the mechanism (or mechanismg) by which the training is to -
be adapted toﬂindividual performance. Ideally' such mechanisms should '

¢+ affect both" the feedback that the student receives and the sequence in
which prohlems are presented, and” should be based on the student's
h utilities. This has turned out to be more complex than antic1pated
One reason is the sheer volume of-ahformation provided by the uti11t1es.
There is’ one utility for each measurement outcome, and one for the
‘replacement of each module. In the~gase of the IP-28 power supply, S
there are. 96 different utilities. .Table -2 shows a sample set of student’
utilities. _ ‘ .o ) < . .);
‘ & . PR : . . .
Thus far two methods of providing feedback to the student, one
, using studént utilities, have been de@eloped. Neither method alters the
problem presentation sequence. The' first, and simplest, methoﬂ presents
"' the kexpert model'’ S action choice to the student hfter the student has
o madd his selection and olftained the result. Student utilities do not
p}ay »® pafi in this- feedback sequence, bu} the expekt model is required ,

°
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a - Samplé Set of Student Utilities,if

Table 2.
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--Measurement- - - -
- or Symptom * .Normal

Code

‘Ubility for

L,

i Outcome Outceme 1

Non-normal - Non-nofmal _ Nonhnormal}_
“Outcome, 2

Outcome 3

Module Utllity for |
Replacement -

Code

P

Q
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e
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4

5
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to make it .practical. Determination of the:"best" actlon at any, point

in the. troubleshoot1ng sequence must account for the previous actions

“taken and results obtained by thé.student.. Between 4 and 12 sequential

actions (decisions) are- required to repair’ the circuit, and 1nitially

- the student can choose from among 39 possible actions. To program all
of the best’ choices using a logical branching technique-would be, at ~

" best,".a rather. complex task ' : N .

The second method of providing feedback is based on comparisons
-among "key" student utilities. The key utilities are those for measure- .- '
ments: identified by an expert, as being_of critical importance in the -
€ault isélation process. For the IP-28 power supply, the utilities for
the outcomes for six measurements were considered to be key._ Based on
~. the relationships amang these utilities, ‘a set of -six decision rules and

feedback stagements were developed Samples are shown in Table 3. The -
decision rule forthe first feedback statement should be read as follows:
If any of the utilities for measurement 3 are 'less than any of the
utilities for measurement 19, or if any of the utilities for measurement
3 are less than.an;/gg‘the utilities for measurement 11, present this
feedback statement the student. v -
“Fhe . approprzate feedback statements in1tially are presented to the
--student ‘after completing the 15th’ problem, with updated statements
presented every 15 problems thereafter. The student can review them aﬂ'
any time. o :

o .
’

S * FUTURE' DIRECTIONS

_ At some point in the development and evaluation of ,any training
. jsystem, the deVelopers are faced with a-‘dilemma: should continued

o efforts be .made ‘to ‘improve the system, or should further.development be .
St6pped and thelsystem evaluated ip its-current state? The first alterna-

[ L

3a potentially better end prbduct, but delayd evaluation, and
,»implementatidn The second alternative offers a potentially
~t an optimal .end- product, but earlier evaluation and implementation.

uch Is. the dilemma currently facing the ACTS. On one hand there
umber of questions reihaining to be resolved and improvements tq

‘be_made, particularly with regard tg providing feedback to the student

and” altering the problem presentation sequence. On the other hand, the
‘ACTS appedtrs to have the potential, as it currently exists, to improve.
Army troubleshooting training. For these reasons, future ACTS research
‘and development’ will follow two initially divergent, but converging,

paths.

One path will be directed toward evaluating the training and cost-
effectiveness of the ACTS in an ongoing course of instruction .at an Army
school. As a prerequisite to th!s, laboratory evaluations #ill be con-
‘ducted to -determine: (a) the transfer of ACTS training to the .actual
equipment; (b) the relative proportions or training with the ACTS and -

/

R . ",:_ . | . . M 25 .3'1 ) ’_.4




ey Table 3 Tf 8

Sample Decision Rules ann Feedback Statements

C e "
FL

Rule ‘ : Feedback

. _ - .
i f//) ) - ---" - [ i, —
. N - , L
3<19 Although measurement '3 is located at a good point to. isolate
or v, the power input mdﬂﬁles, it is expensive. <Use this measurement
¢ 3«11 after you have eliminated most other possibilities. Measure-'

ment 3 should be used when the probability‘of a normal outcome

5 is rathHer high but not certain (a rarge of 60% to;SOZ).‘
2<11 A good firsg step in checking the operation of. current and'.
,or’ voltage feedback loops is to check the output of the series
3<11 r regulator. This’ should be doneawith the circuit operating at .
or full output since this fully exercises the circuit functions.
4<11 | Therefore measurement 9 or 11 should be used even 1if there is.
a low probability of a normal butcome.‘ Use: measurement 11 '
. . since it is much’ cheaper than 9. 7. RV
. . , _ _ : AN

‘e . P
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’itra1n1ng with the actual equlpment required for optlmal training effec—

" tiveness; and (c). the effects of variations in the problem presenta ion
~sequence, on student performance,.. Changes made in ACTS software’ ‘will, in

. general, .be limited to those required to install the system at an Army
1’school Guidelines for the use of the ACTS will also be prepared. - R

Finally, an evaluation w1ll be- conducted at the school : . -

-

c T Concurrently, research will be conducted as a basis for .the- development
~of a second-generation ACTS. . ReSearch topics will. include the extent to
which expert utilities agree, the use of student-utilities as a criterion
for stopping training and evaluating student performance, and the develop-
”-ment of diagnostic measures based on student utilities.,
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- APPENDIX B‘ AN EXAMPLE OF THE OPERAT ON OF THE EXPECTED UTILITY (EU) MODEL"

ERPE . o o S
¢ T

. Sl
P “ There is- a.very 51mDIe circult ‘which can fall “in only one of four
.possible ways. These pdssible faults are.labelea A, B, C, and D. There
are also only four possible test measurements that-can be taken."- These -
_'meaSurements are identified:- by the numbers ‘1, 2, 3,.and 4;and have - .-
'costs assdciated with them of $1, $2..$3,<and $4, respectively. Each- -
measurement can have one of three possible outcomes, Normal (N), Low
(L), or High=(H). ' The following table shows the zelatlonshlps betweeu
the faults ‘and the p0551b1e measurementfoutcomes. . . -

. . . '.'._"
) . _:- ‘MeESuremenc B

Faults ' - ‘ 1. - 2.7 3, A

oK = . O N N N
T A L L H . H . -

. B i "L - N H ¢ L \
1 p) ‘
. c. ~ N N H L .
D. H " H H H

- All faults are equally "1ikely to occur. ‘When the troubleshooter is
given the circuit for diagnosis, he knows®that the circuit is not MOK."-
Before any measurements- are taken, the’ probabillty~of occurrence of each

A - of the meaSuremeqt outcomes is as follows: ) AR I . R
SETE SUR Yoo et I 'g'? s §5<ef“. }“3 ot
~ T : ' , : : g MR
. v R . ) . ) Ng
e _ . v " OQOutcome
- { . ’ i ..
Measurement ' : L N .. H :
1 - .50 ..25 - .25 '
. . * & . T - ) )
3 2 - .25 . Y .50 25
~.. . - S _ o _
3 ) ’ .00 # . 00 1.00

-4 S .;o & - .00 ’ 50 -\\\:'\
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The amount of jnformation resulting from each outgome is:-
o . . - :, ‘.'A ) . ) f .

.t

- ) . - : . Outcome
" -Measurement o~ L TN CH..
- - pA . N ) i L, e T .

.50 U500 -0 o '

)
2 '} ‘ ._Jn-.SO“ 50 .50

3 70 .00 T o0 -
G .50 - .00 500 o

' Assume that the utilities for all pdssiﬁle outcomes (L, N, and;H) of anyf>
measurement are the.same, and- that that value is equal to the reqiprocpl
of the cost of takimg that measurement. The gtilitjes for fhe.measure—

A

‘ment outcomes are then: ( . ‘ T : S
R o s R, ' ‘ ]
' . _Outcome ' . o « o s
- y o - R
) Measurement” - - ' L Ni' - o o
. ‘ .\' : * ’ ) \ >
S1 '1.00 .~ 1.00 .
3 2 - . .50 -/ U50,
TR ) N 2
3 . .33 .33
4 R R Y .
. g v, » - . B PR EEN | - L. o7 . 2 .
. r~.‘\ PR S - - P R

. S e LT N
The expected utility for each measurement is %alculated'as'the product

‘of the probability, utility, and information for each outcome; summed

‘across all outcomes for any measurement. '

°

: ' R o Outcome _ Expected
S | 7 - P
N N - -

w . -

Measurement . . L N, - H ‘ Utility .

I s 125 125 50
o “ . loezs 125 L0625\ .25

3 - 00 .00 005 .00 B

a | - 0625 .00 . .0625. .)£5 o R
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] N
! - ' V ) N ‘ V ’ ‘,, o
Mea5urement 1 would- be chosen by the EU model because 1t has the highest o
.,:L",A_;expected utility.. .- . ST e - d _ T
o Now- assume that measurement 1 is‘taken and an ‘outcome of’L is

_ obtained. This eliminates’faults-C ‘and D from ‘consideration. The table
showing the relationships between faults and outcomes. can be reduced to--

’ . the following
. o .
Measurement - vA!/’ -
‘Fault'vi - 2 3 SPRYA
’ R K . ) . ] . ’ B
B . N . . H, L »
The.probabilities of @easurement;outcomes are now:
‘ Outcome .
T Measurement | " L N "- H
2 . .50 ¢ .50 . ' .00
3.0 - .00 1.00 v
4) 50, .00 I
.n B i LT ‘;'.‘ o -"' . --" ', i T o . L ’ ,-_ ‘- o l . ) T ., ' ‘_ “.‘4"-
- The information te5ulting.frongeachvoutcome;is: - T .
_ e o
. ~ Outcome . . g <
Measurement ' . L N H o
® - - .50 .00
T3 . f00° 0 00 . .00 -
4 | 250 .00 fso0
y -
k 33
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’ o
' The expected utilities -

2> R .
.
e S -_. B “«

_ The utilities for each outcome remain unchanged
CE for _each measurement then beeome.— p e e s

@ o k I .o " i ‘ i s -

. : . B - P . . . ’ o i v . ‘v‘ ) ]
A SR oo Qutcome . ... | Expected -

N T » - Lo S R
N ot Utiliey T

‘e

. : ,00 -
. bR - -
; L e : A . e . N
ey © 4 . R - .0625 .00. .0625 © - .125 o
. . N ) - . ; ° ‘ . . ) 4 - - ‘ )
; The expéc;!d utility model in this ¢ase would choose measurement: 2.
~ \ . ’ ' a B - = o oo ::. B p
. - ) . * "‘9 T '
- - ’ L. . - -
. » .
. . j T
® - . ..
- é : -
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~ GLOSSARY _

This glossary contains an’ alphabetical 1ist of ll technical terms.
‘used in this report. In parentheses immediately following the term
.itself is :a 1ist ‘of ‘ather terms, also in the glossary, with which the
reader should be familiar before reading‘that definition.

L
- g - v

ALGORITHM — A rule for performing A cC putation or solving a problem.

. For example: "To find the sum of 2 ge ‘gf consecut e pumbers, one -
‘through N, ‘ultiply the largest number (N) - ‘by one plds the largest . _—

number (N +r1)-and divide the result by two."" . .

. T . . . e . c’

CONDITIONAL PROBABILITY (PROﬁABILITY) -- The probabllity that a particular .
‘o 'outcome (A) will be-obtalned 1if some other outcome (B) has previously

been obtalned, or, in other words, - the probability of{outcpme A conditional %

. upon B. Some outcomeg are independent. the ocT:rrence of outcome B has

no eﬁfect on the, probability of outcome A. For example,. the outcome _
vobtained on_ghe throw of a die has no_.effect..on the probability of -
= obtaining a Bgrticular outcome On another throw of the same die. Con-- - .
ditional probability is/relévant only .to non-1ndependént events. Assume v
", that two «Jonsecutive tthiows, of ‘a die are to be made, and that the
favorable outcome is a total of six on the two throws. Before the first
throw ‘is made, there are 36 possible outcomes, five of which (1-5, :2-4,
©3-3,.4- -2,xand: 551) will produce a ®total of six.k,The probability of:
‘obtaining atotal of six is therefore 5/36, or proximately 0.14. Now
, -~ assume that the first throw is made’ and a four 1§ obtained. There are .
~ now six ‘possible totals that could Be obtained. ; 6, 7, 8,'9, and -10),-
*“odly one of'which«is six. The conditional prob ility of obtaining a
" total of 'six given that the outcome of the first toss was a four .is ..

-

therefore 1/6, or approrimately 0.17. o .
COST (VAﬁUE)\-- Negative.valuef K ; ) ) ,

. DIAGNOSTIC TASK -- Any task which requires an individual to determine’
the cause or nature of a problem or situation. Electronic troubleshooting,
mechanic maintenance, and medical diagnosis are, common types of diagnostdc

tasks, _ . .

< . ~ . -
'EXPECTED UTILITY .(EU) (PROBABILITY, VALUE, CPST, UTILITY) ~- A numerical
expression of the anticipated subjective worth to an individual of o,
taking an action, when the outcome that will résult from taking that '
action is uncertain. Mathematically, if there are N possible outcomes,

. each having a probability of- occurrence PN, and a utility Uy, then

‘ .. e

3 .~
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CEU = PyUp + Pyl + P§U3-+ ¥ PNUN

/_7 e ﬁf;%yfﬂf SET 1.v,f",g.; .- -f. '.v : ._%.? :.

or w - . IS Y
N L N . | .-Pﬂ . . . | v | - . “. . .
"EU =3 PjUy - A | .
. i=1 . - . . 'y . .

. - / . S a4 s s
- 'As an illustration, consider the following situation.’ You have just -.
arrived in a distant city for ah_impdfcant meeting the following da?\\\
Iq'your,hastyldeparture,'you forget to 'pack your raincoat. Weather -
reports indicate a probability of 0.50 that it will_be fair tomorrow, a
probability of .25 that there will be light rain, and a probability of
'0.25 that there will be very. heavy rain. You'definitely will be exposed
- + to the weather, and it is-very important to ydu,chgt-you arrive at your'
‘ * meeting in- a_dry condition. You enter. a clothing.&tore which offers two .
Y. types.of raincoats: inexpensive, which will protect you against a light '
.rain, ,but offexs little protection against a heavy rain; and expensive,
which will protect_you againét‘light or heavy rain. ' You cannot wait
until tomorrow to decide what'to do. ' You carefully consider your three
.- possible.actions- (buy nothing, buy the ihexpensive raincoat, and buy the.
' expendive raincoat) and the three possible weather conditions (fair,
light rain, and heavy. rain), and, determine your utility for each action
' under each weathér condition. The results are as follows: - .

\

Q@ . ~

-- y ;., L C i N

2 C -  WEATHER CONDITION =~ '’
" AcTION . falr . 1light rain ..  heAvy rain |
: - : (P=.50) - =~ (P=.25)" i (P=.25)
"II Abux . R ’ ) . B .'0 . o .“ X /“ . - _,
'.,nthing ) ' .. ' Q e " =30 . S —190
. buy in@xpehsivé L o ' N g !
raincoat ' : -15 -0 - 30
- " - -
L " \ ‘
buy expensive S § S . : . .
© raincoat , ~ -7§ - -65 . ) . Q

4
[

- If you bdy £he'appropriatevraincoag for the_ weather, you'"break.even."<
o ﬁpyiné‘too little protection is unfavprable because your, appearance will
ﬁg degraded ‘and your’ clothing will be damaged. Buying too much pro-. .

- tection is ‘'unfavorable because you will have spent money unnecessarily. -
Which action has the highest expected "utility? Using the formula éhqwn_

: ’

*above: - » .

.

.t




(0.50) (0) + (0.25)(330) + (0.25) (~100)
. L Y

EU-(Buy nothing)

® . = -32.00

A . oo Y

‘EU (buy ineipensive raiﬂFoat)_ (O.50)(—15)I+ (0.25)(0)

N . 4 (0.25)(530)

- . " N . . 7 - N ) :
» . ) R : = _8.25 : ) . . ’
’ ’ . '. . .

EU (buy éxbensive raincoat) (0.59)(—75) + (0.25) (-65)

.‘. v' :'_ . . . . )
e S * + (0.25) (0 . o
N R L = -53.75 - T
( p -
Buying the_inexpeﬁsive_naincoac is the actidn which has the highest
expected utility. : : ) " ‘ T S

Y}
'

EXPECTED UTILITY MODEL (VALUE, COST, UTILITY, PROBABILITY, EXPECTED
.UTILITY) -- A model of ‘human decisionmaking which assumes that, when
individuals must® select orte of a number of géigrnatlve actlons, they

K

©  select the action with' the highest ‘expected, lity.~
(\ . . . L} N ) Lo / ) .
" INFORMATION (PROBABILITY) -—- Informatlon can be 1oose1y defined as - o

-anythinhg that reduces uncerteinty about ap outcome. ‘Informatdon is
measured “in binary digits, or bits.  One pit is the amount of iqformatlon
that will eliminate one-half of the alternative outcomes, assuming that’
‘all outcomes are equally 1ikely..fBe1ng tole that the- cukcome of a coin

' "toss was head, or that the outcome of a roll of a die was either one,
two, or three each convey one bitr of information.’ Know1ng which of four
equally likely outcomes ha ccurred provides ‘two bits of information,
and which §f eight, three b . 'If the akternmatives. are not equally
tikely, th amount of information in an N—alternatlve situatlon is

[N .

p; lo 2_1/pl + pp-logy 1/p2;+‘p3 logsy l/p3'+;.,+ PN logy, 1/py-
. N ' .
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. where Py is the probability of occurrence.of'outcome 1.
v b - ' ' ' 1

PARAMETER == A variable term in a math&matical function which' determines
the specific form of the functiony, but does not affect its general '

'nature. For example the function :
_ v _ . f

-

L

y = ai,+ b . ' S
" describes straight line. The parameters d and b determine the slope
and intercept,’ respectively, of that line. The function remains that

for a 'straight line no matter what specific values may be substituted
for a and b. o : . .

PROBABILITY -- A numerical expression of the likelihood -of obtaining a -
particular outcome, usualiy called the "favorable" outcome. The numerical
~value of a probability can range from zero (the favorable outcome -
certainly will not be obtained) to one (the favorable outcome certainly
will be obtained).  Probabilities may be either objective based on
accepted rules for their calculation, or subjective based on an individual'
opinion or belief. Objective probabilitiés can be calculated in several
ways. - If it can be assumed that all possible outcomes are equally
likely, the probability of occurrence of the favorable outcome is the
. number of possible favorable outcomes divided by the total number of
possible outcomes. For example, the probability of obtaining the outcome o
"head' when a coin is tossed is 1/2, or 0.5; the probability of obtaining
the outcome "3" when a die is rolled is l/6, or 'approximately 0.17;. the
probability of obtaining the outcome '"queen of hearts" when drawing a .
single card from a.deck of playing. cards is 1/52, or. approximately 0.02;
and the probability of obtaining the outcome "any heart" when drawing a
.single card from a deck of playing cards. is.l3/52, or 0.25. The probability
of occurrence of the favorable outcome can also be defined as the. relative
frequency of occurrence of that: outcome that has been observed in the
past.  For example, assume that a jar conta1ns a very. large (infinite)
number of marbles. One hundred marbles have beén drawn from this jar. |
Of these, .50 were red, 25 were blue, and .25'were white. - The probability
. of” drawing a red marblé on the next draw is 50/100, or 0.50; that of.
drawing a blue marble 25/100, or 0.25; and that of drawing a white
" marble 25/100, or 0.25. Subjective probabilities may be obtained for
‘outcomes for which obJective probabilities cannot be obtained (for x
"example, the probability that the Tampa Bay- BucCaneers will win Super \

[
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Bowl XX), aS'welI\as outcomes for which objective probabilities can be
obtained. In the latter case, subjective and objective probabilities
for the same)outcome will not necessarily be identical In both cases,

°

~

fsui%ective probabilities fo¥ the same’ outcome ‘may vary from individual

ndividual.

- A -

UTILITY (VALUE, COST) -- A numerical expression of the subjective worth
of an outcome to an individual. Utility is positive if the outcome is

. favorable, negative if the outcome is unfavarable, and zero if the

outcome is .neither favorable nor unfavorable: Utilitieijfor the- same
outcome can vary from individual to individual, even for/outcomes such .
as monetary gains or losses. ) -

. '

VALUE -- A numerical expression of the objective worth of an outcome.

The value of a $1.00 bet on a football game is-+$1.00 if the outcome is

favorable (you win) and +$1.00 if the outcome is unfavorable (you lose)
.The term cost is frequently used for negative value.
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