
DOCIIMENT DIME

ED 167 622 TO 066 S36

AUTHOR Yap, Kim Onn
TITLE Can Selection Tests Be Used As Eretest?
PUB DATE Mar 78
NOTE 20p.; Papef presented at the Annual Meeting of the

American Educational-Research Associatior (62nd,
Toronto, Ontario, Canada, March 27-1,1, 1578)

EDRS PRICE MF-$0.83 HC-$1.67 Plus Postage.
DESCRIPTORS Achievement Gains; *Analysis of Variance; Elementary

Secondary Education; Low Achievers; Predictor
Variables; *Pretests; *Scoring Formulas; ',Statistical
Bias; *Test Reliability; *True Scores

IDENTIFIERS Elementary Secondary Education Act Title I; RMC
Models

ABSTRACT
A simulation study was designed to assess the

severity of regression effects when a set cf selection scores is also
used as retest scores as this pertains to RMC Model A of the
Element and Secondary Education Act Title I evaluation and
reporti q system. Data sets were created with various characteristics
(varying data reliability and extremeness of sutgrcups) that are
relevant to the regression phenomenon. These data sets were analyzed
to obtain indices of the amount of regression which might occur under
various conditions. An adjustment method was presented which
predicted pretest scores on the basis cf selection scores and the
correlation between selection and pretest, the correlaticr
coefficient being replaceable by such indices of reliability as the
internal consistency coefficient. Results suggest that when data
reliability is high (.94 or above) the impact of regression effects
appears small; but when reliability is low the effects of regression
are hard to predict. When selection test scores are of high
reliability, such regressed scores may be used as a pretest measure
without severely biasing the evaluation results. Results can be used
to formulate a rule of -thumb for adjusting selection scores when they
are to be used as pretest scores also. author/Cc)

***********************************************************************
Reproductions supplied by EDRS are the best that gar be made

from the original document.
***********************************************************************



V

TS

1

CAN SELECTION TESTS BE USED AS PRETESTS?

PER TO HE PPODi JOE THIS
HAS HEEN GRANT[ii

iNAL JO ,;II
,NC ,1-0.4:1 ION L Nii H F v i

- 1

Kim Onn Yap

Northwest Regional Educational Laboratory

U S Di MENT OF HEALTH.
EDUCATION i WELFARE
NATIONAL1NSTITUTE OF

EDUCATION

THIS DOCUMENT HAS BEEN REPRO-
OUCED EXACTLY AS RECEIVED -C ROM
THE PERSON OR ORGANIZATION ORIGIN
ATING IT POINT; OF VIEW OR OPINIONS
STATED DO NOT NECESSARILY REPRE-
SENT OFFICIAL NATIONAL INSTITUTE OF
EDUCATION POSITION OR POLICY

4714
A paper presented as part of a symposium,

Title I Evaluation: An Examination of Model A,
Annual Meeting of the American Educational Research AssoCiation

GC Toronto, Canada, March 27-31, 1978
Session #29. 07

C
2



CAN 6EL }CTION TESTS BE USED AS PRETEST'S?

Kim Onn Yap

1Northwest Regional Educational Labor tory

INTRODUCTION

Model A of the proposed ESEA Title I evaluati n and reporting system (Tallmadge &

Wood, 1 t6; Tallmadge, 197.6) specifies that independe measures shotilkbe used for

selection and pretest to eliminate regregsion effects due to measurement ei4or. These

effects'are expected to 'occur when extreme groups:Ae.gl, the bottom 20 percent of the

school population) are selectA to participate in Title I programs. The size of regression

is a function of the correlation between the,two measures Involved, i.e. , the correlation

between selection and pretest. A second parameter which affects the size of regression

is the difference by.caen the subgroup means. That is, the greater t mean difference

the more regressionl(Campbell and Erlehacher, 19 0
it ';i

The observed stone is an unbiased estimate of the trtre score only for unselected
...,'

scores, that is, for total sets of scores th have been allowed to fall freely.

scores have been selected because- of thei bserved values, they become biased estimqes
rd.

of true scores in the direction indicated by regression toward the population mean.
/-

ere specifically, the regression phenomenon stems from the behavior of

measurement error. Positive measurement error contributes predominantly to above-

average test scores; negalke measurement error contributes predominantly to below-

average test scores. A higher scoriRs more likely to contain a positive error than
r

7tba lower score, and vice versa. While error can be expected to be randomly distrib d
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across scores for the total grup, its means are necessarily not equal to zero, for low and
4

high scoring subgroups.

The regression effect is removed when the low- coring subgroup is retested, error

being again randomly distributed across the group membe s. Negative error and

positive error 'cancel each other, yielding an expected mean error, of zero. This

results in retest scores that are higher than the first set of scores which contained a

preponderance of negative error. The higher retest scores are ,closer to the mean of

thee total group and also closer to the true scores.

The regression effect poses a problem for Model A in that the difference between

the retest scores and th( first set of test scores could mistakenly be interpreted as

an achievement gain--when no real difference in achievement exists. It follows that if

the first set of test scores is used as a pretest measure and the second a posttest measure,

we will obtain a biased estimate of achievement gain. It further follows that if the first

set of scores is used for selection purposes, it Will be necessary to retest the

selected subgroups to get an unbiased pretest measure. A third set of test scores wail

need to be collected to provide an unbiased posttest measure.

THE PROBLEM AND PURPOSE OF THE STUDY

In Title I schools, low-scoring studentOare typically selected for participation in

Title I projects. This is an appropriate procedure for identifying low-achieving students--

although some students not selected may have lower true achievement levels Wan somej

who are selected (Tallmadge, 1976). The observed scores of the selected students will,

however, co ly4; a preponderance of negative measurement error. If used as pretest

scores,, these obsrved scd es will provide a biased estimate of the students' initial
I

achievement level apd, therefore, represent a biased basis foe estimating achievement gain
`,../ / .,..

at posttest. The solution, as indgated earlier, is to obtain a second set of test scores to
1,

serve as the pretest measure. 2 4 '
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Unfortunatel for a number of reasons; this solution is not always available to

Title I project adm strators. Such factors as school schedule, bildget and time

constraints not to mention the burden of overtesting students) ofteri make it impractical

or impossible to obtain a second set of test scores as the pretest measure. In other

words, the same set of test scores will necessarily have to be used as the selection

t.!criterion as well as the p etest measure.

This points out a need to go beyond explaining that regression bias exists in

those situations. We need to estimate the amount or severity of the bias when the

selection test is also used as the pretest. In addition, there is a need to assess the

performance of any statistical procedures that may exist for reducing or eliminating

the bias.

The purpose of this study was therefore twofold. First, thek,investigation was

an attempt to estimate the severity of regression bias when a selection measure is also

used as the pretest measure. Secondly, the study was aimed atsessing the

performance of existing procedures for reducing or eliminating the bias. The study

espentially consisted of a simulation of data sets resembling those typically encountered

in Title I evaluation and an analysis of the simulated data. It was hoped that s9athe

practical guidelines could be developed which would suggest conditions under which

a selection measure may also be used as the retest measure.

THE SIMLYLATION
at

Data sets were dnerated by usi g the follqwing formulae which defined

selection and pretest scores:

Xlij = Tij + Eij, and

5
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where Xiij is the selectiWl score of person j in group i, X2ij is the pretest score of

person j in group i, Tij is the true score of person j in group.i, and Eij and Eqj are

error scores at selection and pretest times, respectively, of person j higroup

(i = 1, , 100; j= 1, , 100).

A computer program was developed to generate values for the simulated

selection and pretest scores. These values were.derived from random numbers

provided by 'Subroutine GAUSS (IBM, 1968). For example, a pair of selection and

pretest scores may be obtained cts follows:

Tij = . 9 (N1),

Eij =.1 (N2), and

E'ij= .1 (N3),

where the N's are two -digit random numbers provided by GAUSS.

Subroutine GAUSS generates normally distributtd random numbers with a given

mean and standard deviation which were chosen to,15e)50 and 21. 06,respectively, for

this study. They are also the mean and standard deviation of the normal curve

equivalenti(NCE) scores.
\ .

It should be obvious that by Varying the multip s of the random numbers one
.i

could manipulate the reliability of the data. In the above example we have"set the ,

true score (Tij) and error score (Eij) to be nine-tenths and one tent, respetively,

of the observed selection score (X
1

ij) *The same is true of the observed pretest score. In\

other words, the ratio of the true score to the error score in terms of size is
4

9:1 for this pair of selection and pretest scores. fiwea'had set 'Ili = .8 (N1), Eij =

.2 (N2) and E' ij = .2 (N3) we would have had larger errdrs and less reliability for

X
1
ij and X

2
ij . The size of the true score relative td the error score was degcribed as

the error ratio in this study.
4 6-



Four error ratios were used in generating the data sets: 9:1, 8:2, 7:3 and 6:4.

This means that data of varyinglevels of reliability were OCulated. More specifically,

100 data sets (each consisting of 100 simulated cases) were created for each of the

four error ratios. The entire simulation thus included 400 da sets with a total of

40,000 hypothetical cases. The sample means of these djitanBOO ran e from 49.86 to

50.51, closely approximating thedpepulation mean'of 5(1 The standard deviations,

however, tend to be generally smaller than the prulation standard deviation of 21.06,

ranging from 15.26 to 19.03. In all ses, t!ie selection and related pretest scores

's4kare shown to have approximately the sa meada,nd standard deviation. Sample means

and standard deviations of the data sips a(r8q*eport i 1n\ ,Tab e 1.

)

TABLE

OVerall Means and Standard Deviations of the SimulateData Sets*

Error Ratio Mean Standard Deviation

,

9:1 .

Selection Pretest Selection Pretest

50.51 50.49 19.03 19.02
8:2 50.14 50.10 17.41 17.38
7:3 r 49.86 49.86 15.92 16.05
6:4 49.96 50.04 15.26 -.,15.27

rt

*These means and standard 4leviatio s were each based on 100 data sets each consisting
of 100 simulated cases.

7
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A word should be said about thb relationship between wifat was described as the

error ratio and reliabiliti coeffient as the term is used in the measurement literature.

As defined by Gulliksen (1950), the reliability' coefficient is the ratio of tru ariance

to observed variance. Since multiplying an element by a constant will multiply the

variance by the square of the constant, the ratio of true variance to error variance

will be greater than the error ratio. Thus, error ratios should be considered as'N

lower bound reliability coefficients. That is to say, an error ratio pf 9:1, for example,

represents a reliability coefficient which is in fact higher than .90.

As indicated earlier, the amount of regression is a direct function of the

correlation coefficient between selection and pretest. In standard score from (i.e. , as

deviations from the means divided by their standard deviations) on can predict a

pretest score on the basis of the selection score and the correlation coefficient

between selection and pretest as follows:

x2 = rx1, where

xl is a selection score, 22 indicates a predicted (or adjusted) pretest score,

and r is the correlation coefficient between selection and pretest for the unselected group.

Making certain assumptions about the means and variances of the selection and pretest

scores (i. e. , both have the same meanand variance for the unselected group) it can

be shown, in raw score form, that

r(X1 51), where

A
X1 is a selection raw score, X1 is the selection mean score, X2 is a predicted

pretest score, and r is the correlation coefficient between selection and pretest

scores for the unselected &op.

6
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The prdsent study used this adjustment method to predict pretest scores and

a *essed its performance with data of various reliability levels.

ANALYSIS AND RESULTS

Two types of analyses were performed on the data. First, mean differences'

between selection and pretest scores were computed for each of the data sets. These

mean differences were then summed and averaged for each of the data types (i.e., data

sets of different levels of reliability) as an overall index of the regression effect.

Stanford deviations were computed to indicate the distributions of these mean

differences. Secondly, mean differences betIveen pretest scores and predicted pretest

scores were computed for each of the data sets. Again, these mean differences were

summed and averaged for each of the data types as an overall index of the adequacy of

the adjustment method. Standard deviations were computed to indicate the distributions

of the mean differences.

The analyses were performed for the total sample and three subsamples

representing extreme subgroups. These subsamples consisted of the bottom 30,

24 and 10,percent of the ctses in the total sample. Results of the analyses are presented in

Tables 2 and 3.
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TABLE 2

Mean Differences Between Selection and Pretest*

Sample Error Ratio**
Mean

Difference
. Standard DeViation

of Difference
9:1
(r = .99) .02 .27
8:2
(r ---- .94) .04 .57

Total .... 7:3 ,

(r -- .84) -.00 .96
6:4
(r --- .70) -.07 *

A-
1.30

1 9:1 -.24 , .58

8:2 -1.,23 1.07
Bottom 30(/0

7:3 -2.66 1.64

6:4 -5.51 2.21

9:1 -.32 .70

8:2 -1.53 1.47
Bottom 20%

7:3 -3.25 1.91

6:4 -6.37 2.61

9:1 -.38 .97

Bottom 10% 8:2 -1.72 2,,04
7:3 -4.35 2.68

6:4 -8.06 3.27

*Each mean difference was based on 100 data sets.

**Error ratios should be considered as lower bound reliability. In (*her words, an
error ratio of 9:1 represents a reliability coefficient higher than .994.7 The average
correlation coefficients between selection and pretest for the total samples are in
parentheses.
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TABLE 3

Mean Differences Between P est and Predicted Pretest*

Sample Error Ratio **
--WTI

(r = .99)

Mean-
Difference

-.-02

Standard Deviation
of Difference

Total

.27
S:2
(r = .94) -.04 .57

7:3
(r = .84) .00 .96
6:4
(r = .70) .07 1. 30

Bottom 30%

9:1 -.03 .57

8:2 .05 1. 03

7:3 -.20 1.

6:4 .16 2. 03

Bottom 20%

9:1 -.0I .69

8:2 .12 1.43

7:3 a -.20 ,,1. 75

6:4 -.10 2.30

Bottom 10%

9:1 -.02 .95

8:2 -.04 2.00

7:3 .06 2.44

6:4 -.02 2.9?

WM:

*Each mean difference was based on 100 data sets.

**Error ratios should be considered as lower bound reliability. In other words, an error
ratio of 9:1 represents a reliability coefficient higher than .90. The average correlation
coefficients between selection and pretest for the total samples aile in parentheses.
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The same analyses were repeated on the absolute mean differences for each of

the data sets. These analyses were performed to assess the magnitude of mean

differences,. regardless of the direction (positive or negative) of the differences, between

selection and pretest scores and between4wetest and predicted pretest scores. As would

be expected, random fluctuations yielded a number of instances in which the selection

mean sere was actually higher than the pretest mean score. For the same reason,

the predicted pretest mean 'score was higher than the pretest mean score in some cases

and lower in others. Resultsof the' analyses on absolute mean differences were

summarized in Tables 1 and 5.

10
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TABLE 4

Mean Differences Between Selection and Pretest Based on Absolute yalues*.

Sample Ertor Ratio**
Mean

Difference
Standard Deviation,

of Difference

Total

9:1
(r - .99) .

.22 .16
8:2
r = .94)

.47 .32

7:3
(r = .84) .75 .66
6:4
(r .70) 1.07 .74

Bottom 30%

9:1 .51 .36

8/2 1.35 .92

7:3 2.74 1.51

6:4 5.54 2.12

Bottom 20%

9:1 .62 .46

8:2 1.73 1.23

7:3 3.27 1.87

6:4 6.38 2.58

Bottom 10%

9:1 .85 .59

8:2 2.20 1.50

7:3 4.46 2.50
6:4 8.06 - 3.27

*Each mean difference was based on 100 data sets.

**Error ratios should be considered as lower bound reliability. In other words, an
error ratio of 9:1 represents a reliability coefficient higher than .90. The average
correlation coefficients between selection and pretest for the total samples are in
parentheses.

n 1 3



TABLE 5

Mean Differences Between Pretest and Predicted Pretest Based on Absolute Values*

Sample Error Ratio **-19:1
. (r = .991

Mean
Difference

.22

. 47

Standard Deviation
of Difference

.16

. 32
Total

8:2
=-(r .94)

7:3
(r = .84) .75 .60
6:4
(r .70)

1.07 . 74

Bottom 30c;to

9:1 .45 .35

8:2 4, . 83 . 61

7:3 1.21 .92

6:4 1.61 1.24

Bottom 20(7e

9:1 .54 .42

8:2 1.15 . 84

7:3 1.42 1.02

6:4 1.78 1.44

Bottom 1070

9:1 .78 .55

8:2 1.56 1.24

7:3 1.95 1.47

6:4 2.36 1.78

*Each mean difference was based on 100 data sets.

**Error ratios should be considered as lower bound reliability. In other words, an error
ratio of 9:1 represents a reliability coefficient higher than .90. The average correlation
coefficients between selection and pretest for the total samples are in parentheses.



In looking at the results summarized in Tables 2 to 5, it is clear that, overall,

the regression bias does exist. It is also clear that the size of such bias is a direct

function of data reliability and the ''ctxtremeness " of the subgroup. Thus, relatively

small regression effects were found with respect to data sets of high levels of

reliability (e.g. , data sets with error ratios of 9:1 and $:2). As shown in able 2,

the mean differences range from 04 to -1.72 for the total sample ansrall subsamples. (The mean

differences reported for the total sample may best be regarded as a result of normal

random fluctuations rather than regression.) As the level of reliability drops (e.g. , in

data sets with error ratios of 7:3 and 6:4) the impact of regression increases, with

the mean differences between selection and pretest ranging from -2.66 to -8.06 for

the subsamples.

It is interesting to note that as the error ratio drops from one level to the next,

the regression effects tend to double in size. tTake the bottom 30 percent subgroup for

example. When the error ratio drops from 8:2 to 7:3, the mean difference increases

in size from -1.23 to -2.66. Similarly, when the error ratio declines from 7:3 to 6:4,

the mean difference increases from -2.66 to -5.4X. This pattern of results is observed

in all the subsamples.

The standard deviations for the mean differences appear to be relatively large, indicating

great dispersion in the distributions. Confidence intervals for the mean differences are
40.

thus fairly wide ichich suggests caution in using any guidelines which might be formulated

on the basis of these results.

As described earlier, predicted pretest scores were obtained on the basis of

selection scores and the correlation coefficient between selection and pretest for the

unselected group (i.e., the total sample). Results in Table 3 suggest that this procedure
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works remarkably well with all the data sets. The mean differences between predicted
et_

and actual pretest scopes range from -.20 to .16 for all the subsamples. The standard

deviations, however, appear relatively large, suggesting subtApintial random

fluctuations in the mean tit fferences.

It should be noted that the correlation coefficient between selection and pretest is, in

fact, a measure of reliability of the selection and prctest scores. It is equivalent to a

test-retest reliability since the time interval between selection and pretest is assumed -

to be short. Thus, any appropriate reliability coefficient (e. g. , internal consistency

coefficient) could substitute for the correlation coefficient in the adjustment formula.

IISThis substitution makes the use of justment procedure possible in cases where

selection scoroe are used as the pretes measure and a separate pretest is not given.

Results of the analyses on absolute values (as displayed in Tables 4 and 5) provide

some further insights. First, the similarity between the two sets of results In Tables

2 and 4 suggests that while the pretest mean score is not always higher than the selection

mean score, exceptions are few. Furthermore, when the selection mean score does

turn out to be higher than the pretest mean score, the mean difference tends to be

relatively small. (This is confirmed by a perusal of the raw data.) Secondly, the

dissimilarity between the two sets of results in Tables 3 and 5 IndicateA that while the

adjustment procedure can, overall; be expected to work well with most data types, the

accuracy of prediction is less than what the mean differences displayed in Table 3 would

suggest. Furthermore, the accuracy of prediction appears to be a direct function of data

reliability--as one would expect. Judging from the results in Table 5, it would appear

that with data of relatively high reliability (e.g., data with error ratios of 9:1 and 8:2), the

adjustment procedure cou

pretest mean scores,

subsamples.

depended upon to yield satisfactorily accurate predicted

th absolute mean differences ranging from .45 to 1.56 for all the

16
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SUMMARY AND CONCLUSIONS

We have attempted in this investigation to assess the severity of regression effects when

a set of selection scores is also used as pretest scores as this pertains to Model A of

the Title I evaluation and rcporti .g system. We have created data sets with various

characteristics (i.e. data reliability and extremeness of subgroups) that are relevant to the

regression phenomencn. These data sets were analyzed to obtain indices of the amount of

regression which might occur under various conditions. An adjustment method was

presented which predicted pretest scores on the basis of selection scores and the

correlation coefficient botween selection and pretest, the correlation coefficient being replace-

able by such indices of reliability as the internal consistency coefficient.

Before discussing the implicatiorik of the results, it is necessary to point out

some important limitations of the study. First, we have considered in this study only

regression bias attributable to measurement error as it affects extreme subgroups.

Other regression artifacts, such as those attributable to non-equivalency of control

groups or differential growth rates for treatment and control groups (see, for example,

Thorn( _like, 1942; Campbell & Erlebacher, 1970; Kenny, 1975; Campbell & Boruch, 1975;

Bryk & Weisberg, 1977) were not examined. Consequently, while we would recommend

the use of the adjustment method when its use is appropriate, it is obvious that such

adjustment does not remove the other forms of regression bias which may occur with the

use of Model A.

Secondly, we have studied only the impact of regression bias on the extreme

low-scoring subgroups (which typically get selected to participate in Title I programs).

Although one could quite confidently hypothesize that the impact of regression effects

on the extreme high-scoring subgroups would, in terms of size, be similar to that



reported for the low-scoring subgroups, empirical testing of that hypothesis goes beyond

the scope of the present study.

Overall, the results of this simulative study suggest that when data reliability
,

is high (eg. y- when reliability coefficients are .94 or above) the irppact of regression

effect appears small and perhaps negligible in most cases. The use of the adjustment

p,roeedure further reduce's the size of the regression bias. This implies that when selection

scores are obtained with an instrument of high reliability, such -§cores--with or even without

adjustmentcould be used as a pretest measure without severely biasing the evaluation,

results. This finding appears to ho,4 regardless of how extreme the subgroup happens to be.

When data reliability is rel veal/ low (e.g., when reliability coefficients fall

between .84 and . 70) the use of the adjustment procedure is likely to reduce the amount

of bias to such a degree that the selection scores could still be used as a pretest measure

without severely distorting the evaluation results. This i5 especially true of less treme

subgroups (e.g., subgroups formed by the bottom 20 or 30 percent of the group embers)

where the mean differences between pretest and predicted pretest are, in most ca es,

negligible. For subgroups formed by the bottom ten percent of the group members, the

mean differences could, however, be rather substantial.

The findings of the study offer another option (besides method)

to users of Model A. The results summarized in Tables 1-5 could used to formulate

a rule-of-thumb for adjusting selection scores when they are als, to be used as pretest

scores. More specifically, the mean differences reported/for the various data types and

extreme subgroups could be used as approximate indices of as which had actually occurred

in real data sets resembling the simulated data. These indices could then be used to adjust

the means of selection scores accordingly. One could, for examp\e-, add the appropriate

r
mean differences to selection mean scores and use the adjusted ct ?on means as pretest

16 18



means. Alter Naively, one could subtract the appropriate mean differences from

mean gain scores when such gains have been computed with unadjusted selection

scores serving as pretest scores. We would hasten to add, however, that the suggested

rule-of-thumb should be used only as a last resort inasmuch as it yields only a crude and

indirect estimate of the regression bias which might t ave occurred in the real data.

It should also be cautioned that data sets lea in the present study have been created
O

with normal distributions of selection and pretest scores. To the extent that a set of

real data consists celection or pretest scores that lack normality in distribution (suc

as \vhengroup men ets are rank ordered and those with lower ranks are selected to form the
\-1

trcittimnt group) the size of the regression bias may differ from those

reported in this paper. Based on data derived from uniformly distributed random numbers,

preliminary evidence suggests that the regression bias in those casesli.e., when score

distributions lack normality) will tend to be more substantial.
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