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* CAN BELECTION TESTS BE USED AS PRETESTS? | ¥
I Kim Onn Yap e i

Northwest Reglonal Edqcatlonal Labor t;ory

INTRODUCTION /

IS a
- .
P

Mo?'el A of the proposed ESEA Title I evaluatign and reporting system (Tallmadge &
. " & PR . S : B
Wood, 15#6; Tallmadge, 1976) specifies_, that independe, t’nmeasures shouLcLbe used fox\

selection and pretest to eliminate regression effects due to measurement el‘or. These
o e . :
effects are expected to ‘occur when extreme grougg;(e.gg, the bottom 20 percent of the
) : ) v
i,

school population) are selectd® to participdate in Title I programs. The size of regression

is a function of the correlation between the‘twc'; measures involved, i.e., the correlation

Y

between selection and>p\retest. A second parameter which affects the size of regression

is the difference beﬁtden the subgroup means. That is, -the greater the mean difference

-~

the more regression (Campbell and Erlehacher, 19; )a | 3
!

~
- ~

The observed store is an unbiased estlmatd of the‘tx:ue score only for unselected
scores, that is, for total sets of scores that have been allowed to fall freely. Wp&e

scores have been.selected because- of theiNgbserved values, they become biased esﬁma&‘es
Rl . .
of truc scores in the direction indicated by regression toward the populat;t’czl‘mean.
Bre speeifica]ly, the regreesion phenomenon stems from the béh/avior of
measurement error. Positive measurement‘error contributes predominantly to above-~

average test scorcs; nega®ve measurement error contributes predominantly to below-

average test scores. A higher. scorg-{s more likely to contain a positive error than

. I
a lower score, and vice versi. While error can be expected to be randomly distrily&d

3/
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across scores for the total grk\up,, its means are necessarily not equal to zera for low and
=}

»

high scoring subgroups.

The regression effect is removed when the low—fcoring subgroup is retested, error

being again randomly distributed across the group membeé. Negative error and 4

positive error 'cancel each other, yielding an expected mean error of zero. This

»

. results in re£9§t scores that are higher than the first se‘t'of scores which contained a
prepoﬁderance of negative error. The higher retest scores are.claser to the mean of
th[e total group and also closer to? the true scores.
The regression effe;:t poses a problem for Model A in that the difference between
the retest scores and the first set of test scores could mistakenly be interpreted as
an achievement gain--when no real difference in achievement exists. It follows that if
_the first set of test scores is used as a pretest measure and the second a posttest measure,

we will obtain a biased cstimatc of achievement gain. It further follows that if the first
B3
set of scores is used for selcction purposes, it will be necessary to retest the

/ ; .
selected subgroups to get an unbiased pretest measure. A third set of test scores wilL2

nced to be collected to provide an unbiased posttest measure. .

- »

THE PROBLEM AND PURPOSE OF THE STUDY |
/o -
. i K &
{In Title I schools, low-scoring student¥ are typically sélected for participation in -

Title I projects. This is an appropfiate precedure for identifying low-—'achieving students--
allthough some students not selected may have lower true achievement leyebls tifan some
who are sclected (Tallmadge, 1976). The observed scores of the selected students will,

, - / .
however, COES?(I') a preponderance of negative measurement error. If used as pretest
. . . _

scores, these observed scopes will provide a biased estimate of the students' initial

4

9 ' ‘ \\)\d N ‘v¢
“achievement level apd, thetefore, represent a biased basis for estimating aechievement gain -
SN
at posttest. The solation, as ipdigated earlier, is to obtain a second set of test scores to

-

3 - ,
serve as the pretest measure. 2 4 ¢ !
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Unfortunatelye for a number of reasons; this solution is not always available to
/. : .

Title I project adm' stratofs. Such factors as school schedule, bidget and time

constraints (pot to mention‘ the burden of overtesting students) often make It impractical

or impossible to obtain a second set of test scores as the pretest measure. In other

»

words, the §ame set‘ of test scores will necessarily have to be used as the selection
crite;':ion as welltas the pjefest measure.

This points oﬁt a need to go beyond explaining that regression bias exists In *
those situations. We need to estimate the amount or severity of the bias ‘when the
sclection test is also used as the pretest. In addition, there is a need to assess the

performance of any statistical procedures that may exist for reducing or eliminating

3

the bias. ~
V%

The purpose of this study was therefore twofold. First, thé\investigation was
an attempt to estimate the severity of i'egression bias when a selegﬂbn measure is also

r

used as the pretest measure. Secondly, the study was aimec‘l'atf\{fgsessing the ‘
performance of existing procedures ‘foxj reducing or eliminating \tvl‘{eaﬁ'l)ias. The study
‘e%sentially cons'isted of a sifxfmulation of data sets resembling those tyi)ically encountered
in Title I evaluation and an analysis of the simulated data. It was hoped that s?ﬁe

practical guidelines could be developed which would suggest conditions under which

a selection measure may also be used as theﬁ)retest measure. \

- 'p
THE SIMUKI/\TION
- ! .
Data sets were gznerated by usidg the follqwing formulae which defined

selection and pretest scores:

X4ij = Tij + Eij, and
- Xoif & Tij +'E'ij,

‘ )

3
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where Xlij s the selectiqn score of person j in group i, Xzij is the pretest score of

person j in group i, Tij is the true score of person j_ln groixp"i,l andf.‘Eij and E'ij are’ ‘i
error scores at selection and pretest tinvles, respectively, of person j {'n‘group i,
(i=1,...., 100;j=1, ...., 100). |

A corﬁputer program was developed to generate values for the simulated

selection and pretest scores. These values were-derived from random numbers

provided by Subroutine GAUSS (IBM, 1968). For example, a pair of selection and

A

pretest scores may be obfained.as follows: . “
Tij=.9 {Nl), .
Eij =.1 (N,), and |
v
E'ij=.1 (Ny), /

¥

‘where the N's are two —digif random numbers provided by GAUSS. |

: . v hd
Subroutine GAUSS generates normally distributed random numbers. with a given
N ,

mean and standard deviation which were chosen tof_lie\SO and 21. 06, respéctively, for

(’/,,./ . 3
this study. They are also the mean and standard deviatjomr of the normal curve
I3 v ) " .

IS

equivalen?(NCE) scores.
’ ) \ . . . §
It should be obvious that by varyimg the multiphigf's of thé random numbers gne
v 3 S
could manipulate the reliability of the data. In the al_aove exainple we have'set the -

true score (Tij) and error score (Eij) to be nine—ter}ths and one-tentd, respé&tively,

of the observed selection score (Xﬂj).',"[‘he same is true of the observed pretest score.' In\

- b
other words, the ratio of the true score to the error score in terms of size is
R ,
A
9:1 for this pair of selection and pretest scores. “.Iﬁ\we'_had set Tij = .8 (Nl), Eij =
’ )‘ Lo ‘:;
.2 (N2) and E'ij = .2 (N3) we would have had larger errqrs and less reliahility for

X,ij and X2ij . The size of the true score relative td the error score was degcribed as
1 .

the error ratio in this study. 8 - L
¥ s 4 :
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Four error ratios were used in generating the data sets: 9:1, 8:2, 7:3 and 6:4.

This means that data of varying levels of reliabiljty were gﬁi_ulated. More specifically,

100 data sets (each consisting of 100 simulated cases) were created for each of the

four error ratios. The entire simulation thus mcluded 400 d sets w;th a total of
40, 000 hypothetical cases. The sample means of these diata sefl rané: from 49.86 to

* a‘

50.51, closely approximating thenpépulation mean'of 5(}.? The standard deviations,
LR
£, -
however. tend to be generally smaller than the Qgpulahon standard deviation of 21.06,

rangmg from 15.26 to 19.03. In all é?;ses the selectlon and related pretest scores

o

are shown to havc approximately the s;h mean\and standard dev1atlon., Sample means

and stand?ard deviations of the data s?ts a(ré‘f‘report&;l in' Table 1.

a o
[

S, hd

. ™ TABLE [
?’f‘ .\V\\

Ovéerallﬁlleans and Standard Deviations of the Slmulaté?} Data Sets* 3,

- ,
 Error Ratie ¢ Mean Standard Deviation
- . Selection Pretest Selection Pretest
9:1 . j 50.51 50.49 19.03 19, 02
8:2 | 50.14 50.10 17.41 17.38
7:3 h 49,86 49,86 15.92 16,05
6:4 _ 49.96 .|  50.04 15.26 15.27 |

Ry
Y

*These means and standard devnat;s were each based on 100 data sets each consisting

of 100 simulated cases.

o



Arword should be said about the relationship between wKat was déscribed as the
error ratio and reliabilit{coefﬁent as the term is used in the measurement literature.
As defined by Gulliksen (1950), the reliability coefficient is the ratio of trt}e/ﬁariance
to observed variance. Since multiplying an element by a cons:t'ant will multiply the
variance by the square .of the constant, the ratio of true variance to error variance
will be greater than the error ratio. Thus, error r'ati?s should be considered as™
lower bound reliability coefficients. That is to say, an error ratio of 9:1, for example,
represents a reliability coefficient which is in fact higher than . 90.

As indicated carlier, the amount of regression is a direct function of the
correlation coefficient between selection and pretest. In standard score from (i.e., as
deviations from the means divided by their standard deviations) one can predict a

pretest score on the basis of the selection score and the correlation coefficient

between selection and pretest as follows:

Ry = h
X9 = IXq, where
L ,
X1 is a selection score, %9  indicates a predicted (or adjusted) pretest score,
and r is the correlation coefficient between selection and pretest for the unselected group.
Making certain assumptions about the means and variances of the selection and pretest
3

> .
scorcs (i.e., both have the same mean and variance for the unsglected group) it can

be shown, in raw score form, that

}?2 = Xl +r(Xq - fl), where A
A

Xy is a selection raw score, il is the selection mean score, X, is a predicted  -..
pretest score, and r is the correlation coefficient between selection and pretest
scores for the unselected gromp.

A 6

\ ) 8 ~ h
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The _pfésent study used this adjustment method to predict pretest scores and’ ' )

adBessed its performance with data of various reliability levels.

ANALYSIS AND RESULTS

Two types of analyses were performed on the data. First, méan differences ”
between selection and pretest scores were computed for each of the data sets. These
mean differences were then summed and averaged for ;each of' the data types (i.e., data
sets of different levels of reliability) as .én o'verall‘index'of the regression ef%ect.
Stana'urd deviations were cémputed t'o indicaté the distributions.of Fhese meaﬁ ':
differences. Seccondly, mean differences be‘t}veen pretest scores and predicted pxjetest'
scores were computed for each of the data sets. Again, these mean di_fferen;:és were
summed and averaged for ea;:h of the data types. as an overall index of the adequacy of

’

the adjustment method. Standard deviations were computed to indicate the distributions
of the mean differences.

The analyses were performed for the total sumple and three subsamples
representing extreme subgroups. These suﬁsamplés consisted of the bottom 30,

20 and 10'percent of the cgses in the total sample. Results of the analyses are presented in

Tables 2 and 3.




b A

TABLE 2 .
. : Mean Differences Between Selection and Pretest*
S 1 E Ratio** Mean . {Standard Deviation
ampie rror Ratio Difference of Difference
9:1
(r = .99) . 02 .27
8:2 ‘
. (r = .94) - 04 .57
Total 723 - -
(r = .84) -.00 .96
6:4 .
(r =.70) -. 07 1.30
) 9:1 -.24 .58
8:2 -1.23  1. 07
‘Bottom 307,
"7:3 -2.66 1. 64
j ’ \ 6:4 -5.51 2.21
a 9:1 -.32 1 .70
: 8:2 -1.53 1.47
Bottom 20% —
7:3 , -3.25 1.91
6:4 -6.37 2.61
. .
9:1 -.38 .97
Bottom 10% 8:2 -1,72 2.04
7:3 -4,35 2,68
6:4 . -8.06 . 3.27
A] 9
¥

*Each mean difference was based on 100 data sets.
A

**Error ratios should be considered as lower bound reliability. In other words, an

error ratio of 9:1 represents a reliability coefficient higher than .99.” The average

correlation coefficients between selection and pretest for the total samgles are in

parentheses. '
. ~

[
«
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TABLE 3
! p o
S Mean I)ifferencc's Between Pr@fest and Predicted Pretest*
Sampl E Ratio** Mean* Standard Deviation
ample N rror Ratio Difference of Difference

9:1
(r =.99) -. 02 .27
8:2 _
(r =.94) .04 .97

Total 7.3
(r =.84) .00 .96
6:4
(r =.70) . 07 1.30
9:1 e 03 . 57

| 8:2 .05 1. 03

Bottom 30% »
7:3 -.20 1.
6:4 .16 2,03
9:1 - 00 .69
8:2 .12 1.43

Bottom 20%

L 7:3 ¢ -.20 x1.75

6:4 -.10 2.30
9:1 -, 02 .95
8:2 -.04 2,00

Bottom 10%
7:3 .06 2.44
6:4 : -.02 2,97

[
F 4

*Each mean difference was based on 100 data sets.
**Error ratios should be considered as lower bound reliability. In other words, an error

ratio of 9:1 represents a reliability coefficient higher than .90, The ai/erafge correlation
coefficients between selection a‘nd pretest for the total samples are in parentheses.

s 11
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The same analyses were repeated on the absolute mean differences for each of

. the data sets. These analyses were performed to assess the magnitude of mean
' ‘ _ ;
differences, regardless of the direction (positivé or negative) of the differences, between

. sclection and pretest scores and between_pretest and predicted pretest scores.  As would

be (,-g(pv(rtu(ll, random fluctuations yiclded a number of instances in which the selection

~
\ . e

mean sgere was actually higher than the pretest mean score. For the same reason,

a

the predicted pretest mean score was higher than the pretest mean score in some cases

¥

and lower in others. Results-of the” analyses on absolute mean differences were

summarized in Tables 4 and 5. ' i . g

l 10
ERIC | . 12
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. TABLE 4

Mean Differences Between Selection and Pretest Based on Absolute yalues*-

ror R ok Mean Standard Deviation
Sample N Error Ratio Difference of Difference
9:1
(r=.99) - |. .22 .16
8‘2_ 041 .47 .32
Total — W(frg_ =94) .
(r = .84) .75 - 60
6:4
e (r -, 70) 10 07 . 74
9:1 .91 .36
842 1.35 .92
Bottom 30%
7:3 2,74 l 1.51
6:4 5.54 2.12 )
9:1 .62 .46
8:2 1.73 1. 23
Bottom 20%
7:3 3.27 1. 87
6:4 6.38 2,58
9:1 .85 .59
8:2 2,20 1. 50
Bottom 10%
7:3 4.46 2.50
6:4 8, 06 - 3.27
T

*Each mean difference was based on 100 data sets.

**Error ratios should be considered as lower bound reliability. In other words, an
error ratio of 9:1 represents a reliability coefficient higher than .90. The average
correlation coefficients between selection and pretest for the total samples are in
parentheses.

n 13 r




TABLE 5

¥
Mean Differences Between Pretest and Predicted Pretest Based on Absolute Values*

"

SUPUN Mean Standard Deviation
Sample Erxf'or Ratio Difference of Difference
9:1 .22 ‘ .16
(r =.99)
8:2 .
(r =.94) .47 .32
Total 73 4 60
(r = . 84) - 70 .
6:4 1.07 .74
(r ~ .70)
9:1 .45 «35
8:2 ol .83 .61
300,
Bottom 30% 7.3 L. 21 92
. 6:4 1.61 1. 24
9:1 .94 .42
8:2 | 1.15 .84
Bottom 207
7:3 1.42 1. 02
61 1. 78 1.44 “
9:1 .18 « 95
8:2 1. 56 1. 24
Bottom 109, '
7:3 1. 95 1.47
6:4 2. 36 1. 78

*Each mean difference was based on 100 data sets.

**prror ratios should be considered as lower bound reliability. In other words, an error
ratio of 9:1 represents a reliability coefficient higher than .90. The average correlation
coefficients between selection and pretest for the total samples are in parentheses.

12
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In looking at the rcsults summarized in Tables 2 to 5, it is clcar that, overall,
thc regression bias does cxist. It is also clear that the size of such bias is a direct
function of data rcliability and the " extremeness ' of the subgroup. Thus, relatively
small regression cffects werc found with respect to data sets of high levels of
reliability (e.g., data sets with crror ratios of 9:1 and 8:2). As shown in/JTable 2,
the mean differcnces range from . 04 to -1.72 for the total sample and"all subsamples. (The mean
differences rgported for the total sample may best be regarded as a result of norma -
random fluctuations rather than regression.) As the level of reliability drops (e.g., in
data sets with error ratios of 7:3 and 6:4) the impact of regression increases, with
the mean differences between selection and pretest ranging from -2. 66 to ~-8. 06 for
the subsamples.

It is intcresting to note that as thc error ratio drops from one level to the next,
the regression effects tend to double in size. é'/;Take the bottom 30 percent subgroup for
example. When the error ratio drops from 8:2 to 7:3, the mecan difference increases
in size from -1.23 to -2.66. Similarly, when the error ratio declines from 7:3 to 6:4,
the mean differen ce increases from -2.66 to <6.81. This pattern of results is observed
in all the subsamples.

The standard dcviations for the mean differences appear to be relatively large, indicating
great dispersion in the distributions. Confidence intervals for the mean differences are

b.

thus fairly wide which suggests caution in using any guidelines which might be formulated
on the basis of theg'e results.

As described earlier, predicted pretest scores were obtained on the basis of
selection scores and the correlation coefficient betw;een selection and px;etest for the

. P
unselected group (i.e., the total sample). Results in Table 3 suggest that this procedure

”

Q 13 . 3




works remackably well w&h all the data sets. The mean difference§ between predicted
and actual pretest scores range from -. 20 to . 16 for all the subsamples. The standard
deviations, however, appear relatively large, suggesting substantial random
fluctuations in the mean dffferences.

It should be noted that the corrclation coefficient between selection and pretest is, in
fact, a measure of reliability of the selection and prctest scores. 1t is equivalent to a
test-retest reliability since the time interval between selection and pretest is assumed -
to be short. Thqs, any appropriate reliability coefficient (c. g., internal ;:onsistency
coefficicnt) could substitute for the correlation coefficient in the adjustment formula.
This substitution makes the use of tgmadjustment procedure possible in cases where
selection scores are used as the prgmeasure and a separate pretest is not given.

Results of the analyses on absolute values (as displayed in Tables 4 and §) provide
some further insights. First, the similarity between the two sets of results ‘in Tables
2 and 4 suggests that while the pretest mean score is not always higher than the selection
mean score, exceptions are fow. Furthermore, when the selection mean score does
turn out to be higher than the pretest mean score, the mean difference tends to be
relativély small, (This is confirmed by a perusal of the raw data.) Secondly, the
dissimilarity between the two sets of results in Tables 3 and 5 indicate§ that while the
adjustment procedure can, overall} be expected to work well with most data types, the
accuracy of prediction is less than what the mean differences displayed in Table 3 would
suggest. Furthermore, the accuracy of prediction appears to be a direct function of data
reliability--as one would expect. Judging from the results in Table 5, it would appear
that with data of relatively high reliability (e.g., data with error ratios of 9:1 and 8:2), the

adjustment procedure coul depended upon to yield satisfactorily accurate predicted

pretest mean scores, with absolute mean differences ranging from .45 to 1.56 for all the

subsamples.

Q - 16
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SUMMARY AND CONCLUSIONS .

»

We have attempted in this investigation to assess the severity of regression effects whep
a sct of selection scores is also used as pretest scores as this pertains to Model A of
the Title I evaluation and reporting system. We have created data sets with various
characteristics (i.c., data reliability and extremeness of subgroups) that are relevant to the
regression phenomenc’\n. These data sets were analyzed to\ obtain indices of the amount of
regression which might occur under various conditions. An adjustment method was
presented which predicted pretest scores on the basis of sclection scores and the
corrclation coefficient between selection and pretest, the correlation coefficient being replacel—
able by such indices of fcliability as the internal consistency cc;efficient.

Before discussing the implicatiofs of the rcsults, it is necessary to point out
some important limitations of the study. First, we have considered in this study only
regression bias attributable to measurement errd;' as it affects extreme subgroups.

’
Other regression artifacts, such as those attributable to non-equivalency of control
groups o; differential growth rates for treatment and control groups (see, for example,
, s
Thorndike, 1942; Campbell & Erlebacher, 1970; Kenny, 1975; Campbell & Boruch, 1975;
Bryk & Weisberg, 1977) were not examined. Consequently, while we would recommend
+

the use of the adjustment method when ité use is appropriate, it is obvious that such
adjustment does not remove the other forms of regression bias which may occur with the
use of Model A,

Secondly, we have studied only the impact of regression bias on the extreme
low-scoring subgroups (which typically get selected to participate in Title I programs).

Although one could quite confidently hypothesize that the impact of regression effects

on the extreme high-scoring subgroups would, in terms of size, be similar to that

:15 17
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. . ) A
¥ reported for the low-scoring subgroups, empirical testing of that hypothesis goes beyond
Y . '

" the seope of the prese}xt study. o '

©

~ Overall, the results of this simulative study suggest that when data reliability
o/ ! '
i

is hi;{h (e-g., when reliability cogfficients are .94 or above) the impact of regression

- ”

effects appears small and perhaps negligible in most cases. The psé of the adjustment .

procedure further reduces the size of the regression bias. This implies that when selection
7 x

scores are obtained with an instrument of high reliability, such Scores--with or even without

« adjustment--could be used as a pretest measure without severely bias ing the evaldation\ <
g 1
LA s
results. This finding appears to ho}d regardless of how extreme the subgroup happens to be.

When data reliability is relatively low (e.g., when reliability coefficients fall
» ' ’
between 84 and . 70) the use of the adjustment procedure is likely to reduce the amount
of bias to such a degree that the selection scores could still be used as a pretes/t meagure

without severely distorting the evaluation results. This is especially true of less eXtreme

subgroups (e.g., subgroups formed by the bottom 20 or 30 percent of the group members)
where the mean differences between pretest and predicted pretest are, in most cakes,
negligible. For subgroups formed by the bottom ten percent of the group members, the
mean differences could, however, be rather substantial.

The finding8 of the study offer another option (besides usinggdjustment method)
u

to users of Model A. The results summarized in Tables 1-5 could sed to formulate

a rule-of-thumb for adjusting selection scores when they are al/s;d’to be used as pretest

scores. | More specifically, the mean differences reportedff;)r the various data types and
extreme subgroups could be used as approximate indices of\hjas which had actually occurred \"
in real data sets resembling the simulated data. These indices> could then be used to a@just

the means of selection scores accordingly. One could, for examplf, add the appropriate

. 7 ]
mean differences to selection mean scores and use the adjusted ?@ct{‘on means as pretest
Yad!

(
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means. Altclvtively, one could subtract the appropriate mean differences from

mean gain scores when such gains have been computed with unadjusted selection

scores serving as pretest scores. We would hasten to add, howcever, that the. suggested
rule-of-thumb should be used only as a last resort ifasmuch as it yields only a ;:rude and
indirect cstimate of the regression biasu which might dave occurred in the real data.

S

1t should also be cautioned that data sets uLcd‘ in the present study have been created
“ .

|

with normal distributions of selection and pretest scores. To the extent that a set of
;‘cal data consists ‘scloct‘ion or pretest scores that lack normality in distribution (sucL ;
\ as .\X}E(zn'gruup memigrs arce rank ordered and those with Im?ver ranks are selected to form the
treatiient group) the cize of the regression bias may differ from those
reported in this puper. Based on data derived from unjfermly distributed random m‘umbers,
u R P

preliminary evidence suggests that the regression bias in those cases Ti.e. , when score

distributions lack normality) will tend to be more substantial. .
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