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This'is the report .of a workshop convened at the National 1
Bureau of Stagpdards on August 22-23, 1977, to discuss the Hifferent
technologies applicable td computer networks serving a limited .
: geographic area, such as a single campus, factory or c:»ffiée complex.
; A number of, short presentations were made by active researchers and
implementers in this area, afterwards the group broke up into a
mmber of working sions for intensive discussion of sp%*c;iii‘ic topics.
j ] 8si0n prepared a. sessigh.report withiétih'agsgssiana
ware as followss %

1. Subnet architecture
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2. Local network applications §
L. Network architecture ! oo

v{’r
® 4. Network operating systems. E.,

* 6. Analysis and perfurmance evaluation el

~ovmurdcations; computer itworks: datd oG
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. ’ ‘sessi chalrmén “and recorders, w;thaﬂt
7 - whose assistance the Workshop could not
‘mave been held:jnor this Workshop Repart
‘prepared. The session chairmen . were
v ,David Mills, . Stuart Wecker,  Philip
- Lot ‘Stein, Richard Sherman, . Stephen:
. * Kimbleton and) Ashck Agrawala. " The
recorders were ] ! . _Robert
' : RS herE
Eaz;entez, James " Ranks - and William
Franta. * o e

Note: reference to.. any . commercial.
products 'in this report 1is for the
purpose of identification only and does
not imply endorsement-by NBS.
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Thg NBS. Wﬁrkshagﬁcn chal Area Camputer Nétworklng is

:paft of an effort to 6@?elcp standards and gu nes for

Federal agencies on the tmplementation and ut
~local "area; data communications networks. This. felt to be
‘an area that will be receiving increased attention over the
next several years, and one for which® adeguate guidance does
‘not yeét exist. For example, we "have - been condu¢ting an.
Ainvestigation ‘into the ‘best way to meet NBS needs for
lnteféannéct;ﬂg large 'numbets of simple terminals and
‘minicomputers and a -modest - fiumber of .full .sized host
+¢omputers on, the NBS Ga;the;sburg campus. While surveying.’
available teehn@lcgies fbr raccomplishing the desired’
interconrection, two things became clears ;. . st

h, Many Dthegxcrganizatiﬁnsf including Governmenmt and
civilian' laborateries, office complexes and
: factories; felt the  same need as NBS for local area
- data communications CapabLlLtLeS‘: and

2. 'People -in these ather argaﬂlzat;ons'whaﬁ were also
investigating local area networking technologies,
and in many cases even building prototype systems,

r were extremely .interested to find out what their
caunterparts elsewhere were’ dc;ng. : .

%

All of the people we contacted during ‘our technology
survey* were enthusiastic at the idea that NBS host a
Workshop on .the subject to be attended by the active
investigators in this new area of networking. 1In addition
to the primary goal of eventual standards-making in this
area, NBS interest was sustained by the obvious 'benefits to’
advancing the state-of-the-art through Lnformatlgn
interchange among leading-edge regearchers and _system
developers and by the parochial desiré:to ensure :that we had
not overlooked any significant c¢andidate -solution to NBS
local computer networking needs. Accordingly, this workshop
was organized and held on'August 22-23,.1977 at the National
Bureau of Standards Headquarters-in Gaither'sburg, Maryland. -

‘The workshop was attended by appréxlmately 50 of «the
most qagtive workers in the ~local area networking field,
including representatives, from other Government agencies,.
universities and industry- in the U.S. and abroad. We were

very pleased at our sétcess in attracting the rLght set of

= ) ¢ -
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.discussion.on_ all to

The f;rst s
tions of work
such Pre@entatlénst
; - wnrk;ng group ‘topics. Three
parallel wcrklng 'groups met during éac,-of the two perloas
allatteﬂi thus six ‘specific topics ‘were covered ‘quite
LHtéﬂSLVEly " Chairmen of- the first.three vworking groups,
gave short reports after the sessions on the first day. A
Wcrkshcp dinner was- fcll@wed ‘by a “Blue ‘Sky" session in the
‘evening. The final plénary session was ‘devoted to rTeports
from the second ‘three wark;ng; gfcugs and. to general

and by discussion

SR R S P S

Fifteen short, presentat;Ons were, made in the first
plenary 5%551qn. .The abstracts or short paper provided by.
the~ presenters algpg with copies of some . of the
transparéncies used are ,included ' as the first section of
this report.  The presentations A& were all somewhat

- abbreviated due to' the large number - that had ‘to"be fit into
. the morning allotted, but they did serve to portray the

iy g R

r

various approaches that were being taken and the status of .

on-going projects. It was evident that a wide variety of
different approaches are being tried, spanning a cost domain
of at least three orders of magnitude.

Following the’ short presentations, the afternoon
working group session topics were discussed, and the
following decisions madg as to topic, -chairman and recorder:

1. Subnet Architecture
Chairman; David Mills, JCOMSAT
Recorder: Paul Meissner§ NBS
2. 'Protocols ‘ . )
Chairman: Stuart Wecker, DEC-
"Recorder: Robert Rosenthal, NBS
3

3. Applications
Chairman: Philip Stein, NBS
Recorder: Gary Donnelly, NSA »

At the end of the afternaa:g:}ch of the chairmen gave a
short report of the discussion and results of the wsrking
group. The' written  reports prepared afterwards by the
recorders in coordination with the chairmen are intluded as

the second part of this report. \ L

7 “ilj
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Rlchard Sherman,;'-”
Rnbert Carpenter, NBS

2. Network Operating Systems " ‘. .
Chairman: Stephen. Kimbleton', NES
Recczder; James Hanks, Mitre

3. %Performance Analysls . ' IR

" -Chairman: Ashok Agrawala, UﬁlVErSlty of Maryland o

Recgrder-- Wllllam Fr,nta, Unlver51ty Df Mlnnescti'

) - SO A ot syt e b oy Bt
PR S - s
-

S

Coe :;n theqevenlng, mast of the ﬂay s participants met for.
-dinner at a nearby motel. After, ﬂlnner, a "Blue Sky"
session was chaired- by Robert Metcalfe of Xerox. This

- 'session, which had been planned to permit discussion of "far
.oug” or "half-baked" ideas which. people might be reluctant - .

to. suggest "' in formal 'sessions,. devoted- itself to -
consideration of the parameters for a "standard 1local area
network interface .chip." The ensuing discussion was only

partially tongue Ln—cheek'

In thé*mornlng, each working group eOnvened directly to
consider its chosen topic. Following lunch, all attendees
reassembled in the final plenary session, which began~ with
the Chairmen's reports for the morning working groups. _As
with the first set of working groups, the recorders' written
reports for this set are ;nclua%d in this report.

In the discussion following the reports, there was
general agreement on the fallow;ng points:

C e,

L 1. The technical problems involved in+designing local
- area computer networks are not, very different from
the prblémS in designing global networks.

¥ . ]
55/25 A major distinction between 1local and | global
networks 1is the higher degree of control that a
single organization is 1likely to have over the

deslign and operation of a local network. :

The most pressing problem in the 1local network

At ) »field is not technicgl but rather information
: dlSSém inatiomn, R ‘
o L .
o r{:ig
- 3 /

11




E

vl L Thére wasifa&her a llvely cantrovezsy over the expected
: . 'size of fuﬂ,” local area networks. -One vendor predlcted
few networks lardeér than 3r5  interconnected hosts on ' the
s bdsis® ‘that users uld  not deal with. the complexity. of
larger networks.- Of vendcrs and users countered that the
network should be ile%ed as a resource pool which could be -
shared by a large number of terminals (s;mple terminals up
"to hast camputers) each ;nte:wo:k;ng with only a few other
i L@EMiNAl S . At .any.- ' 2% *ﬁThefe**Was’"Egréemént”‘thaﬁ””““
rellabllgty ASsues had not beenzaéequately addressed by-the
chgshap, and that rellab;ltty problems -could . limit ‘the *
“network camplaxlty that could be -achieved. o

et

'/# Participants expressed satisfaction with the size,
duration and general organization of the W&rksbcp. There
S0 T Was some’ fepilng that the short presentatiofis were overly
, " short; it © was, suggested that Xeneral - presentations be
retatned at an opening session. .but . that special ized
presentations be. moved to the appropriate warklng group
session. It was agreed that another Workshop in about 4
' year's time would ,be extremely ' useful, since many local
networks currently under development will have reached

operational status by then. ' . : -

h - ' .
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small operating team. The geographical layout of the
machine; which consists gof 2.2 km diameter ring,” and the
necessity to reduce the number of control cables and their
length, have led to a decentralized structure for the
~antrol rye*r~r whichk heg beern firalized int~ a c%ar reosi—-"
£ 24 ccmgutors,
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A LOCAL NETWORK FOR THE NATIONAL BUREAU OF STANDARDS’

Robert J. Carpenter
. Robert Rosenthal
Computer Systems Engineering Division
Institute for Computer Sciences and Technology
Natlounal Bureau of Standards
Washington, D.C. 20234
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A connection retry protocol is proposed that provides a
software "rotary" allowing this standard TIE to be used on
host computer ports with a single connection address,
automatically;incrémented to bypass busy or broken ports.
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Network Systems Corporation
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DATA RIWG AT COMPUTER LAEORATC)RY;’ UNIVERSITY OF CAMBRIDGE

A. Hopper
! Computer Laboratory
{ . University of Cambridge
| Cambr 1dge, England \
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When a station has a packet ready for transmission

in

its shift register it waits until the beginning of the next

slot. It now reads the full/emptv bit and at the =ame
writes a one at the output t the full/enpty bit
zero 1t tiransmits the packet, 1f owever the full/:mpty
was . a one the slot 1s already occupled snd the alcorit

tepeated for the next packet Thils aheme mlnlilses
namber .. bi.s J:léy L ealh e
T o o, .
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destination,

If one of the SOP bits is corrupted or the full/empuy

Lit becumes full then this will be detected and coLrected Ly
the monlitor station. If the full becomes empty then Lhe

- packet mignt be ignored at the destination but this will be

detect 4 Ly (ie  s0uL.ce olmirarly the LJtan.amltt ¢ will
detect f che L onltur s svlon L1t b _ome. A.ugiugtéﬂ ia such
a way .. at the aslat 1 Mat he ) e . ptly 1 error 1n the:
asdie = lel '3 ma, cuBe L paca. . L be  acliv ied
oot e vy vt booass, ned o the Luing 3 4. r. eLLOL L
the te.; .0 L.l = vlight L ve hwre S50 loa £r L as 14
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has. no *ambiguity about the start of a digit (unlike phase
modulation). A change on both pairs indicates a one and a
change on only one pair indicates a zero, each pair being
used alternately. The advantages of the
can be summai ised as fullows:

four wire system

[ TR B Lbala.. 21
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Discussion

The Cambridge ring was designed in an environmént where
many different types of machines exist and where the
disruption to thelr operating systems has/ to be minjimal.
This differs siguirficactly tiom systems where the desigues
has a fiee haod to develup h st o ftware acewraing Lo his
Wishe., aund coupecidlly (i10m Systems wi.oh connect a laLje
onunber .1 1d .tical machi..es Furthérmwur: 1 was 4 tealdn
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LOCAL MISSION-ORIENTED NETWORK

Rsnald L. Larsen
Natlonal Aeronadtics & Space Administiation
" Goddard Space Flight Center
Greenbelt  Maryland
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B porat S X1Di€y process -
,eﬁleented aﬂdsesemg struc:ture.: ;’ ; )

: A tranemlssmn system thch, in rl:s narmal , -
" conflguration, is .a ri g% er"(:hrteeeture utilizing a
s:gngle unldlrectlcmel twisted’ pai: aperatlng at a
ransiission’ speed of more than one. megeblt
(The expected rate is in the :enge of two to feur
megebite) .

,ﬂwesﬁ un it fe:,lure bypese meehan ism te eﬁeble ccntlnued .
systen v;abllity in the event of unit ﬁéellure.e

0 Anp adiresing etructufe and acknowledgement
’ mechanism supportive of"a 61etglbutea p:eceeemg

! . eﬁVI iDﬂIﬂéﬁt;

=

o A pessibility of operating in a variety of
-~ communications topologies including the "Ethernet"
protocol, a contention ring;, and others.

This, tesearch is slUpported by the Advanced , Research
Projects Agericy under Contract N00014-76-C-0954.

[1] Mockapetris, Lyle and Farber, On the Design of Local
Network Interfaces, IFIP 77. ' : '

COMPUTER CELLS-~-HIGH PERFORMANCE MULTI COMPUTING

David L. Nelson
Prime Computer, Inc.
Framingham, Massachusetts

2

Current research activities at Prime Computer, Inc.,

for the development of high performance. multicomputer

: negtworks are described. Certain methodologies for the

design of suwh systems have been previously presented [1]

and- are herein wextended to include engineering and

manufactur #ng trends, These considerations suggest future

architectures that will be compr ised of moderately coupled,

highly regul ar, 1local homogeneous multicomputer netwc;:rks

which are chirracterized as high performance data flow
computer s, Described . are the current designs . for .
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ation (pipelines)’, “sys
r “optics ‘ring) process t
regarding’ problem decompos

Lt10

: ; 2 -. H,- and D. °“L;. Nelson,  "Distributed

-Operating Systems == An " Approach -~ to . Greater

. Plexibility", Proceedings of the’S5th Texas Conference on
‘Computing Systems, University of Texas at.-. Austin,
October. 18-19, 1976, pp. 157<159. P Vet )

THE MIT LABORATORY FOR COMPUTER SCIENCE NETWORK

K. T. Pogran e
Q S g T T e 5
™" D, P. Reed :
MIT Laboratory for Computer Science
Cambridge, Massachusetts

The MIT Laboratory for Computer Science is developing a

“local .area network which will initially serve the needs of
our laboratory and which, we hope,,will form the basis of an
eventual campus-wide npetwork. The immediate objective of
the LCS Network 1is two-fold: first,  to provide © an
intercommunication capability for the ever-growing
collection of minis, micros, and larger-scale systems within
the Laboratory, and, second, to provide a vehicle for the
Laboratory's research in the area of distributed computing.
, In developing the LCS Network, we .have tried to take a
"total system" approach, concerning ourselves from the
outset not only with architecture and hardware issues, but
with = protocols as well, and with such issues as:
interfacing the network to already-existing systems, large
and small; the impact of a high-bandwidth network on small
systems, and providing economical access to a high-bandwidth
network for terminals which are, by comparison, low-speed
devices,

Technology and Architecture

We began two years ago by studying some of the
technologies then available for local networks, Both the
Ethernet and the Farber Ring Network offered the attributes
of high bandwidth and completely distributed control, .and we
restricted our study to these two technologies. We realized
that both offered essentially the same functional
capabilities; in addition, we realized that, with properly
designed interface hardware, a network using either basic
technology could present the same logical interface to =a
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ffarces' with - Dave’.Farbé:fs gfgup at ﬁc—lrv1ne to. aevelcp a
single “Lacal Network Interface"™ which could be. used -for

either 'a Ring Network or an Ethernet. Implementatign of the . -
‘initial "ring-only" version of the LNI, running at ‘1 Mb/s,.

is nearly complete; . this fall we will be develo 1ng,the.*’

modifications required For Ethernet use. *We are
that the 'Ethernet LNI will‘ be able to operate if
5 Mb/s range. i

TherrNI has been ées;gnedrﬁrﬂm the Start w;th an eye

toward. Large: Scale  Integration. Once its design has been . .
Einalized, it shoud be possible to ;mplemEﬁt most of it on a-

single ch1p, thus maklnq the eventual LNI a ve:y 1nexpensive
device. ﬁ -

‘The LCS- Network ~will be 'composed o6f a number of
"sub-networks," some using Ethernet technology and some
using Ring technclagy, all udimg identical protocols, and

"Zsharing a single "address space." The sub-~networks will be
“interconnected by means of relatively simple hardware
"bridges"; the network as a whole will be 'connected to the

ARPANET via a PDP~11 "gateway"” system. This "sub-network"

architecture will enable us to evaluate the relative merits
of the Ethernet and Rlng Net technologies; it will allow us
to try out new technélogles within our overall network, and

it will provide us with a_straightforward methad of coping

_with future traffic gfawth.

Protocol Issues

. The LCS Network will not exist in a vacuum. As was
mentioned above, our plans already include interconnection
to the ARPANET. For this reason, a primary goal in the
design of protocols for the LCS Network was to incorporate
at an/early stage the necessary flexibility to have each
host computer, microprocessor, or terminal connected to the
LCS Network participate in communications with systems
outside the local network in the same way that
communications occur within the net. We are thus seriously
involved in the internetworking game.

In looking at the protocols available, only TCP

(Transmission Control Protocol, Cerf & Kahn) seemed to

attack most of the problems of addressing, technology

matching, etc. Unfortunately for wus, though, TCP seemed
21
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We are currently try;ng to look at very flexlble
T addressing schemes within the networks to allow both generic
address - of “SEEVICES by name in an. . internetworking
env1rcnmentiﬁwhere services are dynamically created ,and -
destroyed, ané to 'improve routing of packets in anss. -
internetwork ' environment where. gateways may choose not ‘to
partlclpate 1n “aptlmal rautlng“ egatlatlcns.

Whlle we. aIEinot current y devekcping new higher - level
..~ Protocols. (we expect to use e stinhg: ARPANET TELNET and File
- Transfer Protocol softwate as our initial" higher 1level ..

protocols) we expect to evolve much more effect;ve protocols
to deal w;th dlstrlbuted data as time goes on. . .

'”Aﬁ”-;mp@rtant‘ gcalwiln - our “Darticipatién *in* an
~internetworking environment is to secure our communications
. _ against unauthorized prying. Our experience in designing
-7 the Multics system leads us t€ believe that protection is an
. absolute requirement, even within a university environment.
Consequently, we will be experimenting with the use of
end-to-end encryption,*: probably with the NBS algorithm,

" integrated into our end-to-end protocols. We feel that a .
protocol with features such as those of DSP or TCP is the
= r;ght sort of protocol for use with end-to-end encipherment.

CURRENT SUMMARY OF FORD ACTIVITIES IN LOCAL NETWORKING

R. H. Sherman

M. Gable
G. McClure
Ford Research and Eng;neerlng Staff .

" Dearborn, Michigan

Ford 1is designing a communieation network named
CYBERNET to support local detentralized computing for real
time data acquisition and control in the manufacturing
system. The decentralized broadcast media is similar to
that employed by the Xerox Ethernet. Communication
connections in CYBERNET, however, are made between
processes, not hosts and terminal _oriented devices. The
communication media is cable tElev;s;@n (CATV) . coax. A
‘Connections to the coaxial- cable may employ terminated
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, " Iision - detecti§ni “and -
“Phe ab;llty to d tect collision under. signal

atten 1ation has been- demonstre eé, The ‘modulation is -

t‘@es; ‘the data bandwidth. The transceiver can be tused with
licro(or mini) computer serial ports provided all of the
serial ports on the network, use the same baud rate.  For a
higher perfarmaqce netwark with synchronous, bit stuffed,

! ] , 'ver ~for . functions  of pac
EWitthng and error control. The message prctccal includes
free formatted destination, scutce, control and data fields.
The prototype network is. being 1m§lemented in Research for
1abaratary automation. Stations will include a PDP-10

st mlcrcp:gcessor baséd adapter,g

. baseband PCM  "(+#-3.5 volts)  using.-a D.C. balanced, self"-
*synchrcnlzlng, encoding of the data b;ts which reguleS' six’

»computer, an engine dynamometer test facility, a numerlcally

controlled maghine tool and an operator..station.

The system is being aésigneé to allow interconnection
of networks using gateways in order to provide full support
of resources. The network protccal is designed to make
these interconnections as simple and reliable as possible.
The gateways need not contain routing tables .associated ‘with
the " network topology since the message header contains the
complete route (pathname)  from the source to the
destination. This pathname is dynamically constructed
during the commun fcations process by each gateway
concatenating its name to the source name field and removing
its name from.the destination field of the message.

LOCAL AREA 'NETWORKS AT QUEEN MARY COLLEGE

Anthony R. West )
Computer Systems Laboratory
Queen Mary College 4
* Mile- End Road
London -E1 4NS, England

The group in the Computer Systems Laboratory has two
main areas of research interest: the first is in the design
of low-cost computer systems to promote a high degree of
user-interaction; the second -is in the architecture of
distributed computer systems. In both these fields, the use

off a number -of ° low-cost micro- or. minicomputers=vwvhich °
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our interest” really took. shape with the appeaﬁance of the.

. papér on -the Ethernet .Network in use at the xgrag Ealu Alts

Regsearch ' Center [Metcalfe 76]. We . sét-
similar bus-oriented ‘contention network based

8-bit mlcrcprccesscr technclagy.

August 1976)1:' C n
the’RutherfDrd*H;ghwEﬁ gy* “PhysAc
Laboratory who had a requirement for a flexible, extensl 1e.
fast,  .local network to- improve *the facilities for :gsaurce

At that time (abg

sharing at their gite. 1If was felt that the -best -way
satisfy thélr :equ;rement and ours was to embafk*ﬁn a“joint.
development project to construct an Ethernet-like network,-

which we may decide to call the ENET. _This ~wWork has beenin. ... __

progress for six moénths now,  and three - ‘prototype’ no:
controllers based om +the Motorola M6800 micro are nearly
ready. Testing should take place starting in Septembe:i
The data rate down the coaxial cable is 3 megabaud and the
cable can be up to 2 km long (at pgesent) B

In the meanwhile, whilst Rutherford-are working on the
hardware, we decided to hack together out of the standard
building bricks of our M6800 development system a similar
network (but of much 1lower bandwidth) to investigate the .
software structures and g5soblems inherent in such a network.
This network, the Cﬂéﬁé
standard HSSDO ‘Asynchronous Communications COﬂEEGllEE
Circuits with open-=collector 11ne=transce1vess to. 1n;erface
to the shared coax: ‘The data rate of 76.8 kilobaud is.

" fairly low, but all the software is interrapt driven instead

of requiring DMA facilities like the ENET (E stands for -
Expensive?!). This CNET was intended to give us anh accuraté
model of the future ENET controller (except for DMA) 50 -

to give us a chance to jnvestigate protocol questions.: 1n*—(igi

advance of the availability of the Rutherford Hardware.
Many of ‘the questions we propose to study are described in
[West 77]. .

The ENET uses synchronous communications and there is a
possibility that, after the prototypes have been tested, the
production circuits will use HDLC ‘interface circuits. This
is .highly dependent on the performance of the forthcoming
chips and the as yet unknown desirability of using HDLC ; in

both Rutherford's and QMC's contexts. The College Computer
\

F/ \
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;;‘t:ansm1551an g@eﬂlum, and, . _
from. - being’ corrupted by, unintentional - (a:
‘pollution from nodes, .a  self-testing facility  has: ‘been .
. proposed... At regular, and fregq; ent intervals (e. g.;every 10
~% seconds?) Controllers queue '
'rthe~netwark and received by that same controller again, =~ If +«
the .entire ‘transmission and reception paths .(in -both -
1cchrocessar; L

packet which is sent out onto

and _hardware) . check: cut,, the .

intentlanal)

mer. on

3 - Y e
:refreshed w1th1n some .time lnterval (llke 15 seccnds?) 1t
:apens, dlsconnect1ng that node from the net ana initiating a

._:esta:t in. the ~microprocessar software. The . node ''then

. send data

checks\ itself (by ., sending ltself a packet without being
* connected to the network) and if it - is - functidnal, ‘connects
back to. the.Ether adain.  If a- -failure occurs-:immediately,.
.thé node repeats the process once more before declélng that -
ﬁthe Ethar ;s unusable and sounding an alarm. '

our” labatatary also houses some uﬁdergfaduate teaching

facilities for Cgmgutet. Science students.- At the moment,

these taKe . the form "of a PDP 11/40 running the UNIX
operating system, afid“@-number of satellite microcomputers
supporting intelligent terminats, etc, . We are d&bout _to
acquire a PDP 11/34 and several LSI-1l's for research into
some Man-Machine Interface questions (like text processing

in  the.: d{stflbuted office environment) and we intend to
start by connecting these to the CNET (and later to the

ENET) in order to bootstrap software and share resources,
The p3531b111ty of 1nterfaé;ng UNIX, local-area networks and

‘long-haul X. 25 ﬁetwcrks is -attractive.

Rutnéffqré - has alse recéived approval to build a
satellite: ground station for.a brpadcast satellite network
to link -various fesearch establishments | in.. Europe. We
propose :t& study ways ta«Eﬂabie ENET users at Ruthé:fnrd to
V1a satellite ‘to G{héf "sites (which may grow
lnteresté 'gn loéal ENET‘S latez) :

,,ferénces

Metcalfé 76" thernet- DistriBbuted Packet éwitéhing for

Lﬁeal Computer Networks," R. M.- Metcalfe and -

D. R. Boggs, Communications of the ACM, Vol.
e 194,«No. 7, July 1976. = — — -» -
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,Dlgltal Netwgrk Arch1tecture (DNB) 15 the Eramewafk
| lmplemenﬁatlcns.': -Its  ~goal -~ig ide
Effi:lént and flexible networks for both | .global

env;ronments._ ‘fhis paper . presents” same,gf the lssues ‘and
tzaééaffs -made during. the design of ° DNA ‘which . relate e

to local netwarks. e i

i [N

¥

“The Digiéél!Nétwark éfchitécturé ({DNA), the framework

for the DECnet family of impiementations, creates a deneral

netwathlng communication base 'within which pfagfams and .data
.can be easily accessed and ‘shared. DNA is designed to
provide this -'general - resource , sharing and distributed
processing ' across a broad range of hardware -and saftwafé
““components. It is .desighed’ to be. efficient® in network
_.structures ranging from . small 1local 'networks of 2 or 3
minicomputers in a single room, to large geographically
distributed networks of many large mainframes.

. The general approach taken in the architecture is to

partition the system functions into: (1) communications,
(2) networking, and (3) applications. These are then
implemented in a layered structure, each layer creating a
richer environement for the layers ahove it, providing them
with a set of functions upon which they can build. A more
detailed discussion of the architecture and 1its . components
can” be found in (1, 2, 3, 3]. ' .

The layers and their functions are each reflected in a
protocol  which provides the communications and
synchronization between corresponding ~layers in the

distributed camputer systems.” The: T%yers of DNA and their

functions are:

C munic aclens. The goal of this 'layer; is to <create a

=
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equentlal error-free data link for the movement of data
oVer a-communication channel. Here we are cohcerned _with
detect;ng and .correcting bit errors introduced-by the data
c%annel and- with the management of rmultipoint _ and
half-duplex channels. The protocol used in DECnet ‘within
this layer is DDCMP (Digital Data  Communications Messaage
Protocol). Other protocols providing similar functionality
are. SDLC[5], HDLC[6], and ETHERNET (contention level

QIQtGCC}l) [71.

Netwatk;ng The goal of this layer 1is to create a
‘process-to-process communication mechanism that is
sequential and flow controlled for the movement of data v
wmbetweenr~cﬂmmun1cat1ng~~naaes ~——~Here - we are-concerned-with---—===—-
.routing data between nodes, creating logical data paths ‘
between users and providing integrity, sequentiality, and
flow control on these data paths. The protocol used in
DECnet within this layer is NSP (Network Services Protocol).
. Other protocols providing similiar functionality are the
packet level protocols of SNAP (X.25) [8] CYCLADES [9], and )
“the ARPANET Host- tg=East protocol [10]. '
Applications. The goal of -this layer is to create a
mechanism for the movement of application data between
communicating processes .and/or resources: Here we are
concerned with communicating with, for example, I/0 devices,
disk files, system loaders, and the éig?rihgted programs of
a user application. There may be many appl%cation protocols
executing in a DECnet network. Some are user created
protocols; others are DEC provided such as DAP :(Data Access
Protocol) used to access files in the network. Other
protocols with similar functionality are the ARPANET FTP
(File Transfer Protocol) and TELNET (Terminal Access

Prqto:al)

Local Networking

In general, the characteristics of applications and
their demands on the network are very similar in both local
and global networks. 4User programs want to communicate with
other user programs, access 1/0 devices and files, and
interact-with terminals located at other nodes in the
network, However, the topologies and physical components
used in local networks .(systems located within a small
geographic area) may be different from those used in large
geographically distributed ones. For example: .

1. No backbone communication network. Many local networks

" consist of & small number of host systems directly connected
Hlthﬂut front-end communication computers or a separate

backbone communication network. The hnsgsts perform al]
N 27
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A,

*tapalaglcally configured with direct "~
‘connections between the .end communicating hosts. Typical

an perfarmance.. Thus, thé

- links, “pardllel “'links, ' g, speeﬁil'

avallable over largé gecgraph;c areas.

4

3. D;:éct fcammun;catlans. Hapy lacal ) tworks ' are
point-to-point

tﬁpaleglés are stars, t:ees, and multlpcint 11nks, such’ as

‘Thete are ncnﬁgeagraph cal Eiff ren e§ as well:i

i
=

1. Na' central maintenance ccnttgl. Many small local

.networks operate without any node being in contrdl of the
_:apnlagy or.maintenance of the network, as 'is .usually - the-

case in large networks. i , '3

2. Simple routing requirements. Many local 'networks have
no routing requirements at all since they are directly
connected. Those that do are usually very simple (either
the -egeraté: makes changes via. commands, or plugs in
alternate cables)g -

Many of these facta:s were considered in the design of
DNA and 1its protocols. The result is that many features
have been included to enhance DECnet's efficiency 1in 1local
networking environments. Some of these design features are:

1. Common network level protocol. All nodes in a DECnet
network are equivalent at = the network level. The
characteristics of a node (host, front-end, router) depend
on its functional use and physical lacatlgn in the network.
Host computers use the same NSP protocol to- -communicate with
other host computers as they do to communicate with
front-ends and switching nodes. In local networks the hosts
may be directly connected without intesvening communicadtion
computers. The addition of communication computers and/or a
backbone communication network is transparent to the hosts,

"since they use the same protocol to communicate with the

communication computers as they do to communicate with other
hosts. Thus, some nodes may be "front-ended" to off-load
some communication functions, while others, with excess
processing capability, may directly communicate in the
network without wusing a front-end, This commonality of
protocol gives the user the flex1b1l;ty to configure the
network based on application requirements and computing node

2 36 .




= : ,;j‘funcflens cf the NS? pfatocai may beﬂamitted'ta
ellm nate the duplica;lonigf fur X

£ “the - network. = O *dlrectly
11 k  level ' protocol pra deg  an-

fend-to-end " -path. “The normal
‘retransmission = are

B ;

erre,—free
eena taaena “fu ct;cns of - timeout aﬂ&=
o:rslmpl;flcatlan
buted™ “Hetwo
3 pegform the »
; fetransm1551an f' ons needed in these* 2
’ functions - ‘are " at d. via En 1ntercept functlcn "in- the
CDmUHLCEtlQH computers, which ‘adcepts the .subset, NSP,
protocol from the hosts and adds these features, creating a’
. Superset prot@cal suitable. gfar_ use in_, _these 1a:ger@q.ﬂ;j;
‘networks. "This }lﬁterceptlon is totally transparent to the
host. A host. mayparticipate ‘'in both a local (dlrecgly
connected) and global network ‘using - the Same mnetwork
protocol, the host protocol code always, being optimal. for
the environment in which it executes. :

“cap be

?i

3. Extensible fields. For efficiency in small networks s
many of ~the NSP protocol fields have! been made :
variable-length. This allows efficient use of ShDr§W7flEldS DU
within small local networks, while allowing expansion for use
in larger ones. Some examples are the node address, 1@91@31
link address, 'process name, and accounting fleids, “In
addition, a hierarchical addressing scheme has been - ~used,
dividing node addresses into node areas and addresses within % -
# areas. In local networks all nodes may be in the same area, - f
reducing the addressing in the system. _
4.  Independence of link level protocol from physical 1link
characteristics. The DDCMP protocol was specifically
designed to be as independent as possible from the specific
charateristics of the data link. Synchronization is defined .
specific to each type of data link used. A byte count field
~is used to locate the end of a message, detaching it from
any specific characteristic of the 1link. It has been
implemented on synchronous, asynchronous, and 16-bit
parallel channels.. .
5. Optional routing header and changé;ble algorithm. The
-~ NSE rquting header -may- be omitted in directly connected o
systems. In these configurations the receiver assumes that
it, itself, is the destination and the sender is the source.

- ; 99
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sessislay e

4

1ﬂpratﬁcal used within that layer. The layer is only visible 7

requires réplace

netwark5w s;mple aigcrithms,ﬁ;such ‘as.. change on operat
;cammand, may  bhe. 1mplementad while" 'camplﬂx aaaptlve
alggrlthms may be used in large global netwcrks.ri .

R

6. Layerea structure. In layered structures, each 1ayer;

. perfaorms - specific functions while hiding the techniques and

thrcugh the interfaces with which it communicates. to the
"layer,

dbove and below it. This allows clean replacement OF oo

;wrth“functleially“equ1vaf§néwlayers
of DECnhet in a ring/or ether structured environmeng iny
'ént ‘of the, DDCMP protocol with a suitable .
ring or cantentlad link level. pratacal This' would. result -
in a fully connedted hetwork, and allow use of the directly
connected subset of the netwgrk protocol descrlbed above
,éllminatlng dupl;catldn of function. . . Lo

7. No central maintenance. " The maintenéncé features of the
network have : been made independent Of the basic structure,
as is done with the rquting algorithm. . The network . will
operate with each node executing independently, coordinating
with the other nodes via the ‘protocols. Any maintenance
features can be added at higher levels in the structure to
_provide overall control of the network. In small 1local
networks such features may not be necessary, and may be
Omitted. : : E

o :

B.gaﬁautlng in a star - topology. The intercept function,
described in (2) above, includes the capability for routing
between end nodes connected via a single intermediate node.

For example, a star configuration where the central node
performs the intercept routing for the network. In this
case the end nodes use the directly connected subset of the
network protocol. They may have messages routed -to other
nodes without the addition of communication computers or use
0f the superset protocol. The central node may participate
in application level functions as well. These topologies
are very common in local area networking structures.

CGﬂEluSIGnE

The requirements of local networks are not
significantly different from those of large geographically
distributed networks. Differences exist mostly in their
physical -topologies -and data  link characteristics. The
protocols designed for local networks must perform the same
functions as those designed for larger global networks. B8y
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ng. into™ in- the
: n- cf thé prctacals comprising the DECnet architecture,
he same protocols and structure are gsed- 'very effectlvely
in - 1Qcal netwarklng situations, without ccmpramlslng their

éffectlveness in large geographical appll:atlans. -

l} Weeker,-s_, "The Design of DECnet-A General’ Eurpose
Nétwerk Ease,“ IEEE Electrc 76 Esst@n, ‘MA, May 1976. -

¥ 3 i
i = i e G

Hetercge 20USs Computer Networks," . Third International

Network -Design,” National Telecommunications Conference,
- Dallas, TX, November 1976. » : : :

4, Passafipme, J. and Wecker, S., "Distributed File Access
in DECnet, Second Berkeley Workshop on Distributed Data
Management and Ccmputez Networks, Berkeley, CA, May l977
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7. Metcalfe, R.- and Boggs,” D., ."Etherpet:: Distributed
Packet Switching for Local Computer  Networks,"
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', 'National Bureau

, as candidates for.
. o T miEETe

;TranscéLVErﬂd951gn R -
Cable technclagy and the "tap"'

Isolation = ~.. e i e R
“Optical Eransmissiow & T o o .
) Inter faces o
Architecture, *° .
’ Virtual circuits-versus datagrams v
Guaranteelng performance _
,Avallablllty )
Standards . :

Part;c;pants fequested that their names nct appear

Sty

a ~ thé -session notes. Thé Session opened-'with a discussion
standards, the general feeling being that standards would be
premature for most aspects .and vould inhibit~ innovation.
Later 1in the discussion ‘it was suggested that the
implementation of tertain funtions in LSI would be aided by
.standardizing these functions in . order to achieve a
sufficient production base to offset - the LSI design and

. Set-up costs. . S '

It was observed that much of the ex;stlng deslgn effort
has been done without the benefit of extensive RF
engineering, and. participants were invited ,to  comment on
their experience in this regard. Some .implementations were
developed, around Jerrdld Electran;cs CATV eguipment,
including facilities for taps. An example was given of
3-megabit operation with .3-volt signals. The Jerrold
equipment was modified to reduée losses introduced by taps.
Coaxial cables. were contrasted with twisted pairs for
transmission 1lines. Coax was cited as advantageous in that

.a sindle_cable_.could be .run throughout an--installation - and - -
used for a variety of services through multiplexing. It was
.noted that proper grounding can be a problem, since there

may be voltage differences in the grounds between different
facilities and this can result in heavy currents in the coax
shield. N
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Examples were given of using the center :caductur of a
cuax lal cabile for transmitting power for pov .ing electronlce
devices alung Lt cabile, such as tepcaler &
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Tradeoffs between implementing functions in hardware u
gofttware were discussed. If speed 1s the govetnlng factor,

Il 1s geucrally necessary Lo 1es0rt to hatdwarse. Leslduet
prefeienc: '3 likely to play a substantial patt 10 the
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Availability was discussed briefly. Some examples were
given of loopback features which enable a statinsn to perfo
self-testing. However, this requires two buffecs, and
minimal system cannot atford this. The use of monitoring . .
the Fachet Raditu Netwetk was wlted a3 a means o f Jetertminioy
it outt o dtay

‘s
)] i 1 r . o H
' L E a0 | { . & o -
| ST SR at |} =] L alt i 3 Vg Loz le B s
i1 oo " 12 o t oAl t D aoaw [ he
| R UTES | i JPRTR Lok a 1. L e Y e P S Y Ve ke zEl . al
Llhie v n
1
) .
i , !



control Iln ALOHA/Ethernet systems 1s o pilme taryet for
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Recorder: Robert Carpenter’, National Bureau of Standards - =
Participants;. _ }
Robert Carpente
- E@ Hart, APL . :
. Gregory Hopkins, Mitre
Bruce Lucas, NBS

*NBS - -

s hndrew Pilipchuk, University of Maryland..... e
et RentPOgran; MIT e ‘ o

Richard Sherman, Ford

David Reed, MIT 7
8ig Rogers, Lawrence Berkeley Lab
Robert Rosenthal, NBS

Dale Zobrist, Eldec Corp. -

- The sessi6n began with a discussion of the subjects to
be covered. The topics decided upon were: B :

o + Internetworking .
A vertical cut through protocol layers.. -
Local network to local network interface.
Local network to global network interface.
Network Architecture _ :
Distributed computing
Naming
o Monitoring
How to tell the user what is happening,
Language-driven_approaches .
Data and comimands for existing operating systeéms.
Approaches tcansfering grammar nearer user. -

&

TEES

INTERNETWORKING

Vertical Cut

It was quickly agreed that the interest_of this group

spanned the full vertical cut through the layers of protocol

o from the hardware up to the user. This is to  be compared
with the interests of the Network Operating Systems session,

47




0 th rob
~networks or .-ne rk.. -segment ith essentially
_protocols - (or at least packet designs), “and

T -n substantially différent designs. In the first

o - interconnecting means could be "logically’ "simple, Pogran:
- _proposing “the_name Bridge. The second case was felt ‘to be
similar to connection to global networks through a Gateway

~capable of complex protocol transformation.

t

The . B - |- "described; " is T essentiall
store-and-forward ‘packet repeater with address filtering

- The drawing in Fig. 1 formed the basis of the discussion of
.~ . -the' bridge and the contrast between a bridge and a gateway.
The portion of Fig. 1 to the left of the broken verticdl
line may be considered as a single local area network, made
up.of four--Segments. In the example, these segments. were
assumed to operate differently, a high-speed ethernet, a

ring, a lowrspeed ethernet, and a segment of unspecified-but
compatiblé-design. These segments are connected by bridges.

| 1 -
e LOCAL NETWORK ——— —p | GLOBAL NETWORK =3

i
!:?_:
|

dLOBAL
NETWORK
(ARPANET)

ETHER
SEGMENT 3

|
|
[
|
l
I
|
|
|
I ,
| GATEWAY

[5] srioce
<]

FIGURE 1. MULTISEGMENT LOCAL NETWORK
e EMPLOYING BRIDGES

L8 .

96



cgméaised.ail,ségi:nt
by bridges. :

Y. .+ A common.-address spac
- ::the”netWG:kISL'iﬁtgfconné

. The packet design.of all interconnected segments
; __-must be . the same in all internal address, control:and
TR ~.» data fields. There may be. 1local control’  and
= synchronizing bits > local to each segment-, that are
Stripped on entry to"th bridge and-  added on exit ‘on

the new segment. >

,ﬁ_;,_?é;,,,@lhefpackétﬁrépeaterfhéé 'imitéﬁfpackgf*ﬁuffér;né*J“gﬁg

ability;agd merely ignores futthgr_packa;g when all its

| , buffers are full, c

The bridge performs an address-filtering function.
That 1is i*it examines the destination addresss'in each’ . -
packet to determine if it need be repeated through onto__ ..
. the other network. If fiot the packet is not repeated . -
(discarded). This is a powerful function for reducing . .
netwotk 1load if much traffic® is localized on the
individual segments. ] . :

There must be an end-to-end protocol. The bridge
itself does not issue acknowledgements ‘in an ethernet-
situation and only does such acknowledgement in a ring
as is necessary to avoid repeat transmissions.

Since there is storage in the bridge, it effectively
breaks the contention area in an ethernet, thus increasing
the efficiency of the resulting segments (which is related
to the delay between the most distant stations particigating
in the contention). This is of particular interest in the
case of the "Long Bridge" in Fig. 1, where the use of the
bridge removes the very long delay and consequent 1loss of
efficiency which would result if the distant segment were

* ~connected through a conventional non-buffered repegter
amplifier. . '

There was an extended discussion of the ramifications
'of alternate or redundant paths as would be represented by
bridge B4. This device might be installed to increase
network reliability. Each packet from segment 1 would reach
segment 3 directly, and another copy by the indirect path
through segment 2, thus needlessly doubling network traffic.
The situation would become worse with additional redundant
paths. It was felt that there _might be some oscillatory
situations in more comglex metworks. One possible solution
to truncate excessive copies would be to append a hop count

' 49
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A br;dge woulé ‘have an fextremely fud;mentary'?
table. In. most -cases this would consist of the ranges of
addresses reached through each of its ports. - An. alternate
solution would " be to_adaptively form a routing table based
on the source fleld of’ each fecelved packet. =

nge Things’Erldges bon't Do P

Bridges do not originate packets. o

~ Bridges do not add protocol.
i BEidgeg=do tnot:contain. nrautlng,ﬁlnfazmatlanﬂnbeyand

that required to alrect output to their correct
port. - - ,

Bridges do not ccnf;rm correct delivery of packets,
this must be an. end-to-end functlan.

The Long Bridge

M - e

A special version of the bridge can be used where a
segment of a local network is some distance away. In this
case the bridge i split down the middle with a high-speed
data 1link betweén the two halves. To conform with the
definitions of the bridge, this data link must have
sufficient bandwidth that it does not- form a bottleneck to
data flow. Since each bridge is bidirectional, and loss of
contention efficiency 1is generally associated with the
placing of packets on a segment, the packets: would
presumably be buffered at the end of the link nearest their
destination. An interesting consequence of the idea of the
long bridge is that a network consisting of two similar
segments connected by a long bridge spanning many kilometers
(a2 time delay of several packets), would still meet the
definition of a local, network.,

-

Gatewaié
} When two networks, or segments, differ substantially in
protocol ~ or packet design; or 1if sophisticated routing

strategies are to be employed, ,the interconnecting device
must be of greater complexity. The concept of this Gateway
is fairly well undérstobd¥* It was accepted that the
complexity of connection between dissimilar local networks
was essentially equal to that of connection between a lécal
network and a global network. A gateway joins two (or more)
networks and may perform translations at all levels, from
electrical, = link-level protocol, end-to-end protocol,
teletype prmtacal or character conversions, and user-to-user
conversions such as with erfafgmessages_u o




verformance of a gateway. wil
céﬂnﬁété*betWQEﬁ;iggtwagks

E£<ARPANET vd. '

'GatggayQL may do complex routing and may

cbmmuniéagian with other gateways and hosts.

¥

e e g A . L. LA
Reed mentioned a few points ' .concérning gateway

“all designers ©of " lqocal . networks should remember.
"likelihood of eventually desiring to connect a local network
reat:.that--it-is-foolish-to-design-

. £o_.a global network.is.so:

& Tocal network without consideting this i

the ‘design.‘ Be preparéd. to use X.25
widespread) standard -for ‘connection outside

1 _'be ‘poor if
5° connei tks .. which differ-qgr
imilar functions may. not exist in the ' two networks. -
ampl 'ymnét-was given to contrast a

erconnection ' in
{or some equally

the

al~ oriented network and a host-oriented network.

initiate’

' The

local

network.  This should minimize the translation requirements

&

in the gateway. .

" Be prepared to. add .security within your 1local network J

should it be connected to a global Thetwork.

NETWORK ARCHITECTURE

Distributed Computing

= TE

LB e s

% There was an extended discussion of process/user naming

in, distributed systems. . Sherman described an approach in
ion  between

processes wag by means of packets in which the whole path

whiich, after initial connect, communicat

name was concatenated at the.start of the packet.

As the

packet . progressed toward the receiver, each level in the

path removed the first item in the destination

field

{its -

own name) and prepended it to the source address string.
Thus when a packet reached the intended recipient the

destination . field would contain’ only the
destination, but the source field would  comtain

name of the

the

entire™®

path from the sender, in correct order to be used as a_

desination field for a return packet. See Fig.

2?

The- fi#ll pathname between the sender and receiver would

a directory.
Duplicate directories might exist but would (hopefully) be
identical. The connection between process name and pathname

be obtained by .a broadcast enquiry of

would be provided by the directory, and would

allow

access

control to be maintained by the directory to offer some

security. -
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FIEUBE . EXAMPLE-INTERCONNECTED NETWORK

ST

, Reeé aescrlbéd a similar dynamic naming scheme, slmxlgz
,t0. a. Multics pathname structure, Fig. 3. 1In this case each
node has a process which ;FDWE the names of connected
branches (nodes). These rocesses (directories) must be
followed in sequence to find the intended destination. For
example the process of name aa.bc.bc would be located by
determining from process aa the location aa.bc. Each 1level
strips Off its level name and appends route information.
Process aa.bc would then be required to indicate the
location of process, aa.bc.bc. This kind of approach can be
followed to any -depth. Once' determined, the routing
information can be used directly for further packets.

" Two approaches were presented to maintain up-to-date
directories. .

Sherman: Grow the tree information by broadcasting
from a node when it comes alive, and occasionally
thereafter.

Prune the tree by discardi
-if a node has not been heard fr
broadcasting period.

ing directory information
om in longer than the

L3
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FIGURE 3. LOGICAL NAME STRUCTURE

‘Reéd:  Grow’ directory by each node t
parent (s) that it is present and will
specified timeout period.

elling its
be for a

Prune information by deleting from directory if
the timeout expires. '

There yas some surprise that such a distributed
approach y6uld be of interest to a person involved in
industrial manufacturing automation. Sherman pointed out
the manufacturing consequences of failures in inflexible
Systems and the desire to obtain continued operation in the
event of failure of some servers.

Monitoring

Rosenthal felt that it was often important for the
user, or at least the system control personnel, to know the
current status of a network. This 1s a high-level protocol
issue not generally {éc&d! He - also enquired if any
participants had been able to find an important use for the
"all-points" broadcast feature (with ACRs) bujlt into many

23
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m unt;pg purgases
is clearly cf "interest 1nv~"élagnasls of “‘rnetwor
!malfunctlons. It is also 1mpartanﬁ§1n evaluatlan afinet or

L

) 111 ,
information, perceﬂt ige afﬁ packets“'damagea ——ate, o the =
avallable spéed of man;taflng equ;pment may 'be the- 1 mltlrlgr
factor: - network 6%53 rate. - In the case of less detailed:
1n£armat;an gatheglng, the_ add;tlan of monitoring w111*
generflly not L quige a reductlan 1n netwark data rate.

Language e—driven Approaches ' ;?

. There was a short dleHESngdpf the lccallty for action
on commands. It  was noted that*there-is some pressure to
move this nearer the user. The concept of a Network, Access
Machine (NAM) which can“translate between a common set of
commands and those required by various servers was
presented. The user-level interaction can be tailored
even the individual user, including correctign of h;s

habitual errors.

It was suggested that , the 1ncamp§§ib111ty of system
commands may be transitory problem, at least if the National
Software Works is successful with a. ccmmcn network operating

sysggm
Rogers wandered whether lacal networks will be run by
s

more cooperative people than global networks. HNo one wa
very optimistic.

Zobrist emphasized that many users wanted a distributed
computing system in which the user could as sk for a type of
__ _service rather than for a dpecific machine. 1If in fact, the

. © assigned mgchlne proved inadequate, the process should
automatically migrate to a suitable machine without |user
request or detection.

=

I
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; 0900 - 1230
. N = = = . ,%- 53!’

Chalrman- Stephen R. Klmbletan Natlanal Bureau of Staﬁdards :

Reccrder- James P. Hanis, Hltre

Ea:tlclpants- ’ ; - ? y

-Jacques Altaber, CERN e .

?Gary Chflstensen, NSC . :
0 Steve Kimhletan, NBS ) : =
" Ronm Larsen;-NASA-GSFC L vl

George HcClureE FORD, I ]

David L. Mills; COMSAT R ' ..

... Dave. Nelsan, PRIME & ;
quDuis—Eauz;’ ~IRIA T .

Edward Rowe’ “ﬂEA : ; I o .

Stu Wecker, DEC N ‘ e .

Anthony West, ' Queen Mary Ccllege '

David W;Inéf}g UCLBL 2

«John' Wcaai LBC .
. 13 . V 7‘;‘ . : . - ) i ) ' e x - . “ -

Dr. Klmbletgn opened the prcceedlngs by outlining a
possible.  ‘set of functions . and objectives of Network
Dpérat;qg Systems as Egllgws: .

& = i!
T The underlying assumptions of the discussion afe:
1. Heterogeneous h;st computers
" 2.%. Bursty transmission characteristics
y % hcst operating :system.is 1nv1c1 t
, *"’ Emé netwgrk cperat;ng sygtem shaula'méet the following
- ebjéctlves which «collectively will provide a uniform user
viewpoint of the network resources: .
1. Terminal support
2. Network Job Execution (somewhat related
to remote job entry)
3. Network data support
4. Control
!
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Cémmand*laﬁguagé

management (rescugc s)=

flles o: dataa ets 2 I
~ level thus avoiding the’ nee& ED

.actually transfer files). E}

Thére are a set af éata fa:ma: mapplng

) i - the la? )
-~ as the data types. his L .
generally(:efErred to as “aata Lo
translat;on. , .
. Inter-process Communicatio (IPC) Levels =f=-!
. . - s - : = s
a. end-=to-end - similar to capibilities’ provided by
-a Job Control Language ‘' — * — e
b. call/return based - iﬁpiiéémﬁéit for return
€. message based - send a me Sage, continue until
- a response returns later ) &
d. problems of synchronization and mutual
clusion must bé resolved
; @ﬂe mechanism looked upon favorably is a version of the
- UNIX "PIPE". .generalized to be more independent - i.e., nct
just between 5ib11ng5, and also to include a mechanisim for
, . mutual exclusion from resources. o

Dyﬁamlc Network Recaﬁflguri on

Another aspect of the restorability issue raised below

is the need for a higher level means of configuring a
network at initialization time. For example, 1if you ‘ate

- running—a 10 to 12 computer network, odds are higher that
failed components will exist than if you are running a *6
computer network. The issue is, how do you cope with these
outages? What is desirable 1is a descriptive language
interface that allows a network operator to define the
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'Amapplng of pracesses i
"pipe line tagether

To aghleve thls, a set of “schema“ . much” 11ke a’ data -
base magp;ng 1anguage might. employ are: requlred-i These
schema would be excuted by -some system "manager." ThEﬂ .
ability :to dynamically . "bind":and "re-bind": processés is an .
important. reliability Eactcr ta people using netwngks in --a
real time EﬂVlfanment - N

problem scmewhat aggravati by the J=5

Errai«caﬁtfal is
1 apPraaches to

complexities of a netwdrk. There are seyv
- the management of error condltlbns, :

In some cases, ope*

al requlrements place’ the - -
- emphasis “n‘'the prevenfion of, error. conditions, For
example, in- thewmanufactuzlng ifddustry, ‘a netwafk failure in
& parts. assembly line could c?@ée the entire:praductlcn line - -
to stop. Similarly, when . nstrumenting- . -an expensgive 7
laboratory experiment, it. is.a disaster if all“the data is
not captured. In these situations .tthere . .is strong
motivation .to' minimize the potential for érror. Infa
unlver31ty time-sharing environment on the other ‘hand, thers .
is correspondingly less motivation for flawless operation
because the ‘users can tolerate and recover from autages._

e iy

Anathergaspect of the _.issue 1is how recavery from &
Failure 'is effected. There are some unanswered questions,
. e.g9., do you zelnltlallze ‘evetything? Do you leave failed
- components off” until the following-'day in order to presérve
un1nterfupted although deéraded service? Again, particular _
strategies depend on the nature of the network. \

The conclusions were that errors should be ,dealt with *.
in terms of system reliability and availability when %"
designing a real time system. Reliability connotes a low e
failure rate for component parts of a network; but.
availability, a perhaps more important criterion, connotes
the expectancy that all of the parts needed by a user are 2
capable, of doing the “job when they are wanted. A
Restagﬁgllity 1s in the more traditional sense of "mean time
to resgtore” but the restoration strategy must be developed
to meet operational requirements of a particular network.



A

—rprocedure- —lsnguags;b‘bsseé assemblages of 1ower "leverl

‘*1nvskfd) e .

s_f-
In a .
: naf } snly srs ddta-:

b“t élffEIlﬂg lmPlemeﬂtatlﬂnE:;:
1ﬁcnﬁs1sssnt rssults_ SRR

ﬁiéfsrshy

1s‘faf ailsngusgs (ss

2t h 2
of qﬁhgstlblllty.= An Lntsrprsslvs \E
‘en_qf ‘data hss also been .employed... !

£ . )

It wss pointed out. that*a Command Langusgsi; ﬁtsrptsssr
15fwgsst that - an interpreter - and that inefficiencies are |
common with the 1ntsrpret1vs spprnsch. Even so, a command

funcg;gns, would be of beneflt to naive users. For example,
the “statement "EXECUTE = Group 2 in Computer b" is easy

sncugh to deal w1th (where group 2%1;5 the functlon being

Althaugh there is need for a network oriented langauye
or, family ~of languages, there is always the problem d4f
getting a " new language accepted by nsers. People arg
reluctant to -learn a new, one when they can do what thsyﬁwsn

to do w1th lsngusges they slrssdy know.

Compilers/Data Strusturss!

;_cssssnt zsssarsh ;n[csmp;lers and hDW*thsy treat dsta .

strschzss is’ important to nstwafklng ts:hnalsgy ;t is:
necesss:y tg deal with data in the system in 1naepsnﬁsnt

.'ways '« for . intef-host inter- operability. Trsd;tlonaiiyr o
‘s@mpllsrs have taken advantage of local canvsnt;ans;sné not

" retdined information descrlglng the data structures to be
dealt with by the. compiled co

e.

Access Contral - Versus Capability Based Control

' Security can be provided by acgess control <me€chanisms
based on access control lists or "tickets." In distributed
systems, either approach presents a prsblsm However, local
networks with high  bandwidth pravlds a reasonable
environment for a tiGket-based mechanism because control

" information ~¢an bé é&Xchanged rapidly. Another alternativé

for sccsss control is to provide an authority mechanism for
naming "pipes." If sn object to be gperated on is viewed as
a capability, a "pipe"” can be invoked by a user as long as

it is within his name space.
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» Participants: L Coe
' P. Mockapetrds, U. C. Ir
i, Mel Gable, Ford. otor/.
eSS TeEE Yeh, Br L. L. -
..ot .Tra:Cotton, N. B. S. -,/
PP :Mike Lyle,.U.; C. Irvine
: o Bob Metcalfe, Xerox : .
T Andy Hopper, Cambridge University - .
Greg Hopkins, Mitre » :
@—- o= . Stan:Pralich, Comtech:- N LT L

o ' .Karen Gordon, University of Maryland . -

: Gary Donmelly, N.. S. A., bﬁ) S

o © Victor Euscher, Lawrence, Berkeley Laberatory

~ N

.
»

v 1 s :

. At the outset-the attendees decided ta‘céntér workshop\
discussion around - issues germane to, first, the user's
viewpoint of the network, and subsequently to the designer's

Viewpoint~of the.network.

Ko

I. User's Viewpoint

Network  availability, message' throughput, and messade
response time (including a measure of guaranteed service)
were identified as the three network.: attributes most
significant to the user. The meaninggof availability and
throughput are discussed in the Section 1II. Guaranteed
service is meant to imply a guarantee that each message will
be transmitted before a specified number of time wunits has
elapsed since its presentation to the communications
subnetwork. ; :

II. Designet's Viewpoint i
Ir"Li )
The aread identified as being of major concern to the
network designer included:
a) technolpgy selection (including access protocol),. _ .
b) transmigsion path medium selection,
¢) instrumentation of the communication network to measure
, per formance, ' .,
d) selection of performance measures, and
e) the selection of modelling tools:and model features.
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1re *cannectian 2

*Std%e and-‘forward - T
7.< .Circuit’ sw;tchlngf; . - : Wi v
8. Shared memary! T . T A

L7 *”,a

<;;tw1sted palrs ; h ;""

H “coaxial TV cable, but thatsatf;;, gég; '
f;b’g thlﬁilinks are being- ldvestlgateé by TR

nuﬁbes af
., The transm;gslcn :étes Eﬁp : ,,aieiin the 1-5" megabit' per
égcand range, "but some are lower, and some (Network Systems
rparat1cn) gfﬁ fated as hzgh as 50 megablts per se:cﬁﬁ

hE"fféfg..nXEer._Haneywéll)

It was observed that gs "a rule of thumb"™ a pracesser
produces 1 bit A of I/Q per .instruction. executed.? Oon the
basis of this rule a machine's ability to develop (require)
a trunk in the 100 Mb/s range would dictate thgﬁilt operate
at the 500 Mi/s level. That is fask. This « bbservation
suggests that from an efficiency point of view fiber optics
is not an efficient medium, in the sense de?ineé in the ’
ETHERNET paper (CACM, 19, 7, July, 1976)_ '
¢ Following is a side dlscussLan that developed concerning the
placement ~of protocol Te%g., access, collision.detection,
realization' of retransmission policy) related ' matters:
specifically, what and how much of this machinery shagld be,
cast. in the hardware, .and how, much should be relegated. .
software in the connected host. One approach (Xerox )
been to place_as much as possible in software to min i1 ze
hardware cost, thl%;éﬁ@fhet (Netwbrk Systems Corporation)
is to remove most_functions from host software and handle
them in Bus Interface Unit firmware. No consengus of
opiniop evolved, although the attendees =ebmed to favor
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A 'moving the majority of the tdsks to the lnterface unit and
" away from the host software.
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