
OR
.

-INSTITUTION

REPORT_ :NO
PUS DATE
NOTE

AVAILABLE

-,-, t---T-,--,-,4,-.1.-r-.....--.. _g-ii,7,-,.rWpg..,-.---.4g_t .,_-, ,...:_h___,..,4-___,,.....____---,,-,
=

:,-.--- --
paismrREZ011

..;

.
40 5. ." t .. ,4 1.4 r_'-_.

---,__ - , -- 'V *
.. . -,-

"- Li

CemputeeSdieride& Teohncridgy: Local Area
Netw'orking.
National Bureau of Standards (DOC ), Washington, N.C.Inst. for Costiutei Sdiefices: and'Technolpiy.

77009

't

NB-S-SP.-.500r 3-1-z .,.\-1pr 78 de .

82p:; Report cd a Workthospt(Gailhereburg, Maryland,
August 22-23, 1-977) ; Parts may not reproduce clearly
due to print quality , _ . .

FROM Superifntendent of Documents, D.E.- Gorvernment Eiriliti
Office, "Washirigton £.C_ 204.02 (SD. Stock Nci.
sii003--00 3-01918-6; $2,140}

-.
.

ED133 PRICE MP- 0.83 HC-$4.67 Sius P6.stage
ESCRIPTOiS *Electi-onic Data Proqessing; tion F recessing;

*Networks; *Telecommuriilt- ion;' . Shar,ing '
'IDENTIFIERS *Compute-r Networks; Prot,' co_

ABSTRACT
The diffent technoloqefapplicab1Etc ccmputer

networks serving limited geographic ar eg., a single campus,
factory, or office complex, are .discussed in a number of short ,
presentations made iy active researchers and implementers in this
field. Intensive discussion by participants in working sessions is
reported -for six topics: subnet architecture, protocprs for local
area networks, local network applications, network architecture,
network operating systems, and analysis and performance evaluation -A'list of attendees and a bibliography cm iccal area computer networks
As included. (Author/RAO)

-***************************************************************;*******
Reproductions supplied-by EDRS are the best that can te made -*

from the- original document-
** ************4 ***** 114 4*** 4 4 44**414***-

4.



EN

ptworkin

EINOLOGY.

Report
National
Gaithersb.

Aogust, 22

Ira W. Cot

U.S. DEPARTMENT OF HEALTH.
EDUCATION WELFARE

NATIONAL INSTITUTE OF,
EDUCATION

THIS DOCUMENT HAS REEN REPRO-
PUCE@ EXACTLY AS RECEIVED FROM
THE PERSON OR ORGANIZATION ORIGIN-
ATING IT POINTS Of VIEW OR OPINIONS
STATED DO NO`I NECESSARILY REPRE%
SENT OFFICIAL NATIONAL INSTITUTE OF
EDUCATION POSITION OR POLICY

institute for Computer:§clert
National Bureau of San& r
Washington. D:C. 202

and Technology

U.S. DEPARTMENT OF COMMERcE, Juanita M. Kreps. Secretary

Dr. Sidney Harman, Under Secretary

Jordan J. Baruch, Assistant Secretary for Science and Technology

NATIONAL BUREAU OF-STANDARDS, Ernest Ambler Director

Issued April 1978 2



The National au arldagds has a special responsibility wi
Government for c i ice and tee gy activities.vi. t.e . The rogr

iNBS Institute for cieric and T logy are designed to provid
stapdards, guide nes, a adviso rvices to improve the effectiveness of
computer utiliz tion in the F eral se an' to perform appropriate research and
development forts as foundation fOr such activities and programs. This publication
series will re ort these NBS efforts to the Federal computer community as well as to
interested ecialists irr the academie and private sectors. Those wishing to receivg

_

/notices o ublications in this states should complete and return the form at the end
of this publication.

National Bureau of Standards Special Publication_ 5O CI-11,
Nat. Bur. Stand. (13 S ) Spec. Publ. 500-31, 82 pages (Apr. ITN)

CODFN: XNBSAV

fibrin, of Cones Catalo g In Publication _
Main entry under utle:

Local ama networking.

(Computer science & tee nology) (NBS special publication 11

Supt. of Docs. no,: CI3 _5(. 31 ' 1
I. Computer networ ngresses. 2. Data transmission systems--

Congesses. I. Cotton, Ira W. II. U ted States. National Unman of
Standards, III. Series. IV. Series: United States. National Bureau of
Standards. Special publication ; 500-31.
QC100.U57 no 500-31 ITX5105,51 602'. Is N01,6441)4] 78-606029

U.S GOVERNMENT PRINTING OFF
WASHINGTON: 1978

Jr S., I r by thu Sup,rintentit.rit ..f D..t tanents, 11 S (:.,Yrritrilunt Ptiminu I alit e 0 (` 041

Stock No 003-003-01918-6 Price 52.40

(Add 25 percent additional for other than U.S. mailing).



I. pun I OR REPORT NO.I- ,RAPHIC'OATA .

SHEET-'7= ,'",
ff,

aT

TITLE AND SUBTITLE- :
C( §CXENCE.&/

-local Area getwo

a Workshop Held at `the Cat o

ipeat, &5ocesst n

blrcorton Dare

April 1978

7. AUTHOR(S)

Ira W. Cotton Chairman & Editor
9. PERFORMING ORGANIZATION NAME AND AD15RES5

NATIONAL BUREAU OF STANDARDS
DEPARTMENT OF COMMERCE
WASHINGTON, D.C. 20234 =

Pr mlog Orgn No.

12.:SoCia zat inn Name and (, ninpiete Addre

0Crzfi . pcohim.-

T P Rep

ring Ag

S. SUPPLEMENTARY NOT

C: Tess Catalog Card Number: 7 0
h BSTRAI T (A 2 ord or foss surnioory ¢tl moat sigofftoont intotTootton. ff dobibliography or Itter survey, m011 Oral it here= )

This is the report of a workshop convened at the Natio4] Bureau ofStandirds Op
August 22-23, 1977; to discuss the different technologicapplfcabie tocompUter
networks serving a limited geographic area, such as a sibgle campus, factory oroffi e complex. A number of short presentations were made by active researchers
an implementers in this area, afterwards the group bloke Alp into a dumber ofo ing sessions for intensive discussion of specific topics. _A recorder at each\
session prepared a session report with the session chairman. The sessions:Were \as follows:

1. Subnet architecture
2. Protocols for local area networks
3. Local network applications
4. Network architecture
5. Network operating systems
6. Analysis and performance ovillla inn

A list of attendees and bibliography on local area computer networks is included
in -the report.

17. 1.1-'t 1.01t17 ,f.ft t.o.ivo
name. separated the Ner=r)ic of tety )

,t.hte ooh- hhe f, e.1 tette. of the fir. t fto., word tto/e.t. e pror.t.,

Computer communications; computer networks; data c un cations;'operating
systems; performance evaluation; protocols

AVAILABILITY

For

Order F

Lolootted

I. s. C../OVecomoot PfLottog fTflohtoron. I r Oh. SNO03-OU

From Notional TOcOoe.r Ititoftnettoo 5PfTiet INTK,
It ld, Vitgiqng 221f :

['MTV to.,
If/K Fr, Tt

I



AB ACT

a.

this is the report of a workshop convened at the National
Bureau of Standards 'on August 22-23, 1977, to discuss the ifferent
technologies applicable tb compaer networks serving a 1" "ted
geographic area, such as a single campus, factory or 0i-ripe complex.
A number of short presentations were made by active researchers and
Implementers in this area, afterwards the group broke up into a
number of working sessions for intensive discussion of splcific topics:
A recorderateachseasionTrepared a.sessi t withitthe-sassion-

chairman. The sessions were as

1. Subnet ardhitecture

2. Protocols for local area networks

Local network applications

i. rjetwork arcilitecture

N4work operating aystems.

6. Areiytis and performance elfaiwition

A li and bibliography on k,c,-1.,larea comp\
networks i includol i_;t the report.

4
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,The NBS Wdrkshogion LOcal Area Computer Networking is
part: of an effort to develop standards and guidelines for
Federal agencies on the implementation and utilization of.
local area. data-communicatiods networks. This felt to be
ap, area that will be receiving increased attention over the
neXt several years, and one for whichadeguate guidance does
mat,yet exist. For example, we have been cOndueting an
investigation into the best way to deet NBS needs for
,interconnecting large numbeiNs of simple terminals and
minicomputers and a modest number of full sized host
,computers on, the NBS Gaithesburg campus. While surveying,
available technologies fbr accomplishing the desir'ed'
interconaection two things became clear:

) 1. Many other organizations, including Government and
civilian* .laboratories, office complexes and,
factories', felt the-same need as NBS for local area
data communications capabilitie and

2. 'People -in these .other organizations'who were also
investigating local area networking technologies,
and in many cases even building prototype systems,
were extremely ,interested to find out what their
counterparts elsewhere' were. doing.

All of the people we contacted during our technology
survey* were enthusiastic at the idea that NBS host a
Workshop on -the subject to be attended by the active
investigators in this new area of networking. In addition
to the priTiiary goal of eventual standards-making in this
area, NBS interest was sustained by the obvious benefits to
advancing the state-of-the-art through information
interchange among leading-edge researchers and syste'm
developers and by the parochial desirto ensure that we had
not overlooked any significant candidate -solut=ion to NBS
local computer networking need's; Accordingly, this workshop
was organized and held on'August 22-23,,1977 at the National
Bureau of Standards Headquarters in Gaither'sburg, Maryland.-

The workshop was attended'byapprOximately 50 of the
most 74active workers in the local area networking field,
including representattves,from other Government agencies,.
uniVersitLes,'and,indpStry in the' U.S. and abroad. We were
very pleased at oUrcess'in attracl-ing the right set of

* To be issued NBS Special Pu licatjon.



aXtendees particp o k r with whom we were not
-ha} rifal4:ed,9,00ntao uring ur survey.

.

=

---5, The two-days -, -'.the ,-14ork p..wersot9anizedIntothree-_

,plenary and ',:two -Workling. croup The first plenary_.._. devoted.._ ._.... . , ,. . ..,,, _:: -- - _, -, f

"sai°171-11as"''s11°re'PreSel°t1"15132-91°rR IR%--

vrogress% by attendeep,HWIS4Ang._tp:make-s,..Such preSentationsi
and by discussion of::itheorking -group topics. Three
parallel working groups Met during each -:of'the two periods
allotted; thus six -apecific. topics :::Were covered -quite
intensively. H:' Chairmen:. of ..the first three working groups
eve short reObits after the sessions on thelirst,. day. A

WorkshoP dinner was/f011OWed by a "Flue 'S=ky session in the ,

evening. The final PlenarY:session:waadevoted to 'Teborts
from the second three `,working- groups and to general.

,043P,UsSAIOAA)1-41,-APIA9.4:... :,.i.,:- -..;--: ,-:. ._., ,.- , _ _
ME.

Fifteen short presentations were made in the first
plenary session. ,,The abstracts or short paper provided by
the 'presenters along with copies of some of the
transparenciet used are ,included as the first section of
this report. The presentations were all somewhat
abbreviated due to the large number that had tobe fit into
the morning allotted, but they did serve to portray the
various approaches that were being taken and the status of
on-going project*s. ft was evident that a wide variety of
-different approaches are being tried, spanning a cost domain
of at least three -oyders of magnitude.

Following the short presentations, the afternoon
working group sesslon topics were discussed, and the
follo*ing decisions made as to topic, chairman and recorder:

1. Subnet Architecture
Chairman: David Mills, COMSAT
Recorder: PaulMeissne, NBS

2. Protocols
Chairman: Stuart Wecker, DEC-
Recorder: Robert Rosenthal', NBS

Applications
Chairman: Philip Stein, NBS
Recorder: Gary Donnelly, NSA

At the end of the afternoon each of the chairmen gave a
short report of the discussion and results of the working
group. The written' reports prepared afterwards by the
recorders in coordination with the chairmen are ineluded as
the second part of this report:.

2 )0



Before, adjOurning for the day, the
--recorders:, far t7: e7-follaiiing- Morning

also selected, athjollows: t=

.- Network Architectu IntercOnnec ion
Charman: Richard Shqrman,.Ford
RecOrder : Robert -Carpenter , NB$

2. NeXwork Operating Systems
thairman: Stephen Kimbleton'NBS'
RecordeT: James Hanks, Mitre

'erfOrmance AnalySis
-Cilairman Ashok Agrawala, University of Maryland
Recorder: Williamyranta, University of Minnesota

n thi evening, most of the clay's participants met for.
dinner at a nearby, totel., After, dinner, a "Blue Sky"
session was chaired-, :by Robert Metcalfe of Xerox. This
,session, which had been planned to permit discussion of "far
opV or "half7baked" ideas .whiah,people might be reluctant
to suggeSt- in formal -se8sions,, devoted- itself to
consideration of the parameters for a "standard locd1 area
network interface chip." The ensuing discussion was only
partially tongue-in-cheek!

In the morning, each working group convened directly to
consider its chosen topic. Following lunch, all attendees
reassembled in the final- plenary session, which began' 'with
the Chairmen's reports for the morning working groups. As
with the first set of working groups, the recorders' written
reports for this set are incluaed in this report.

In the discussion following the reports, there was
general agreement on the following points:

1. The technical problems involved in.designkng local
area computer networks are notvery different from
the problems in designing global networks.

4

A major distinction between local and global
networks is the higher degree o-f control that a
single organization is jikely to have °vet the
des 'ign and operation of a local network-

The most pressing. problem in the local network
4field is not te hnical but rather information
dissemination.

11



ome 'Sort;'of: standarcitzation, Slpeede--d- ordern arde
riiefiddrkrickrfdcd", chip economically attractive to r a644-"conductdr manufacturer. This'. is vital 'topcing costs.,

i
. -There wad,crather a lively controversy over the expec,tedsize of fut\uria local area -networks. One vendor predictedfew 'networks larger, than 3r5 interconnected hosts on thebdais* that users-NcOuld not deal with the complexity oflarger networks.- 60-4e-r- vendors and users countered that thenetwork should be ivies ed as a resource pool which could beshareeby a large number of terminals (simple terMinals upto host ',computers) each interWorking with only a few otherat one time;..-----,:1111%.7r e 'agr ethmentreliability ,issues had nat._ been adequately- addressed by-theWor\kshop, and that 'reliability problems- could limit the.rteork complexity that could be achieved.

t.Participants expressed satisfaction with the size,duration and general organization, of the Workshop. Therewas Softie- feel =ing that the short presentatiofis were overlyshort; it was. suggested that cxeneral prc,serltations bere ta ined at an opening session but that spec ia4 Lzedionsios be moved to t* aPp-ropr Late working groupsession. It was agreed that another workshop in about ayear's time would ,be extremely _useful, since many localnetworks currently under development will have reachedoperational status by then.

12





small operating team. The geographical layout of the
machine; whioh, consists Oof, 2.2 km diameter ring,' and the.
necessity to reduce the number of control cables and their
length, have led to a decentralized structure for the
-ontrol ryrr-ir whict h c been firalzo0 int:- a
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A LOCAL NETWORK FOR THE NATIONAL BUREAU OF STANDARDS'

Robert J. Carpenter
.Robert Rosenthal

Computer Systems Engineer-ing Div isiLn
institute for Computer Sciences and Techuoloyy

National Bureau of Standarqs
Washington, D.C. 20234
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A connection try protr,col is proposed that provides a
software "rotary" allowing this standard TIE to he used on
host computer ports with a single connection address,
automatically incremented to bypass busy or broken ports.
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APPLICATIONS OF' HYPERCHANNEL

Gary S. Chi tenseAll
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DATA RING AT COMPUTER LABORATORY- UNIVERSITY OF CAMBRIDGE

A. Hopper
Computer Laboratory

. University of Cambridge
Cambr ldg England
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When a station has a packet ready for transmission in
shift register it waits until the beginning of the next

slot. It now reads the full/emptv hit and at the qme Imo
writes a one at the output i the full/EiTt} Lit
zero it cansmits the packet, It :,owevet the full/Empty
was a one the SA)t. la already 0,.,cupled And the alsOelt
Lepedted foL the ocAL packet TnI5 ..hr111, 11,114li11 c5
ikaMbeL bi, A .slay ta.,11 IC

i . C A

t.. t_T , ,11, L L I te I 4 m ,A
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destination.

If one of the SOP bits is corrupted or the, full /empty
bit becumes full then this will be detected and cuLreeted by
the monitoL station. If the full becomes empty the') the
packet ,t._ be ignored at the deatioatiou but thin will be
dete,L A by Lic acmi,c -21mI1 ai1y the ,taii_mill L will
tieteLl ,t ,tic - ullut .,lou LAI b.. Ome- ,urrupted iu SUL...:h

a ..lay ,. the ,.1,,t 1 alaihei c_ply error In (hc
aAdie a Ic1 Mal .oge L, . paL;,s., L Lc A,11, LA
In,,,kic .,, ,,L 1., am5i,ncd I Ll,e Louj 6 ..L,. clCOL 1 IA
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has no 'ambiguity about the start of a digit (unlike phase
modulation) . A change on both pairs indicates a one and a
change on only one pair indicates a zero, each pair being
used alternately. The advantages of the four wire system
can Le summaqised as follows;

A Lai a.,

,al



Discussion

The Cambridge ring was designed in an environment where
many different types of machines exist and where the
disruption to their opeLating systems has/ to be Min}mal.
This ditteks sltguificsut,ly the designeL

6 a tLCe ho-A to Jtvelop 11 bt b.tt_watc akut..,11t19 to 1115ad slum syeLeMs ...;ottileCl 4 tatAe
uumbet "ttcal t'utthenhutz it waS Jsigh
task io ,hake the yett 1 .iichk.JeAlVa a p,S511,1 amd it
k4ab ,epc Ampl_ Ncv it. :1c 11a11y l,l lbna at l_tt
oh,/ .ome ,t t.LL,u at

L,

itgl,_
JEJZ it 1 I

Tijs s ; ,1

el.:a 1, dirt c I

L'Ait(Iitt 11 aA

J 1

1, L, ,) I t ,1 II

11 11 ...Ali.) t,,L, A..1kA 4- 11 ,,UL4alp " 1"a L I . it, A t t A Ifl., a ,Iii ,1 1 1 .t.1
,t.a 4., 1L,t,.. ,11... Jil -, 1 Z ikPi , 1,/ I j a t I Hi .1

0L, I HL, , CI c ,1 , ,a11 j LuVi.,L, a p 4 4-1tft4 1 1_.44 k,,..A a :e uul.ki: ,,...,1 .c azlla tatt tit
I. 114t, r As I Alh, ,I,Ai LeA whc, I:iu 4c,:1.3y

1,,,, t 4 !A - I I, , , , j I -j i 11 , 1. ..,I IA f C r4

A

t

k 3 3

I L C a



LOCAL MISSION-ORIENTED NETWORK

R3nald L. Larsen
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ETHERNET: DISTRIBUTED PACKET SWITCHING
FOR LOCAL COMPUTER NETWORKS

Robeut M. Metcalfe
David R. Boggs

Xerox CoLpolatioli
lu Alio, CalifoLnA
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ee'.,yea
ommithiCations ,system

d_.,siign _capable of implementation using _

a single chipczL6I transmission controller
(Itir)-and Incorporating -a flexible, process
oriented addressing structure.

A transmission system .whi,ch, in its normal
configuration, is a ring':architecture utilizing
siin le: unidirectional twisted pair operating at a

'';:trwrismission speed: of more than one megabit.
(The expected rate is in the range of two to four
imgahts)

un it fai ure bypass mechanism to enable, con
system ,ability in the event of unit 'lure

addresing structure and acknoWledgement
trichanism supportive of' a distObuted pr©cessirng
erxvironment

A possibility of operating in a variety of
comnnluniultions topologies including the "Ethernet"
pr ntomi, a Contention ring and others.

This, research is s4pported by the Advanced
Projects Merry under Contract NO00 4-76-C-0954.

[1.] Mockapetris, Lyle and Farber, On the Design
Network Interfaces, IFIP 77.

Research

of Local

CQMPCTER CELLS- -HIGH PERFORMANCE MULTI COMPUTING

David L. Nelson
Prime Computer, Inc.

Framingham, Massachusetts

Cur relit research activities at Prime Computer, Inc.,
for the development of high performance . multicomputer
notworka are described. Certain methodologies for the
design of such systems have been previously presented [I]
and - are tier l!in extended to include engineer ing and
manufacturing trends. These considerations suggest ftiture
architectures that will be comprised of moderately couplet:1=f
highly regul or, local homogeneous mul ticomputer networks
which are cluac t er i zed as high per formance data flow
computers. Described

. are the current design's .for,
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interprbces-s_ToftiniiiidatIdnApipelines system pa k g i ig_ .an
intirconniction (fiber -optics ring) , proceSs tb-lorecessor
biadingand thOughts-regarding problem decOmpositiOn.

(1] Eckhouse4j and D. L, Nelsont Distributed
Operating Systems -- An Approach to ,Greater
Flexibility", Proceedings of the.5th .Texas Conference on
Computing Systems, University bf Texas at- Austin,
Octbber. 1815, 1976i p 157-=159.

THE Ml _ LABORATORY FOR COMPUTER SCIENCE NETWORK

K. T. Pogran

D, P. Reed'
HIT Laboratory for Computer Science

Cambridge, Massachusetts

The MIT Laboratory for Computer Science is developing a
dlocal.',area,. network. which will initially serve the needs of
our laboratorY -and which, we hOpe,owill form the basis of an
eventual campus-wide network. The immediate objective of
the LCS Network is two-fold: first,- to provide an
intercommunication capability for the ever-growing
collection of minis, micros, and larger-scale systems within
the Laboratory, and, second, to provide a vehicle for the
Laboratory's research in the area of distributed computing.

In developing the LCS.Metworku we.have tried to take a
"total system" approach, concerning ourselves from the
outset not only with architecture And hardware issues, but
with protocols as well, and with such issues as:
interfacing the network to already-existing systems, large
and small; the impact of a high-bandwidth network on small
systems, and providing economical access to a high - bandwidth
network for terminals which are, by comparison, low-speed
devices.

Technology and Architecture

We, began two years ago by studying some of the
technologies then available for local networks& Both the
Ethernet and the Farber Rin'g Network offered the attribOtes
of high bandwidth and compl*tely distributed control, ,and we
restricted our study to these two technologies. We realized
that both offered essentially the same functional
capabilities; in addition, we realized that,' with properly
designed interface hardware, a network using either basic
technology could present the same logical interface to a

70
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technology;
c-i nt;er- f a c _

a predo e-uSd411t1-6ither'=ietWoOi Wiih
oliy7-mildr- odifieatiOnS-to:-its,,control_- tructure , and :--

internp_Aata,flow._- __-_

,-
--,

,

__ IllerPfPr -.._i,,the fall ,=-0f- 1976 deided7,--0; join
=or Wit k.:. Dave . Farber 's group at -U tIline- to-develop a
Sing,le "Lo041.NetWork Interfate", which could be. used -for
either'a Ring Network or an.Ethernet. Implementation- of the.
nitial"ring7only" version of the tNI, running at 1 MO/S,

is nearly complete .that we will be develo-ing.the.
modifications required for :Ethernet use *We are hopeful
that the -Sthernet LNr Will'be able to operate- the 4 -8
Mb/s range. .

S

haS been designed ifrom the start with an eye
and Large Scale .Integration. Once its design has been
nalized, it shoud be possible to implement most of it on a

single chip, thUs making the eventual Lill a very inexpensive
device.

-The- LC-8--- Network will be 'compfted- Of a numberof
"sub-networks," Some using Ethernet technology and some
using Ring technology; all ung identical,. protocols, and

7tharing a -Single "address space." The sub-Jletworks will be
-Anterconnected by means of relatively- simple hardware
"bridges"; the network as a whole will be 'connected to the
ARPANE9 via a PDP-1I "gateway" system. This "sub-network"
architecture will enable us to evaluate the relative merits
of the Ethernet and Ring Net technologies; it will allow us
to try out new technologies-within our overall network, and
it will provide us with a.straightforward method of coping
with future traffic growth.

Protocol Issues

The LCS, Network will not exist in a vacuum. As was
mentioned above, our plans already include interconnection
to the ARPANET. Por this reason, a primary goal in the
design of protocols for the LC8 Network was to incorporate
at an/early stage the necessary flexibility to have each
host computer, microprocessor, or terminal connected to the
LC8 Network participate in communications with systems
outside the local network in the same way that
communications occur within the net. We are thus seriously
involved in the internetworking game_

In looking at the protocols available, only TCP
(Transmission Control Protocol, Cerf & Kahn) seemed to
attack most .of the problems, of addressing, technology
Matching, etc. Unfortunately for us, though, TCP seemed



omen hg ore_comp tal-e ai6
eVeloPed the';Datra_itream -Pr tocolA6SF)
hit;we-Apelieveis _simpler -than TdP: OSP- iS stil =l _under

TOP, and it is-our-hope-that -they:wilr------
eventually merge into 4 truly,' simple but. general
in'ter hitW orkin-Piotbco

_

We are currently trying to look at very fle'xible
addressing schemes within the networks to allow both generic
addressing, of -services by name in an internetworking
environment--where services are dynamically created ,and
destroyed, and to 'improve routing Of packets in an,
lhternetwork' environment where, gateways may choose not to
participate in "optimal routing" negotiations.

While we..arewnot currer4ly deVeloping new.higher- level
protocolaAve expect-tb use 01.stihg:ARPANET_TELNSTind File
Transfer Protocol- software as our -initial' higher level
prOtOCcils) we expect to evolve much more OfeCtive protocols
to deal with distributed data as time goes on..

6

Aft important- goal our- articipatiOn in an
ternetworking environment is to secure our communications

against unauthorized prying. Our experience in designing
the Multics system leads us tp believe that protection is an
absolute requirement, even within a university environment.
Consequently, we will be experimenting with the use of
end-to-end encryption,- probably with the- NBS algorithm,
integrated into our end-to-end protocol's. We feel that a
protocol with features such as those of DSP or TCP is the
right sort of protocol for use with end-to-end encipherment.

CURRENT SUMMARY OF FORD ACTIVITIES IN LOCAL NETWORKING

R. H. Sherman
M. cable

G. McClure
Ford Research and Engineering Staff

Dearborn, Michigan

Ford is designing a communication network named
CYBERNET to support local deCentralized computing for real
time data acquisition and control in the manufacturing
system. The decentralized broadcast media is similar to
that employed by the Xerox Ethernet. Communication.
connections in CYBERNET, however, are made between
processes, not hosts and terminal _oriented' devices. The
communication is cable television (CA'V) coax.media_

--- -Connections to the coaxial. cable may employ terminated
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:_resis ap m r ___ o ___:losSi_cs = Mpedance;__,Imatched
daisydhain., -trbrilu. nching. situations,-a- To-sivrtap

- , ,,_

fabri -ifed'- froo -'.CATTij7.-pOwer splitters. istpermitteda. The
ewer electronic-Module'is-15-iconventi4nai_:chips=_and

serves[the fUndtibn' "of- MPaliIationIdeidaiiiitidrigiial- _ -
amplifidationr:-.10Je detection, collisibm-detecti4nt' and-
retry t toners. 'The-ability to d tect collision under_signal
attenuation n has been demonstr- ed. The modUIation- i.s:
baseband; yal. 1+-3.5 voltsY using_-a Dr.C. balOnced, self,
synchronizing, encoding of the data bits whidb requires. six'
timea -the data bandwidth. -Jihe transceiver can be dsed with
microllor mini) computer serial ports provided all of the
serial ports on the network, use the same baud rate.- For a
higher performance network with synchronous, bit Stuffed,:
1.3Hmegabauddatarate, a_ fast microprocessor based adapter
is-COmbined-WIth-the'tranS-Oliver',fOr fiiiidfloriST-Wf packet
switching and error control. The message protodol includes
free formatted-destination, source, colitrol and data fields.
The ,prototype network is. being impleMented in-Research for
laboratory automatio =n. Stations will include =a PDP -L0

.computer, an engine dynamometer test facility,- a numerically
controlled mashirie_tool and an operator,istation.

The system is being designed to allow interconnection
of networks using gateways in order to provide full support
of resources. The network protocol is designed to make
these interconnections as simple and reliable as possible.
The gateways need not contain routing tables associated-with
the- network topology since the message header contains the
complete route (pathname) from the source to the
destination. This pathname is dynamically constructed
during the communications process by each gateway
concatenating its name to the source name field and removing
its name from.the destination field of the message.

LOCAL AREA NETWORKS AT QUEEN MARY COLLEGE

Anthony R. West
Computer Systems Laboratory

Queen Mary College
Mile, End Road

London El 4NS, England

The group in the Computer Systems Laboratory has two
main areas of research interest: the first is in the design
of low-cost computer systems to promote a high degree of
user-interaction; the second 'is in the architecture_ of
distributed computer systems. In both these fields, the use
of a number -of low -cost micro- or minicomnuters-which



perate-.-wi -One aniot er- e- ic
not feaSible-,IuRless conv4nient a glue

fueOCItaking _the-
of?-a high-bandwidth- aocal-area-:dOm die0aetwork;:and

hilte)DeeneonsideriPg:network designs sfor some now---
ifthOugh, we had been intereLted in iing networIsimilar to
that used in- 6CS at the University of. California at irvdne,
our interest really took-shape with the appagance of the:
pap4r on the Ethernetjletwork in use at the Xerox Palo Altb
Research' Cehter [Metcalfe 76]. We. s6t out;i 'design a
similar bus-oriented contention network based *oh. current
8-bit microprocessor technology.

At that time (about August'1976) we came into con -c
. .-with--a-=-!groupwork-jng-at-the- RutherfOrd'High_ En gy 13hy

Laboratory who had a requirement for a flexible, xtensi ei
fast, -local network to-improve-the facilities r pourcp
sharing at their ite. It was felt that the best why . -to
satisfy their requirement and ours was to- embark'on a Joint
development project to construct an Ethernet-like network,-
which we may decide to call the ENET. _Thi-s_work has been
progress for six months now,- and three -prototype no
controllers based on the Motorola M6800 micro are nearly
ready. Testing should take place. starting in September.
The data rate down the coaxial cable is 3 megabaud and the
cable can be up to 2 km long' (at present).

In the meanwhile, whilst Rutherford are working on the
hardware, we decided to hack together out of the standard
building bricks of our M6800 development system a similar
network (but of much lower bandwidth) to investigate the.
software structures andipT.oblems inherent in such anetviork.
This network, the CNE (C stands for Cheap!),ia based on
standard M6800 Asynchronous Communications Contr0119r
Circuits with open-collector line-tran0ceivers to.inerface
to the shared coax. -The data rate of 76.8 ilobaud
fairly low, but all the software is interrupt drivenAnstead
of requiring DMA facilities like the ENET (E stands for-
Expensive?!). This CNET was intended to give us an accurate
model of the future ENET controller (except for DMA) so'aS
to give us a chance to investigate protocol questibns'in
advance of the availability of the Rutherford Hardware.
Many of the questions we propose to study are described in
[West 77].

The ENET uses synchronous communications and there is a
possibility that, after the prototypes have been tested, the
production circuits will use HDLC interface circuits. This
is .highly dependent on the performance of the forthcoming
chips and theaS=Yet_unknown desirability of using HDLC
both Rutherford's and QMC's contexts. The College Computer
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tre curt ans--to;purChaie _2980;
_atts __ link= to a -= London IirriVer sit_Y-X

change, --the o'tliet -;for lObal-college network; a whiCh could

Bot ne wOrks use passive .coaxial-cable . for a- shared
transmission *tedium, and, in- order "t proteCt Irteditm
from being- corrupted by Unintentional (or intentional)_from.

from nodes, a seif-testing .facility has.been
praptised, regular and frequent- intervals (e.g.,- every 10-
sedoncip?) Eontrollers quetie a--packet which is_ sent out onto
the network and received by that same controller again.- if
the entire transmission and reception paths {in -both
software and hardware) check out, the microprocessor.
efreshes-''the'tini-er -on a --teral:- Ifs tlii relay `s rran

refreshed iiithin same time interval (like. 15 seconds?) it
opens -, disconnecting that node from the net and initiating ;.a
restart in the -naaroprocessar software. The node then
checkS\ itself (by sending itself a packet without being

-° connected to the network) and if it is functidnal, connects
back to._ the -Ether again. f a.-failure _occurs -inni§diatelyrtie node repeats the proo6ss once icire before deciding that
-the Ether is unusable and sounding an alarm.

Our-laborat ory also houses some undergraduate teaching
facilities fuer t Computer. Science .students.=- At the moment, =

these take the fpa of a PDP 11/40 running the UNIX
operating system, an d' x-a7number of satellite microcomputers
supporting intelligent terminals, etc, , We are about to
acquire a PDP.'11/34.and,...5evera1 LSI-11's for research into
some Man-Machine Interface questions (like text processing
in the distributed- office environment) and we intend to
"start by conneeting these to the CNET (and later to the
ENE') in order to bootstrap software and share resources!
The possibility of interfacing UNIX, local-area networks. and
long-haul X.ftnetWorks is ,attractive.

Rutherford leas also' received approval to build a
satellites giOund station fora broadcast satellite network
to link 4earious research e.stablishments, Europe. We
propose ttt study ways to- ,e-nab-le ,ENET users at Rutherford to
send data via satellite 'to tither sites (which may growinterests in local ENgT's later):

, .

Metcalfe 76;

References

thernet: Distributed Packet Switching for
cal compbter Networks," R. M.. Metcalfe and

D. R. BoggS, Communications of the- ACM, Vol.
19-, No. 7, Julys 1976.
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DECNET: ISSUES RELATEi TO LOCAL' NETWORKING

Stuart Wecket
Research. nd Development coup
Digital: Equipment Corpora ion..

,Maynard4 Massachusetts

The;Digital Network Architecture (DNA) is the framework
--DECnet implementa:tions, Its to provide

'efflbient and flexible netWOrks for both ,g1gbal_ and lcidal'
environment, This Pap_er presents'some-of the issues and
tradeoffs made during- the design of- DNA which relate_
specifically to local networks.

Introduction

The Digital,Network Architecture (DNA), the framework
fqt_the DEQnet family of implemehtations, creates a general
networking communication base'Withinwhich*Ograms anddata
cam be easily accessed and 'shared'. DNA is designed to
provide this general= resource . sharing and distributed
processing across a broad range of ,hardware and software
components. It is designed de6 be efficient An--netWOrk
_Struaturee ranging from small local networks of 2 or 3
minicomputers in a single room, to igrge geographically
distributed networks of many large mainframes..

The general approach., tdIcen in the architecture is to
partition the system functions into: (1) communications,
(2) networking, and (3) applications. These are then
implemented in a layered structure, each layer creating a
richer environement for the layers abve it, providing them
with a set of functions upon which they can build. A more
detailed discussion of the architecture and its components
can'be found in [1, 2, 3, 4).

The layers and their functions are each reflected in a

protocol which provides the communications and
synchronization between corresponding 'layers in the
distributed computer systems. The Yers of DNA and their
functions are:

Communications The goal this layer is to create a

26
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,:-
ieguential' error-free data link for the movement of data
over &scOMinunication Channel. Here we are concerned with
detecting and -correcting bit errors introduced-'by the data
cannel and kith the management of multipoint and
half duplex channe18. The protocol used in DECnet -within
this. layer is DDCMP (Digital Data Communications Messaage
Protocol). Other protocols providing similar functionality
are SDLC[5], HDLC(6), and ETHERNET (contention level
protocol) (7).

Networking. The goal of this layer is to create a
process-to-process communication mechanism that is
sequential and flow controlled for the movement of data

--between--communicating--nodes.-----=-Here we are concerned-:=with --
routing data between nodes, creating logical data paths
between users and providing integrity, seguentiality, and
flow control on these data paths. The protocol used in

,DECnet within this layer is NSP (Network Services Protocol).
Other protocols providing similiar functionality are the
packet level protocols of SNAP (X,25) [8) CYCLADES (9), and
the ARPANET Host-to-Host protocol (10) .

Ai lications.' The goal of this layer is to create a
mee anism for the movement of application data between
communicating processes And/or tesources1 Here we are
concerned with communicating with, for example, I/O devices,
disk files, system loaders, and the diStrited programs of
a user application. There may be many applIcation protocols
executing in a DECnet network. Some are user created
protocols; others are DEC provided such as DAP -(Data Access
Protocol) used to access files in the network. Other
protocols with similar functionality are the ARPANET FTP
(File Transfer Protocol) and TELNET (Terminal Access
Protocol) .

Local Networki2g

In general, the characteristics of applications and
their demands on the network are very similar in both local
and global networks. User programs want to communicate with
other user programs, access I/O devices and files, and
interact-with terminals located at other nodes in the
network. However, the topologies and physical components
used in local networks (systems located within a small
geographic area) may be different from those used in large
geographically distributed ones. For example:

1. No backbone communication network. Many local networks
consist of small number of host systems directly connected
without front-end communication computers or a separate
backbone communication network. The r1StS prfr,rm X11
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networking, 'and-:_communiCation- Functions-.

2,-fude Of niaiik Local _metworks tend
to -choose data,Iinks-based on interface -casts ,- link lehgth-,

. and performance. Thus, they are able to use -,:,asynchronous
links,. parallel' links, and high' speed loopi, not alwayg
available over largi geographic areas.

3.. Direct -pommunications. Many 16cal -networks are
topolorjically- configured with direct point-to-point
connection s between the .end communicating hosts. Typical
topologieS- are stars, trees, and multipoint`linl, such as
loopsand ethers, where any,node dan communicate with an
otti-e-f-dride; &Ening- Completely connected neiyorka.

.

There are non7geograptlical747fferences as well:

1. No central maintenance control. Many small local
networks operate without any node being in control of the
topology ormaintenance of the network, as is usuall the
case in large networks.

2. Simple routing requirements. Many local networks have
no routing requirements at all since they 'are directly
connected. Those that do are usually very simple (either
the )operator makes changes via, commands, or plugs in
alternate cablea).

Many of these factors were considered in the design of
DNA and its protocols. The result is that many features
have been included to enhance DECnet's efficiency in local
networking environments. Some of these design features are:

1. Common network level protocol. All nodes in a DECnet
network are equiValent at the network level. The
characteristics of a node (host, front-end, router) depend'
on its functional use and physical location in the network.
Host computers use the same Nsp protocol to-communicate with
other host computers as they do to communicate with
front-ends and switching nodes. In local networks the hosts
may be directly connected without intervening communication
computers. The addition of communication computers and/or a
backbone communication network is transparent to the hosts,
since they use the same protocol to communicate with the
communication computers as they do to communicate with other
hosts. Thud, some nodes may be "front - ended" to off-load
some communication functions, while otherS, with excess
processing capability, may directly communicate in the
network without using a front-end. This commonality-of
protocol gives the user the flexibility to configure the
network basked on application requirements and computing node
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capabil i
regnirements

ucture
.r_

2 Subset- 166 _ tweirk prototol. e onncted
netWarkS, ere `the -ditd:coMmunl6afing SyStemS-Are,-c nnected

anhel, areneommon ,in -local configurations.
Herd; some' functions of-.the NSF protocol may be omitted to
eliminate the duplicationl$f function with other :l'evels, and
increase the -efficiencry-:df:- the network. 06- directly
connected links,the link 'level protocol prOldet an
error:free -,seguentiai lend-to-end path,. Th6 normal
end -to- end -functions Of- timeout and retransmission are
omitted frpin 1ISP for simPlification-W.t4e hosts I 41Mcre
geograOhicallYtdi*tribiitednetwOrMq6iddadn-6b40dtdig------7
can be addedtp pefform: the'-rditlpg, timeout,
-retransMission.functions needed in these topo=logies. These
functions are added, via -an. intercept :function, in the
comuniCation computers,' which acfcepts the subset_ NSP,
protocol from the hosts and adds these features, creating a
superset protocol, suitable_ifor use these _larger=
networks. This interCegtion'is totally trans6arent to the
host. A host mayiparticipate in both a. local (directly
connected) and global network Using- the .same network
protocol, the host protocol code always, being optimal for
the environment in which it executes.

3. Extensible fields. For efficiency in small networks
many of the NSP protocol fields haves been made
variable-length. This allows efficient use of short fields
within Small local networks, while allowing expansion for use
in larger ones. Some examples are the node address, logical
link address, process name., and accounting fi-d,y101.-

addition, a hierarchical addressing scheme has beeil--4--used,
dividing node addresses into node areas and addresses within_
areas. In local networks-all nodes may be in the same area,
reducing the addressing in the system.

4. Independence Of link level protocol from physical link
characteristics. The DDCMP protocol was specifically
designed to be as independent as possible from the specific
charateristics of the data link. Synchronization is defined
specific to each type of data link used. A byte count field
is used to locate the end of a message, detaching it from
any specific characteristic of the link. It has been
implemented on synchronous, asynchronous, and 16 -bit
parallel channels..

5. Optional routing header and chang-able algorithm. The
NSP routing header -may- be omitted in directly connected
systemS. In these configurations the receiver assumes that
it, itself, is the destination and the sender is the source.

2g



his-Ancreases- e-overall- -efficienck. et.,protoco
used-in'-euch configdra ons -The touting algorit

IndOpendent of'th-d"-NSR'grdteido and 6iiibe---ctianged., baked
upon .the.requirements-:ro -configuration -el .-

networks-, simple algorithms, such as_ Change on operatoe
'bcommand, may e. implemented while' complex adaptive

algorithms may pe used in. Iargetgloballtietworks.,:-

-6. Layered-structure. In layered 'structures, each layer
performs specific functions while hiding the techniques and'

'-protocol used Within that layer.' The layer is only visible
throUgh the interfaces with which it communicates-0 the
layers'-bbove,and below it. This allows cleanreplabementof._
,--1-ayees'ia-th-flutictio- ally-egUiVarefff-TaIMPretWiitatiFti

era'/A
of DEChet in a riffi or ether struCtured environment Only
-requires replac ent of the, DDCMP7putocol with a sliitaae
ring or contentiorOink level protocol. This would. result
in a ;fully connected network, and allow use of the directly
,connected subset of the network protocol desCribed above,'
eliminating duplication of function.

--.--

7. No central maintenance, The maintenance features of the
network have .been made independent of the basic structure!
as is done with the routing algorithm. . The network ,will
operate with each node executing independently, coordinating-
with the other nodes via the protocols. Any maintenance
feat,ures can be added at higher levels in the structure to

,provide overall control of the network. In Small local
networks such features may not be necessary, and may be
Omitted.

0117nllouting in a star: topology. The intercept function,
4eScribed in (2) above, includes the capability for routing
between end nodes connected via a single intermediate node.
For example, a star configuration where the central -node
performs the intercept routing lor the network. In this
case the end nodes use the directly connected subset of the
network protocol. They may have messages routed ,to other
nodes without the addition of communication computers or use
of the superset protocol. The central node may participate
in application level functiorks as well. These topologies
are very common in local area networking structures.

Conclusions

The requirements of 'local networks are not
significantly different from those of large geographically
distributed networks. Differences exist mostly in their
physical. -topologies,-and data-, link characteristics. The
protocols designed for local networks must perform the same
functions as those designed for larger global networks. By
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taking into 'a-count the geograPhical differenceg in the
design- of the protocols comprising -:theDECnet architecture,
'the same protoCols and ,structure are Used- very effectively
in local networking situations, without compromising. theirs
effectiveness-in large geographical applications.
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es o nNET-ARC ECTOE-
g6§11SC-22'

--16:30

airman: Mills; COMSAT
e

ARe ordeti,,Paul Weisner', National Bureau of Standard!
_

The`he folio ing topics were identified-as candidates ar,disCussiori:

:- Transuiverr= design
Cable technology and the "tap"
Idolation

-Opts-cal transmiss on
Interfaces
Architecture.
Virtual circuit -versus da agra
Guaranteeing Oe formance
Availability
Standards

Participants requested that their names not appe4ry in
the -session notes. The session opened:iiith 44iCusSion of
standards, the general feeling tieing that standards would be
premature for most aspects And would intribirinmwation.
Later in Abr. diSCussion it was suggested that the
implementation of-bertain funtions in LSI would be aided by
standardizing' these functions in , order to achieve a
sufficlent production base to offset the LSI design and
set-up costs.

It was obserVed that much of the existing design effort
has been done without the benefit of extensive RF
engineering,_alld. participants were invited to comment on
their experience in this regard: Some,implementations zere
developed, around Jerrold Electronics CATV equipment,
including facilities for taps. An example was given of
3- megabit operation with 3 -volt signals. The Jerrold
equipment was modified to reduce losses' introduced by taps.
Coakial cables. were contrasted with twisted pairs for
transmission lines. Coax was cited as advantageous in that
asiAale_cable_oould_be_cun throughout an--installation and
used for a variety of services through multiplexing. It was
,noted that proper grounding can be a problem, .since there
may be voltage differences in the grounds between different
facilities and this can result in heavy currents in the coax
shield.
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Availability was discussed briefly. Some exam2les wer,"
given of loopback features which enable a statiDn to perfo
slE-LesLing. However, this requires two buffers, and

al SynteM cannot afford this. The use of monitoring ,
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4 ., A ko C14- k. . , -"
flu alts ays ge_era.td N116 t,e en. u4cr ,4 AA A Ii, it waS

o16 fclk that 4;omputec 41C4V41 k- aurftL tLom i 40-k )1 il,man
fat s. Lb _neering i- their desI9n N,t..tke m_st be

of the h,44114ri interf.. e6 to 1, 46 11 as theconsidete
machine-to--aci.ine inter 1 coca.

k k k,j
1(1, 1.11te1 L IL Went.,

4.411.1da_A ke,0MkoUL, ks4 1 Lcri t h

Lotally Lt.ospct el t iht
co fOt th et ah,

619nal 1 i ,110 o - ktoc

41 k

at ly JEtu.4.1ifi16 Ai

014o11id iiv
ib no, 1(4 lh 9 ;akcl

hoe d ac1c1
th, todct

00,1 11.0 4..0u11.

1u, .1.-J1

311 W t he ae

LA 1 1 kJ .k 11 4,0.4 .

.1. nt 1 A4

t1.111 ®,

1

I, /*C

3,

to

4

, 1 4. j

,oct US. oho J ,Appe: ID Lc
0h,,1i1J be n, out ol

pc1t14 o X44 Le_nd

y

1 L 9

11,4 I g!

4 11 I:4. i 11. 1 44 J 1 k

0114,1 t,..z

old al

1141,4a,...41u11 1,0m 4. ct

11c the 6...A 1 1 44 , f

JuLl", i jkaidt., 1,, II, .1 1

khoJka f. ha1 ki2 U. $ 3 kwoull

,lo., ...t ka4..1114,4 a 1 , ,k1 Aaa
14154. I I opplik;dt.oh, et<e a

tki ao (1,C -i or 1.114 fl 'z 11.

li. d® lu 11 o... l 10 1 1 e. 1 L. a , . 4,

1. 1 ,.

. 1 , l iZ 1

HI 1 S_ _ A 1

J' , ti 5 t 1 14

1 r. 1 I i PilAi 1j14

L. , C iii

i F,J ' l - 1 a 1 z

., :4,, liet 1 1

lii , 1 e 1.611

i . l 1 1 ,5 L 3

4 t t I I,A

I I 1 AL
ii

1

.1





hairman: Richard Sherman EOM Motor-Company

Recorder: Robert,Carpente National Bureau of andards

,Partircipants;,
Robert Carpenter NBS
Ed Bart, AFL

,.Gregory HOpkins, Mitre
Bruce Lucas, NBS
Andrew PiliPchek, Of Maryl __and

iceletri; MIT-
Richard Sherman, Ford
David Reed,- MIT
Sig Rogers, Lawrence Berkeley Lab
Robert Rosenthal, NBS
Dale Zobrist, Eldec Corp.

. The session began with a discussion of the subjectsbe covered. The topics decided upon were

lInternetworking
A vertical cut through protocol layers-
Local network to local network interface.
Local network to global network interface.

Network Architecture_
Distributed computing
Naming

Monitoring
Now to tell the user what is happening.

Language-driven,approaches
Data and corgi ands for existing operating syseMs.
Approaches transfering grammar nearer user.

INTEI- TWORKING

Vertical Cut

it was quickly agreed that the interese.of this groupspanned thefull vertical cue through the layers of protocolfrom the hardware up to the user. This is to be comparedwith the interests of the Network Operating Systems session.
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oca- netwoxk,-interCOndec on_

The discussion of the interconiiection of Iocal-netwOrks
-the di-Vision' of` thq-pfoblem into-two 'categories;

networks or :network segmenti with essentially identkcal

protocols (or at least packet designs), and netWor,ksf*ith

substantially different designs. In the first casejithe,

intezconnecting means- could be 'logically- simple, Pogran
proPosing-the name Bridge. The second case was felt to be

siMilar to connection to global networks through h Gateway
capable of complex protocol transformation.

What Does a Bridge Do?

The 19Fidge, a -iTeWCrib-ed, is- essentially
store-and-forward packet repeater with address filtering;
The drawing in Fig. 1 formed the basis of the discussion of

the bridge and the contrast between a bridge and a gateway.
The portion of Fig. 1 to the left of the broken vertic41

line may be considered as a single local area network, made"
upof tour-Segments. In the example, these segments were

assumed to operate differently, a high-Speed ethernet, a
ring, a 1pw7speed ethernet, and a segment of unspecified-but
compatibfe-design. These segments are connected by bridges.

LOCAL NETWORK

RING
SEGMENT 1

GLOBAL NETWORK

1:41ORAL
NETWORK
(ARPANET)

ETHER

SEGMENT 3

DATA LINK

LONG BRIDGE

FIGURE 1. MULTISEGMENT LOCAL NETWORK

EMPLOYING BRIDGES

48
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e discus ion entified the following-positive- 'statemen
=about-the-networknd the'bridges:

A common. address space_encompassed all segments 0.the network(s): 'interconnected by bridges-.

The packet design of all interconnected segmentsmust be the same in all internal address, control anddata fields. There may be local cdhtrol andsynchronizing bits- local to each segment, that are
stripped On entry to-the-bridge and added on exit anthe new segment.

_The_packet---repeater--ha-sa,Iimit dsTao uffetafig-
ability and merely ignores further packets wrier' all itsbuffers are full.

The bridge performs an address-filtering funttion.That is examines the destination addreseiin each
packet to determine if it need be repeated throdghorito
the other network. If not the packet is not repeated -
(discarded). This is a powerful function for reducingnetwork load if much traffic°, is localized on the
individual segments.

There must be an end-to-end protocol. The bridge
itself, does not-issue acknowledgements in an ethernet-
situation and only does such acknowledgement in a ring
as is-necessary to avoid repeat transmissions.

Since there is storage in the bridge, it effectivelybreaks the contention area in an ethernet thus increasing
the efficiency of the resulting segments-(which is relatedto the delay between the most distant stations participating
in the contention). This is of particular interest in thecase of the "Long Bridge" in Fig. 1, where the use of the
bridge removes the very long delay and consequent loss ofefficiency which would result if the 00-tant segment'Wereconnected through a conventional non-buffered repeatetamplifier. ,

There was an extended discussion of the ramifications'of alternate or redundant paths as would be represented bybridge B4. This device might be installed to increasenetwork reliability. Each packet from segment 1 would reach
segment 3 directly, and another copy by tl)e indirect paththrough segment 2, thus needlessly doubling network traffic.The situation would become worse with additional redundantpaths. It was felt that there might be some oscillatory
situations iii more comp'T networks. One possible solutionto truncate excessive copies would be to append a hop count
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each time a packet: -was s-regeate A limit would
the number- of times a single copy wa-repeated.

set on,

A bridge would have an extremely, rddimentary -routing
table. In most -cases this would consist of the ranges of
addresses reached through each of its ports, An alternate
solution would be to adaptively form a routing table based
on the source field of-each received paCket.

Some Thinge:Bridges Don't Do 7 *

Bridges do not originate packets.
Bridges do not add protocol.
Bridges 4d0Aiot*contaiiirouting=_;-in ormation___,_bey004_
that required to direct output to their'Correct
port.
Bridges do not confirm correct delivery ocf packets,
this must be an.endto-end function.

The Long !ridge
,-- _- ----

A special version of the bridge can be used where a

segment of a local network is some distance away. In this
case the bridge i4- split down the middle with a high-Speed
data link betw en the two halves. To conform with the
definitions of the bridge, this data link must have
sufficient bandwidth that it does not-form a bottleneCk to
data flow. Since each bridge is bidirectional, and loss of

contention effibiency is generally associated with the
placing of patkets on a segment, the pack -e-ts would

presumably be buffered at the end of the link nearest their
destination. An interesting consequence of the idea of the

long bridge is that a network consisting of two similar
segments connected by a long bridge-spanning many kilometers
(a time delay of several packets), would still_ meet the
definition of a localknetwork.

Gateway!

When two networks, or segments, differ substantially in
protocol or packet design; or if sophisticated routing
strategies are to be employed, the interconnecting device

must be of greater complexity. The concept of this Gateway
is fairly well understood was accepted that the

complexity of connection between dissimilar local networks
was essentially equal to that of connection between a local

network and a global network. A gateway joins two (or more)
networks and may perform translations at all levels, from

_electrical, link-level protocol, end -to -end protocol,
teletype protocol or character conversions; and user -to -user
conversions such as with'errarAessages.,,
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the :peg -form iice of a gatewa ifl-be poor if it iasked to connect between networks which differ- greatl
since Similar functions may not exist in the two network t.the -example- -of ,ARPANET vg. Tyinet7was given 'to contrast aterm in oriented network and a host-oriented network.

dateways may do complex routing and may ini '7 acommunication with other gateways 'and hosts.

Reed mentioned a few points concerning gateways- that-all designers of local networks should remember; TheFelihood of eventually desiring to connect a local networkto a global
network_is,so_great:-that-it-is- foolish-to-design-a7 local network without considering this interconnection inthe design. v, pe prepared,. to use X.25 Lt or some equally

widespread) standard for 'connection outside the localnetwork. This should minimize the translation requirementsin the gateway.

e prepared t91 addsecur ity within your local networkshould it be connected to a global-hetwork.

NETWORK ARCHITECTURE

Di ibuted copplitiD1

,There was an extended discussion of process/user namingin distributed- systems. Sherman described an approach inWhich, after initial connect, communication` betWeenprocesses wap by means of packets in which the whole pathname was concatenated at the start of the packet. As thepacket progressed toward the receiver, each level in thepath removed the first item in the destination field (its,own name) and prepended it to the Source address string.Thus when a packet` reached the intended recipient thedestination . field would contain only the name of thedestination, but the source field would contain. the entirepath from the sender, in correct order to be used as .adesination field for a return packet. See Fig. 2.

The fall pa thname between the sender and receiver wouldbe obtained by ,a broadcast enquiry of a directory.
Duplicate directories might ex ist but would (hopefully) beidentical. The connect ion between process name and pathname
would be provided by the directory, and would al low accesscontrol to be maintained by the directory to of fer somesecurity.



Si S3

PATH AB IS VIA U7,.A33, 13), 93, Ul; P6, P1. $1, Ul; CONTROL; DATAW-
OR VIA U4, U6-P2, P2, PA-53: Ul; P3, PI, I21, 51, Ul; CONTROL; DATA

.FIGURE 2. EXAMPLE INTERCONNECTED NYINVORK

EtSed desCribed a similar dynamic naming Scheme;. similA
to a..Multics pathname structu e, Fig. 3. In this case each
node has a process which ccov-; the names of Connected
branches (nodes). These -rocesses (directories) must be
followed in sequence to find the intended destination. For

example the process of name aa.bc.bc would be located by
determining from process as the location aa.bc. Each level

strips off its level name and appends route information.
Process aa.bc would then be required to indicate the

location of process. aa.bc.bc. This kind of approach can be
followed to any depth. Once' determined, the routing
information can be used directly for further packets.

Two approaches were presented to maintain up-to-date
directories.

Sherman: Grow the tree information by broadcasting
from a node when it comes alive, and occasionally
thereafter.

Prune the tree by discarding directory information
a node has not been heard from in longer than the

broadcasting period.
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FIGURE 3. LOGICAL NAME STRUCTURE

Reed: Grow- directory by each node telling itsparents) that it is present and will be for aspecified timeout period.

Prune information by deleting from directorythe timeout expires.

There some surprise that such a distributedapproach 5-u_d be of interest to a person involved in.
industrial manufacturing automation. Sherman pointed outthe manufacturing consequences of failures in inflexiblesystems and the desire to obtain continued operation in theevent of failure of some servers.

Monitorin

Rosenthal felt that it was often important for theuser, or at least the system control personnel, to know thecurrent status of a network. This is a high-level protocolissue not_,._ generally aced. He also enquired if anypartidipants had been ab e to find an important use for the"all-points" broadcast feature (with ACRs) built into many
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There-- Vas_

a -es, of_monitocing which might= be :done_are--

Stati cs 6n-6-tidy-nes? of detwork'(network load).

May listen bnl to header information to, gather_
traffic -inforrhation.

fibs igr at on obtained-through monktoringmayobeAld0
eratlibrial::pbFPPsqs,RPCIP,:;'PakingJagb:4eV47-4qisions

aldo be used for SOcoupting pdrpoSes
clearly of interest of,liStwg-

mslfunctions, it is also
=.
important in evalbition'oLinetwor

77

detailed
=

monitoring,. such as fu
infordiion47--.1perdentage damaged--ec
available speed of man'itoring equipmentmay:be the limiting r,

fator;-__ on network dada -rate. -the ..cage of lessr4t44ed:.:
information gathering, the addition-,7_of- o 'toring will
genetal Oly not ire a:reduction in network aata rate.

Language- driven Approaches.

There was a short didcussioOf the ldcal ty for action
on It '%;ii-Ss noted-thW'there-is-soMe presture to
move this nearer the user. The concept Of a Network_,_Accesa
Machine (NAM) which- caetransiate between a common set of
commands and those required by various servers was
presented. The user-level interaction can be tailored
even the individual user, including correction of his

habitual errors.

It was suggested that h incomp. 'bility of system
commands may be transitory pro leml at least if the National
Software Works fs successful with a-common network operating
sys50m.

Rogers wondered whether local networks will be run by

more cooperative people than global networks. No one was
very optimistic.

Zobrist emphasized that many users wanted a distributed
computing system in which the user could ask for a type of
service_rather_Oanfor a Specific machine. If in fact, the
adsigned machine proved inadequate, the process Should
automatically migrate to a suitable machine without user

request or detection.
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Cha rman: Stephen R. Kimbl.eton, National
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I

Participants:
Jacques Altabert CERN
Gary Christensen-i NSC
EarKy For dick,BEN
im'Hanks, MITRE

Steve Kimbleton, NBS
Rot Larseni-NASA-GSFC
George McClure FOR
David L. Mills- COMSAT
Dave Nelson, PRIME

Potizink
Edward Rowe',-4NSA
Stu Wecker,
Anthony 119-sp,-Queen Mary College
David YipierUCLBI.
John Woo4 LBC

Bureau of -andards

4

Dr. Kimbleton opened the proceeding by outlining a
possible ..'set of functions and objective- of- Network
Operating Systems as follows:

-0,
The

1.

3.

underlying,assumptions of the discussion are:

Heterogeneous host computers

Bur sty transmission characteristics

(host'crperating-system_is inviolate

The network operating, syetem should' meet the following
ob4otives which collectively will provide a uniform user
viewpoint of the network resources:

Terminal support
Network Job Execution (somewhat related
to remote job entry)
Network data support
Control

cc



,TheSe:four requitementsAirea

User-System interface:-

Command lahguage
File management resou
Net rk Job ExecuXion

Systik7 t erface:

Interprocess:_communicatio

Remote record_accessjAccesto
files or data-sets at the record
level thus avoiding the nee' 4 6o
actually transfer files) .

There are a set of data forma mapping
prchlems=associSted _h-pres ing
the lo4ical structure__ data As well
es thedata,.types. This problm.
generally referred to as "data':
translation."

Inter-process Communication (IPC) Levels

a. end -to -end proV.i ed by
=a Job Control Language '

b. call/return based - implied wait for return

c. message based - send a message, continue un
a response returns later

d. problems of synchronization and mutual
exclusion must be resolved

Qhe mechanism looked Upon favorably is a version of the
UNIX "PIPE ", - generalized to be more independent - not
just between siblings, and also to include, a mechanism for
mutual exclusion from resources.

Dynamic Network Recon uration

Another aspect of the restorability issue raised below
is the need for a higher level means ot configuring a
network at initialization time. For example, if you :ale
running--a 10 to 12 computer network, odds are higher that
failed components will exist than if you are running a 1
computer network. The issue is, how do you cope with these
outages? What is desirable is a descriptive language
interface that allows a network operator to define the
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mapping of processes into
,
pro r_:cessosand how cithe proetgeS,-

"pipe -line" together in a network functional configuration.

To achieve, this, a set of "schema" , much- like a' data
base mapping lan4uage might employ are--reguired.-, These.
schema would be elCuted by some system "manager." The
ability to dynamically "bind.and "re-bind" processes is ari
importent.reliability factor to people using netwo4ks in
real time environment

Etrorcontrol a problem Somewhat aggravat_ by the,complexities of a ne work. There are several approacheS to
the Management of error conditions.

In some cases, operational requirements _place: the -_
emphasiS Iln'fthe preventVW of error. conditions. .For
examplp, im,:the,m4nufacturing- industry, a network failure in
a par: is assembly .line could caAde the entiee_Pioduotion line,
to stop. Similarly, when .\fnstrumenting-- an .expensivelaboratory experident, disaster. if all'-the data is
not captured. In these situations .there is strong
motivation to minimize the potential for error. a
university time-sharing environment on the other -hand, there

.is correspondingly less motivation_for flawless operation
because theusers can tolerate and recover flab outages.

AnotherappeCt of the issue is how recovery from
failure is effected. There are some unanswered questions,

.e.g., do you reinitialize eyefything? Do you leave failed
. componentsoff'i;btil the(Tedlowing-day in order to preserve-i

uninterrupted although degraded service? Again, particular
strategies depend on the nature of the network.

The conclusions were that errors should be ,dealt with
in terms of system reliability and availability when
designing a real time system. Reliability connotes a low
failure rate for component parts of a network; but
availability, a perhaps more important criterion, connotes
the expectancy that all of the parts needed by a user are
capable- of doing the job when they are wanted.
Restor-_ ility is in the more traditional sense of "mean- time
to restore" but the restoration strategy must be developed
to meet operational requirements of a particular network'.
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etwork----ssues
w-----... ,

. One Jimporta-nt need is :for a language (or hierarchy of-
languages suitable for use in dAnetwork environment.

= In a
networjc. _ -he erageneous,;-iiOSW not only, are d-dter
repreSente d= ..yin 'different-wdis but differing'implementations
of."sfaildard anguageslproduce inc6nsistent results.

At CE to .use of interpreters to deal with source
tatermi is s been....7themechanism-;-for--aOhieving,---soMe

e apptoachto
rePresentation _of -data has also_ been employed.

patibility. An' interpretiV'

It was pointed out-that.a Command Language Interpreter
is just that - an interpreter - and that inefficiencies are
common with the interpretive approach. Even so, a command

-7-procedure Tranguage,----basedt-on asseMblages--Of ldwer re-Vel=
Tunctei.ons,.would be f benefit to naive users. For example,
the :-statement "EXECUTE Group 2 in Computer b" is easy
enough to deal with (iihere group 2 id the function being
invekedJ.

=

Although there is need fora network oriented langau e
or, family of languages, there is always the problem
getting a- new language accepted by users. People a
reluctant to learn a new one when they can do whgt they wan
to do with languages they already know.

Coffers /DataHers/Data Structures-

Current research in/compilers and how;,they treat data
structures is* important to networking techholog ,*..necessary tq deal with data in the system in indepenoen
ways for inter -host inter-operabilitY. ,Traditionall'
compilers'have taken advantage of local converitiofis, and not
xe-tdined information descriping the data structures 'to be
dealt with by the-compiled code.

= _

Access Control Versus capability Based Control

' Security can be provided by access control mechanisms
based on access control lists or "tickets." In distributed
systems, either approach presents a problem. However, local
networks with high, bandwidth provide a reasonable
environment for a tiC,ket-based mechanism because control
thformationtan be-b,-k-Chang'ed:t5Cidif.': Another aiternative-
for access control is to provide an authority mechanism for
naming "pipes." If an object to be operated on is viewed as
a capability, a "pipe" can be invoked by a user as long as
it is within his name space.
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sionS ANALYSIS- =EvAllpyrION-

Chairman: A. K. Agrawa7. , rive ity of!Maryla0d

Recorder W. R. Franta-'1,-,-University -Minneso fa an
Honeywell, Systems Research Center{

Participants:
V. Mockapetr4s, U. C. Irvine
elsGable,FQ0,Notor/4Cing

°rrr N. B. B.S.
Mike Lyle, Uw C IrVine
Bob Metcalfe, Xerox

-

Andy Hopper, Cambridge University
Greg Hopkins, Mitre.
Stan-rPralich, Comtech-:
Karen Gordon, University of Maryland
Gary Donnlly, N. S. A.,
Victor Ascher, LaWrenc:Berkeey La ratory_

At the outset-the attendees decided to canter workshopdiscussion around issues germane to, first the user'sviewpoint -f the network, and subsequently to the designer's
viewpoiri of the.network.

t. User's Viewpoint

Network-availability, message'throughput, and messageresponse time ( inci.uding a measure of guaranteed service)
were identified as the three network attributes mostsignificant to the user. The meaningwof availability andthroughput are discussed in the Section II. Guaranteedservice is meant to imply a guarantee that each message will
be transmitted before a specified number of time units haselapsed since its prdsentation to the communicationssubnetwork.

II. Designet's Viewpoint

The areai identified as being of major, poncern to the
network designer included:

a) technology selection .(including access protocol) ,,=b) transmission -path medium selection,
c) instrumentation of the communication network to measure

performance,
d) selection of pe formance measures, and
e) the selection of modelling tools and model futures,
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irecanology\Selec

The:fo$11wing list
constructed. _Namely:At-
sele6t from among:

andatn access broadca

of ing
D A

Xirect':connection
Stdie and - .'forward

7.. Ci.rcmit'switching
8. Shared memory

yas _also_ observed,t at s
leh'ilte'rniffve eithe'r e

technology:dependent Options_ was
as concluded that,the designdr_muse,'

b) Path medium Selection

OOLSIrePreSentia
dr-are-under desigh.

was observed that most link§

_twisted pairs
coaxial TV cable, but
fiber optir'links are
a: =mbar of resew

are realized by e4he

that .

beingj.dvestigated by
se (e4;.-;..AerOx ,. Honeywell) ..

,The transmissioniat'et are .in the 1 -5. megabit per
,.

cond ringe,7but some are lower, and some (NetWork Systems
rPoration) e rated-u711 ghas 50 megabits per secodid.

WaS observed that a -a "rule of thumb" a processor
produces 1 bit of uci per .instruction. executed-., On the
basis of this rule a machine's ability to develop (require)
a trunk in the 100 Mb/s range would dictate thatit operate
at the 500 Mi/s level. That is fast. This bbservation
suggests that from an efficiency point of view-fiber optics
is not an efficient medium, in the sense defined in the
ETHERNET paper (CALM, 19,-7, July, 1976).

Followipg is a side discussion that developed concerning the
placement :of protocol access., collision- detection,
realization' of retransmission policy) related matters:
specifically, what and how much of this machinery should be,
cast-in the hardware, =and how., much should be relegated ,:to
software in the connected host. One approach (Xerox) _ s

been to plaCe.aS much.as possible in software to miniSize
hardware cost', whiie another (Network Systems corporation)

,
is to remove most_functiOns from host software and handle
them in Bus interface Unit firmware. No consensus of
opinion evolved, although the attendees gorn d to favor
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;moving the majority of the tasks to the interface unit
away from the host sOttware.
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2. Response time - elapsed time from generation of
a message/packet until its successful transmission.
We are interested at least in the mean, variance,
minimum dnd mdximnm.'
QueueIny delays In I.JiI L(L
host-host_ and com-unIcation subnek delays.
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represented a crucial element of the model, Jana then thatthofollo ng traffic models should be (.;onsidered:'
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The session concluded with several discussi- of the (at

least ih some instances) designer's quest for novelty and

the effect of pLutuLol on efficiency It wan noiei that the
degLee of _ov,1 Ly In a dc,I,j11 1b4
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