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¢. ABSTRiICT . - .
: Path analysis is prasentad as & technique tha can be ’
tzed to test on a priori sodel based on a theoretical »

-~ Colceptualization involving a network of selected variables. ?his

¥, being an introductory source, no previous knovledge of path analrgis i
:,» ig-'assumed, although some unnderstanding of the fundamentals of « = -

v multiple regression analysis aight be -helpfuls Included is a susmary’ -
. of some of the basic procedures involved in perforaing a path

iﬁ analysis, as well as a discussion of path diagrams,-path T Te.
.qgoafficients, nnd sddel testing with path analysis. Additional . :
. roferences, ‘with annotations, to soxe advanced and detailed, .
f' discnssions of path analysis are alsc includ¢d. The procedure of path

{ analysis is suamarized as follows: (1) formulat? & theoretical -
concéptualization of the causal structure for the relevant variables,:

- and construct a path diagram representing your theoretical causal

; strocture; (2) calcunlate the path cecefficients using regressiou

. Aanalysis; (3} decospose the bivariate relationship into direct and

i indirect causal cosponents; (4) delete those paths fros the =model

- "that were found~to be nonsigpnificant, and reconstruct the original
correlation matrix from ‘the acodified path model; (5} note the
discrepancies between the original and the reconstructed correlation

. ccefficients, and retain or reject the proposed sodel based ob the

- nature_ and the nusber of these discrepancies.”(Author/CiN) '

4 T

Lt
ERTEE

L4

‘ /
\ . -
REBEE SRS RSN BAGERESA R ANE S I T U AR SRR AR RN R T bbbt dh ke SR b VR bk bk

* Beproductions supplied by EDRS are the best that can be made . -

« fros the original document. *
*vtm*tt:ttttttttt:t:stttattmtmaottt:tctta$mtt*twttttttattttt;ﬁtgﬁttttq#

~

* ’

e oa e — :‘-ﬁ et e M o e e A ot i Yk bkt o mk manal o A e M A oy Ewips ATINR pman —imaas e e dpih o iy o R bk s ik &y F 1y diy 18 S pum ok moA N et B o mew o = R PR 4 e vt e AT

~— .. SR




1N K]

US OEPARTMENT GF HEALTH,
HOUCATION & wELFARE
HATHONAL INSTITUTE OF

EOUCATION N

- L.
Tl DOCUMENT HAS BRER REPR

DUCED £XALTLY A% RECEIVER F!lcg

THE PERWEN OR QRCANITATION QRIGIR.

ATING T POINTS OF VIEW.OR ORPINIONS

STAIED DO'NGY RECENARILY REPRDR

] SERTOFOC1aL NaTrg INSTITUTE OF

s

| SR T A T it i S it v v D e B

EQUEATIN POLITION 0y

o y ‘/
Path_Analysis: A 3tief troduction’ j/
' 2~ -

-

«  Bernardo J. Cargheei
.. L ’ s ,
* Kansas State“Unkybrsicy ‘

,1 PRy TRk ! S bR e b Tt
.
WATR M vt MEEN FINR TEREN L)

o S

ey ad o e N e s ra aiT

»

g 7E
i

S Y Y

.
L]

Toap b T S n BIE Y
- PIPRRIY: T T B T e

N L N

gy

Wager gy an o

e

1Unpublished Manuscript, Depijttment of Psychology, Kansas State Universicy

- .
- -

2All correspondance shouldd hﬁ addressed to the author, Depariment,of
i .

Psychology, Kansas chg% University, Marhattan, Kansas 65506.

L4

LERIC

Arut o rovised H




- 4
A o g

e Y

.- The purpose of path analysis .
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The uw.lihod' of path analysis was devéloped by the geneticist Sewall

u‘q'\ Ees

., +
A T
4

Hright in the carly 1920'3. In one of Bis carliest papers on path

4

snalysis, wright‘(IQZf) yumﬁarizcd'thé general method of path analysis

Hb, e R TR R

in the following manner: ) . o .
The present paper is an attempt to present s méthod of measuring

the direct i{nflnence slong each separate path in such & system

and thus of finding che degree te which variation of a gfgen effect

is determined by egch partiCular-cause. The method depends on the

AT N v e 1 Tl AT Wk
. ; N

acbination of knowledge of the deprees gﬁ_corrélgﬁidn émong the

-

vt .

variobles in a syster with such knowledge as may'gg:possessed of

the causal relations. 1n‘cases inm which the causal relations are /

uncertain, the method can be used to find the logical consequences, °
f’ ]

of any particular hypothesis In regard to them, (p. 557, m gita;iés}

- o

pose pfpath analysis:

+ ...the method of path coefficients is not intended to

"of the correlatioa coe‘ficiencts. (1934, p. -193)

-

. Path analvsis is an extension of the ugual- verba[ ljlternreta-

tion of statistics. not of the statistics l:hemseleBJ it is
= X 7 f

usually casy ro give' 8 plausible interpretation any significant

sl:ar..‘.st:u:‘D taken by itself, The purpose of path;’analys;_l_g';_s_ te .

T

determine whether a4 proposed sct of i rgretaﬁons is consistent .

_..___.__--..

throughout. (1960b. p. 444, my ftalics)

i
In summary; the major purpose of paih analviis ig to test an a
. s

£ » .
priori caudal wodel based on the researcher’s conceptualization of the

s S ; .
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relationship among the relevant variables. Path nnaiysls is noy a

b
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teehnfque for discovering “eauses. Pu:h analysis is a methgd to
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aeseQQ uhe:her the ampirical carrelﬁ;}ens amenB_Lhe—ee&eveat—refi&b}es
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are ronsistent with the causal fodel proposed by the researcher. As

stated by Rerlinger and Pedhazur (1929)}L"...pa€h analy319;£5~useful
! - -~ N "w . o -

1‘.‘» it i

in theory :esting're:her than éenera:ing'i:“ {p. 305):* In shor:,

+

path analyais is to be useJ as an aid to supplement the feaearcher s

R
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:ﬁivking. and not as a suhs:i:u:e for aueh thinking.
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Drawin& :he path’ dtagram 52 '; ’ o
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Prior to performing the aciual path analysisy it is ueually neces-

ey

sary to construct a path diagram. A eath diagrem (sec Figure 1) is

i
-

a graphie representation of .the causal model baged on the researcher's

-

conceptualization of the relevant variables. Although it if/no: ac~
4

tually required for a numerical path analyaia, path diegrams can be ex~

-

tremely useful a.. assis:ing the researcher in orgaeizing\tae relevan:

variables within the causal model.
> -
It is important to note that there)is nothing "magical" abous

the pacrh diagram in discovering causes. The reaeareher's speeifie

] ~ #

path diagram- represents oﬁly ene of the pos sible ways the variabfff

F
?ngQ be siructured. Thus, any particular path diagram simply repra-
-

sents the rescarcher's specific conceptualization of the relevant vaviables.

3




Variableslgg':he\pnth diagram . L ' P
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The path diagram containg thrée type of’vaﬁfab;es: £X¢ gENOUS,

Lo
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endogendﬁs, ard residual variables. The exogenougzvariﬁbles are thosge

/ - b

variables whose causal variation is assumed hp be determinel by

il a -

* . ) , ‘
variables outside the causal model. That is, no attempts have been

.
T e 3
R R LT L

P
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mﬁqe to explain the variability of the exogenous variabled. Variables

o . .

2 3.are example; of gkogenops variables in’ the pdth.diagram

Zl, 22,.nnd Z
[ 4 . N
presented in Figure 1. It 1s possible for exogenous variables to be
. L { -

correiated amo:ﬁ/gyemseives. However, no chempg is made to explain

Ab‘
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the correlatior. o

Endogenous variables are those stiébles in the‘baCh diagram whese

L

i
B!

AR 2 e e prdE

:EGEﬁi'hﬁuﬁe'qf vatriability is dssumed to be compictély detérmined By .
‘some lincar combination of variables Qichin the causal model. Thué.

= -

the variahility of any particular enodgenous.variable may-be determined “%

-

——

Kby et T TE e i, e,

by eithar exogenous variables and/er other enidogenous variables
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-examples of endogunoua ynriables in Pigure 1,

-
* ] .

-

. Rediﬁugl variables are those:that are introduced {{nto the system

to account fotr any variation in other variables under tonsideratiof -

*

not explained by the cabsal medal. Tﬁéy are used to, Andicate the effecta
A% . ) ..

+

of variables not included in the model.‘ Residual variables, and

hheit causes, are assumed co be unknoun. In one sense, the variabilicy

s C —— e —— - - - — e e o -._._f‘..., .

accounﬁed for by the residual variables could be 1%beled as error

vafinnCe. Residual variables are assumed to be uncortelated with

» \ -
_ other residual variables and with the other variables specified in the

@ a

cdusal model. vVariables Za through Zf are examples of residual’ var-

i - & ' -
‘

iables presented i Figure I. . B

Basic rules for drawing path diaprams - .

Although each path diagram feptesents a unique way of scruetuting

) L} ra

a sec of variables, there are cettain basic rulea that all path di&kiams

must conform to. A few basic rules ave {Land. 1969):

1. That the postualted causal yelationships'among variables witin

k]

the path diagram are represented by dnidirechibnal ﬁttous ftbm
the canusal variable to che effect vagfable, For example, in Figure

1 the. arrows leading Etom z& and zs to 26 indicate that both ZQ

and 25 (the causal variables in this casg) have an influence.

—{detoeymina.soma-of the variability) in 26 (cﬁe effect variable in .

- »

this case). .

That the pestulated nencausal (unexplaired) relacionahiﬁé among,

rd

the exogenous varfables are represented by two-headed curvilihear
arrows connecting the exopenous variables, For example. In Figure

] I

1l the noncausal or unexplained relationship between Lhe exogenous
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variables Z1 and 23

- ¢connecting them, The :wo-hcpdcd arrow lndicates that {t is ot

is lndicated hy a curved two-headed arrow

=
g

known which of the two eXogenous variables is the causal variable

and which is the effect variable in this particular relationship.

L1

' -, ety Vel
N e B

‘More simﬁly stated, the direction of the causal flow is unk@oun:

-

5,

3. ~The influenqe of the residual variables 1s alsuo repres'ent:ed*by

e

L

uniditectioﬁnl arégws extending frou the reslduai variable to the

S~

specific variable under consideration. For cxample, in Figure 1

the unidirectinnal arrow conneciing the resfdual variable Ze with

Z, represents the infiuence of Zg on the endogentus variable Zg

The symbol P,, represents the path coefficient {to he discussed

in more detail in the next sectiom). The path coefficient repre~

Rl F N
e e v P B N A n e L

sents 8 numerical value of the postulated causal influence of the

%

£ausal varlable on the effect variebie. 'The first subscript of the

4

path coefficient denotes. the effect variable in qugstion.: The

» -
o 0 T el U W T s

-

LY ki
g Ry raneny

secdgd subscript deontes the c&psal variable in question. In

Figuve 1, for example, the path COefficieni 241 vepresents the
" Fi . i

1l
causa? flow of the puth diagram is unidirectiodal, the path coef~"

numeriiial value of the causal influence of b on 24: S$ince the

L

| .
ficlepts of the rature P&l and Pl& are not permisuible in the same

+

didgrom. . . |

* ’ . . . - ar . ' .
“~ 1n summalty, the first step in performing_q path analysis jinvolves ?

congtructing 2 path diagram, according ta the pasle veles, illustrating
the cqpshl structurye among the televant variables based onjbhe-resenrcher's
parcidular‘chccrctical cpnccbtuuiizntion. . .

The second atep in perforelag a path anhlysis fnvolves 1;1culating

the nuwericul ‘rilues of the path coefficients.’

. s,
1 1
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e TR 51y e e e A
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Path coefficien;s

.

.
-
’ »

The! frnct'ion.of ‘l\‘hg:‘:ndard deviatio of the dependenc variable

. (with the appropxiatd n) for whic the designated factor 13

o

q.

,direcily responsible, in the\senqe

*
1

n L b .
: _heid’édnscanc. (p. 162)

In brinf then, a pa:h coeffici nt. {5 an index of the direcc in~

“fluence of a parcicular variable, éither an exogenous or endogenous
LY . -

’ ;vgfiable..on a designated endogenﬁus yariahle;.with all othar vari-

. '
P AR S T R T Vi S HT I R i S el e,
o T T RPN | ’ EE T

i

PRy n e

! ables in the cgusal-model held cdnstant. Based on this defination;

Py

"‘ * * L) ’Q ¢
the squared path coefficient re&ieﬂgnps an* index of EPQ proportion of

“xﬁe-yﬁfiapCe of the endogenvus varipble for which.the dcsibnated

q »

. L » . * -
causal°varinb&e is direccly r&%ponsible. T -

s‘
‘i
B
5
i
!

Conceptually the path coefficienc and the partial correlation

are very similar. Houever, unlike thq parcial correlacion. the pach

coefficient is used wlthin the causal systemﬂto suggugt hov particular
variables night influence one asother aecoriling to spme gyeorecfgal

L] Lt
1nCefpreEation. . .

-

) . 1n order te disCuk@ how to calculacc path coefficiengp, first

\
. \

it may be 1mporc$n: to g}icfly connider the basic structiral model
J .

of path analysis, The basic 3Lructural equation of the path model

is cyar each andogenous variable can be ropreSented“by a lisecar

(.
comblnatlon of thoase vuriub]es thal-have g dircct Influence oniit

.
+ L

f'h_ga.g., connected to it by uni&lfcctlonél arrows) ﬂhltiplied by their

+ -
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respective path coefficients (the'indéﬁ of the direcérinflqen:e), Yot "%13
bxﬂmple, the structural equations reprepentihg z&' ZS' and Ze,cnn be ° ";%_
expressed as - . ' .
Z, =P 72 +P .2 O Eg. 1 o '."‘

4 417 4272

' 5

e B m Egoly + Poyls Eq. 2 .

B = Po Ly, + Pocls | Eq. 3

o2 ay

S
- bt

s

i

The First step 1In obtaioning the paéh coefficiecnts for n‘pnrtiéulnr

¥ ) .
equation 1s to perform a regression analysis in which you regress the

-

spetific endogenous variable on each of the causal varfables that have
* 3 - ) . . ’
. "2 direct influence on it. To obtain the path coefficients for Eq. 3
. * - 'J
you would vegress variable 26 on variables 24 and ZS' To calculate

imrge pmaniah be o ek desagte e o e

T GV G 3 Ol B g N N F » RL kn

. . .
the path coefficients for Eq. 1 and Eq. 2, separate regression analyses

" for variables Zﬁ and Z

H
-
3
‘
M
1

[
.
.

5 yould also be required. One regression analysis
would be to regress Zﬁ on variables Z1 and Zz. The otber regression
nn;lysis-would be Lo';gé;:;; ZS on Zz and £3 , . h ‘ﬂ_h““z
Caléulation of the actual value of "the path coefficient {r j) is . -?

based on thie regression coeffi€ients (unstandardized regression coef-

ficients or B-weights) .obtained from the regression analysis. The

formula for cniculntiqg the value of tﬁh path coefficient (or the

standardized pa;h coefficient, sg they Are sometimes referred te) _ o f

e F et B R W e b ”
=,

form thoe regression coefficienr. 1s shown| in Eq. 4. i

" . j -
. pij i.j ( {i)\ qu 4.

L3

4 Lf the computer program performiug v%ur régreséion analyses
provides both regression’ cocfficjcnts and Btandardizeﬂ regression

_coefficlents { or bzt weights), the standardized regression coefficients

{8) can be dircetly Tubstiteted far the ‘path cT?fficient_vnluc.
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It i8 also important ro ngke that when dealing with standdrdized

~

scores the path coefficients w1l equal the regression t;oe[ficientsf‘"

- ., . P B % 2 v -
z.izj zizj ( j/ozi) ) \ Eq. 6
. JJ'.,E: - "

In those particular cases where you are reg.cssing an endogeﬁOus
\

variable on & single causal variable, :he path coefficient will equal

the zero~order correlation coefficient between the two variables.

Eq. 7

'4\-‘(

L]

SN Pij-.gij=-81j (0.1/01) ’Bij

o
.

-

LTS

Since the nature of the causal relationship between the exogenbus

variables is unknown, the zefo~order cozrelation coefficient between
. * ’ - b l L
them 18 used to indicate the numerical valuc of “those noncausal (un-
kitown) relations in the path diagtram. These valucs are obtained’ from
- r e Spes " i

,the original correlation matrix. For example, the numerical value °*

for the non-~causal relatipnghig_betweeh-zz and 23 in Figuré 1 would

. .

be - o a ‘ ’ }

*

Decomposing the propssed causal structure

T

—— —Ona of -'t-he;ma_jon advantages of path analysis is that it allows

-
M

you to decompose rhe proposed causal relationship bécween the variables %.

L]
. ¢ -

into direct and indivect causal effects. The direct effect cof a cau-

& M -
sal variable is the Influence that a varlabkle has on a specific * g

* -

éndogenous Variable, With al. the otler variables in the model held/ .

constant. Ag statéd earlier, the value of the direct causat effect .
r ) .
is represented by the path cocfficient The 3nJircct'causal effect

réfetaltb the extent to which a particular variuble_?roduces a change

#

in an endogenous varfable indfrectly by causing a change in an ifitor-

vening or mediating variable. In Figure 1 the direct causal eifect of

L]
-




"

Zl on Z, is represented by p&l’ The Indirect effect of Zl on‘?aféan

be expressed by :}acing changes 1in 21 that produce a change in 22;

which in turn also produces a change in 24. Thus, the effect Z, has

1

on 24 can also be expressed through its interveﬁ&ng_relationship with

N
-

ZZ' This type df-in:crpretag&on is one of cthe major advangages of

aﬂ1&mlsm. .
P y . . a

An illustration of a gencral decémposition table is presented in

Table 1. ﬁq{g;ample illuscrating the decomposition of the relation-
ship between zl and 24 is also presented in Table 1.
STable 1

EJ

Decompos ftion-Table-
I

¥

LV
-

Bivariate Total . " ; Non-~-

Relation-  Bovari- Causal causal (E)
shilp ance(A) Direct (B) 1iIndirect (C) Toral (P) :
L] - ?

3

\

242y - a1 Pa1-

" The column labeled Bivariate Relationship in Table 1 represents

a listiﬁh of the two variables whose causal relationship {s being de-

-

composed. The column labeled Total Covariation (A) lists the zergg

order corrclation cnefficient between the two variables.

L]

The Causal portion‘of the decomposition table is subdivided into

r

oy, -
"~ Tirect (B), ladircet (C), and Total (D) columns. The value listed

. -

“under the Direct column vepresents the direct influence of the causal

varxiable on ?pc ¢ffect variable, or the pa:h'coefficien:, The value

“l1isted undexr the lndirect column represents the indirect influence of

the causal variable. Tne vaTué of "the Indirect causal effect 1s the

L

suﬁ of* the products of all the coefficients along the paths leading froﬁl




the caus \bqriable to the e¥feet variable . Rules. Ior calhulating' -

‘ the 1ndirec: effects w{;}gge discussed 4An the next section. Finally;

the value listed under the Total (P} column represents the total causal

"

influenge of the particular cgdsal variable on the specific’ effect
a - - : -

variﬁﬂle."The value indic<ting the total caueal‘effecq iz obtained by
q . : i - .

adding the di“reCt'a'nd iddirect causal values. -

The value in the Noncausal column‘(E) represents the indluence

of variables outside the model (viz.,.residual variables). This value

is .obtained by subttacting the total causal value frd& the tr*al covaria-
r . -

fion value (A - D = E). . ]

L]

Being ablg'to decompose the correlation of a bivariate relation-

) ship into the direct and-indirect influence allbws the researcher to
interpret if'the causal relationship betweel two varilables is a Teal

-

one or a spurious one mediated through the.influence of other inter-

vening variaBles, For example, the infloence of 24 and 25 on 26 ceuld
;Aﬁ l-
actually be a result of their shared influence with 22 That is,

changes 1In z2 produces chinges in both Za and Z wh{eg_in turn result

5)

in changes ip ZG' . ’ . - .

-

Another numerical index that isainformative when interprecing the™

decompositioh of a causal relationship, "altlough not usually listed
in the decompbsition table, is the coefficiert of aliedation (Xq. 9).
]

This indicates the proportion'of variance In the effect variable that
~ is not accounted for by ehe qausdl‘variables in the path model. :

- +

. Pia =1l R . Egq. 9

s

- Il

In Eq. 9 the subscripts 1 and a represent the effect variable

and the particular residual variable (composite of unknown variables),

respectively., Rz represents the muli}ple correlation of all the -
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* variables In the model thisﬂyavo a direct influence on the particu- ; =

) ’ . . . . o
[ 4 = .. * &y

: L4 -
. lar effeet variable. ) e

Tracing paths and compound path coefficicnts

P R R R T L T

Beihg able to decowmpese the bivari&ée relationship.into direct ? ';%

' and indirccc effects often times requires the cglculat;on of compound‘ e %

‘pa 1 ‘.fiicien:s. A coquund pa:h coefficient s the—produca ;f'é ’. . %

shi:es of connecting path coefficients. Calculating compopnd path . . %

. coefficicnta is based on tracing the pafhs con;;cting the twe vafiablfa'““ . ﬁ-i

. * E

. of interdst. An example of a compound paih £n Figure 1 would be the” ‘ %

- co;necting paths between, 2, 3nd Z&. 10ne such compound path would be J?: ‘%

' ‘ . ~z'2"2' L N S ~ ‘

a & 0 e et

The qalue‘éf the compound path coef{ficient (P.,) for the.connecting * . . b
poaths belugen 22 and g 1£1us:rqgeq above would be the product of ;he !

+  geparate path coelficients. ' - '
L .
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*.?be'trdcisg of paths and the Eaiculaéi:a of compound .path coeffi-
. crents is of particdlar relevance to.the calculaction of the value'fo;

the lddirece caus;! effect cogp;ﬁcut. THe value of the Indirect cauwal
effec:‘énmpunent is the sun of zli the compound path coefficients y

connecting the two varsables of {nterest. As is suggested {n the

previous sentence. often tipes there 1s more than ene indirect path

cofinecting two variables. For the 2324 relationghip, for example, ’ ~
there are two different {nditect connecting paths: N " _ ,
p ‘ -
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The value of the indirect effect in this pe lacioaship“wahid be the

B b gy R

:;um of che two separsce co.ppeund.p'ath coefficients {a + b):
P
- indirvact effect - .
value Iy Pt Py

. -
- " . .
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Tracing paths z;nd calculating compound parh coefficients i3 nog -

+

- .an arbicrary process. The remainder of chis section will briefly
* o S - . -~ . ) ~
- . digcuss Some of the more iMportant rules for tracipg paths within the
r - '

‘causal model. (A more extensive discussion of the rules for tracing

" paths can be found in L1 (1975).) . )

. L . Rules "for tracinp paths

1. when tracing paths it is permissible to move backwards aloag a

Lo bW * . - sy
- [}

connecc‘ing path, anu then in a forward divection along the next

> path. Moving forward, then backwards is not permissible.

-

2

y . 4 - ?.2 »25 is permicred
. backward forward ’
flow flow . _ -
f ] 2(‘ — -2 }'6 - . 25 is.nbc permitted , -
foTard backward . y -
’ . flow flow )
} 2, Connecting paths {or compou;ld path coefficlents) should ns con- - .
tain more than one cerrelation coeffidient. .
r P
—23 42 ] - . ©
23 2_2 A‘,' (_t_'_23 P“) is perm‘issiole
_ 23 .4z Fa , :
) ) 23 -z, 2 ‘:1 z, - (£23 LAPS ?&1'3 is not permissible
i Js That irn a parcizular compound path the same varlable cannot be
- ‘ ) ) . .
» passed throupgh more than once. ‘
4. A compound path cocifiiient is equal to the product of the ;::onnecr.ing *
\

path cdef{ficients.
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~ 5, The cerrelation bectween two variables is equal to the sum of the

a
[N

L]

products of the path cozfficients for all the connecting paths

o " brtwesa the two variables, including both direct and indirect -
gathé. For example, the correlation betueé; Zl and 26 cnﬁ ba ®
expressed as o . 4 / -

. 5 * ) - - * " N Cogr
£16 " Par Feu TE Fya TEp Psy o Pyt SR
’ MR o '
Sl A3 s .65 “ “ -

‘ Other’ mafhamatical mnetggg,{cs for calculacing the correlation co-

~

_efficients can be found iﬁ‘Land (1969) Li (;975), and Kerliager

# . b

and Pedhazur (19?3) . :

3
*

In brief summary, the third step 1& performing 2 paih analysis

is the decomposition of the bivariace relacionships info divect ani

- - M .

indirect causal fomponunts. This decomposition is performed hy t¥ac— .

ing paths uithin the model according to certain bésic ru‘les. The o

major advantage of thls dr:xomposition procgss is that it makes gossibls “’fk
the assessment of wliether the rélationahip between variables ig a )

" 3
a

real one or a spurious one meéiaged-thraugh the indirect influence of
other varlables. T

- FE . .

Theory (Model) testing ' ’ "

Path analysis is a hypothesis‘castihg technique that dllows you
to test whether ot not the proposed cdusal model is consisteat with
the. empirical cg{rélations among the relevant variables. A path model

i - 1 .

is tested by aftembging to recénStruct the 3;i§inal correla;ion patrix

e

from the path coefficicnta. A comparison £3 thén made becueen the

-

*

original correlation marrix and the rcconstructcd cdtrelation matrix. -+

I1f the discrepancies betwcen the-two matrices are)small, suppor: for the

3
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v propogcd model has Ben Found. 1£ the discécp cids are large, the p

- SRR -

. cients are present. Becausa of this. simply havinb che '6Q1 eced path ~ g
‘ mndal is of litcle theoreticadl sig ificance. \\‘3‘ . ’ ”é
;To tebt a particular path model requires the r;sear"ﬁer t; rk%? - ) é
dows™ or aimpfify the path model by deletdog certalin paths fcdh\::e ) \‘ E-
\ -
model, and then attempting to reconstruct the original correlatio o :‘ ) E
matrix. There are numerous criteria by which connecting ;achs ma;\:'( "« _E
be deleted from the model. Paths can be deleted after the ﬁecomposi; 'j
tico indicates thal the direct effect was relacively small or statis- \kx‘.\‘ .
l;icgl}.l;f nonéignificant (e.g., p < 0'5) Pachs may be deleted if che a ) -
decompositior indfcatés that che effecc of a particular variable was ) -F\.‘
actualIy pediated thrOugh che indireét influence of othey variables. ., .;:3'
. ‘ Ng

v
s Fe

mg.dsal,i_s. not supported, and therefore rejectedy

E)
L

It ig slvays possible to reproduce che origina} ¢

Lk
riy from any moael when all the connecring paths anﬁ\

relation mat-

st e x b e s ke -

@ kath coeffi- .- C

- » »

Paths Way also ‘be deleted or retained, inspite of there ievel of
"N.. ,c‘ .
significance. depending on how Lheoreticnlly relevant the researcher

™ -4

perceives them Lo be. - . '

As staled "earlier, the test ¢f a-path model is the extent to‘

which the'original correclatton mairix can fe reconstructed from the . *

“erimed dﬁun" model. If the discrepancies becéeep the original and the i ;E
reconstructed matrix are small {e.g., p < .05) and few in number, the
path model 13 said to be one poﬁsible explanatfon for the causal re-

lationship among the variables {n qucﬁrion. L;nd (l?gj) has recently. - "
devejoped, a statistical test to asgess the overall good;qas of fit

of rhe reconstructed correlation matrix with the original matrix.




For T v " . . =5
% .f’ /'-‘ ’ . ,é
£ o . ~ %
5 = - 15 B
¥ : 3
§ As noted carlier, a patl model represents pnly one of many pos-~ : a1
& J N i . . i . ,;
; sible ways a set of variables cad be struccured. , Findfng that a i
I3 : - \ - — ' g
{ s d particular path model resulis.fn small dfscrepancies from the eriginal _i
X . ] ’ s - v - “
¢ - ,matrix dues not permit the conclusion’that the proposed model is the ’ff
S Eorrect one for describing the causal structure of the variables in R 'f;
' ?‘;‘- - v . - - ) \ﬁ '._&
.. question. Therefore, path analysls,i{s more of a metkod for rejecting %
: N i . » . . - ":-Tnj:s
3 mde;s that for lending support te oue’of’many competing causal models s ‘i
n : ) ) . 3
<. (l(erlinger & Pedhazut. 19?}’).( - cE
v e T .
{-i . . In brief summary, the fourth sr.ep in performing a path analysis v}
7 T
g‘ £ 7 ‘J ,j.}
. invelves ttimming down’ cile ptoposed pach model by :ieleting pa:hs . 3
Ho not found to be significant, meaningful, and/or theotecically rclevant. - :
4
ot !
. M_ter the path trisming procg¢dures ave completed, on attempt ig made :
; . * i
. " - i
:ﬁ‘ - to recongtruct the.original corredtion matrix from the revised path :
model. Small discrepancies becwsen the origiial and the reconstructed sl
- correlation mat¥ix provides support that the proposéd wodel is con~ . F .e
: ,
' . g8istert with the data. It does not allow for the conclusion that the 3
) ~model 1s thescorrect one fby describing the structyral relationship ‘;
- omong the variables. ) .
- i - L 'a ] . N
5
i} Assumptions of path analysis* ‘ ' i o o
e Path analysis {s guided by a set of basic assumptions. The as- TR
W i . 4 & . N .' ‘
. 1 sumptions most relevant to che present discussion of path analysis
b b . " include: {
Tiv . . . - P _};
SR 1. The telatioriships umong the variables In the model are linear 4
¥, . . : n L i
7}“ L and additive. Therefore, curvilinear, multiplicative, or inter- - . i
R e action relations are excluded. It is poggible to perform a path 7/ X p
‘.1. ] ] :
R { analysis on variables wirh nonlineat telationsh{ps if :he range of
..: 2 '
. | 1 (W  the valur.s of- interest is lineat. in addition, in many cases it .

r L]

is possible to uee a number of conventional transfdrmations to

s oy

cranafotm the da.r.a to meet Tlm linear temitemenc (Heilse, 1969); °
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2. That the variables in thp model ba measyred on an interval’
- ] scale. It is poss‘il;le_ o do a pnch'andlyai-s with ordinal measures
. T : - . .
_ {(boyle, 197¢). Althougfi the usage of dummy variables for per-
¥ - * . N
, forming regression analysis also permits a weakening of the in-,
B . h . - .’ ' * . -
\ terval weasure assumptiica. o - © e
N » . .. 1t also is permissible tosinclude composite variables in tha
a .path model, ak long as tha separate v_;‘:_'iables in tl2 composite aré
- . r N -
— .4 b .. x r .
highly dorrelaced and tlfy do not influende the.specific effects vari=
. ® ': ) ' ' ~ ’ '. * iy
5 ' able differentiaily. o % .o LT
;_;’: . ' - » 1‘;' ’ ' . . -,
3. That rle resdduat yariables are unco;;ela:ed among themselves and
S " with other varidhles in rhe path model. ' '
f N 4. That "t:h‘a;re. is o/ one,;-wﬁy causal ficw In the system. That is, reci-
4 T T AR s . . .
i“ precal causation between the variables is ruled out.
< 4 N a . - g
i - ‘Path analysis in % capsuie . ’ ' ..
He : P & . L. '
Yi T.s Step 1l . i :
g ! + * * LY ’ ) S * ‘. '. _
; Formulate a theorepical conceptpalization of the causal structure
: for th¢’ relevant Variab;l'es. Yo . - " )
. Copstruct @ path disgram representing your theoretical, causal
e - L - . . . . v . . g Lk
§. - v : N ¢ . N A
& Structure. ‘F ¢ o R : . .. ‘ &
& Step 2 - ' ) - . T ‘ o
A R T = oL . " &
g . Calculate the path coeffictents using regression analysis. " <3
i . * Step:3 ‘ . . .. a3
R Decompose che'bi;._mriate relationship into direct ard Zndirect '3
» ™ « . - . ~ H o3
3 ' ] . ’ Ea . LI J\\i;
cgusal components. : ! ¥
Step 4 ) ’
. e Delete those paths from the model that were found to be statifii~ -";;
. . ) - . - _-:
scally nqnsl.gnif'iqgnt.; not meaningfudl, and/or theoretically irrelevant. "é
- - ; i
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nature and the nudber of these di
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e

t
te the discrepancies bétween\ the original snd the bBeconatruc-

Réconstruct ,the originil correla
tured correlation cwefficients.
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- Boyle, R P. Par.h analysis &nd ordinal data. American Journdl of . N ;:
| Soetology, 1960, 75, "461-480. o 1
- i X : - - -~ N, * ‘ j\
";f._. A very j_nt:ercating article in t.har. it desonstrates the absence 3
3 o o
X » *e g - E
i . of any serious consequences wilen the aSBuu:ption of interval measure . * R
%“ f . . [ i . ‘”"}
{);s\ ia par.is analysis isy.r..oln:ed This discusslon is supplemented wicth §
% . 2 ; ’ o
' % L sevcml exmnples._ . . T e ' ,
) § Ducan, 0. b. thvanalysis: Sociological examp]aes..' American Ve o E
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Journal of Sociology, 1946, 72 1~ 16 . L. "E
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& . “}- o
; N y . i
;M Ve examples presented of how par.h analysis has been us2d in suciological . i ; '
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.+ . Avery gobd'introéuctorf supmary of the basic‘principlcs of path

»

&nﬁl&sié. Also provided is a vc:§ helpful discussion of how the SPSS

program can be used when performing A path analysis. .. S
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A revision of gome of Wright's esrlier works-un the subject of
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path ana%ysis. Included 1s a discussion 6f many of the baalc principles
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-of path analyaisl v, . ; -
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lag, in path analysis: “Blomerrics, 1960, 16, 423-445. (b) °

. A discussién of some of ihe bagic issues igvolved in the usage .
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of path coefficients and path analysis. I




