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(2) habitability (3) tutorial capability and (4) the abilicy to exist with
"ambiguity. The notion of semantic grammar is presented a paradigm for
organizing the knowledge required in the understanding pgocess that permits
ef{icient parsing.. In adglcion, semantic grammar aids the habitability
‘bv providing insights into a wseful class of dialogue constructs, and

permits efficient handling of such phenomena as pronominalizations and
.ellipses. The need for a better formalism for expressing semantic grammars
is met by the use of Augmented Transition Networks (ATN). The ability of the
ATN-expressed semantic grammar to satisfy the \above stated requijemeats is
demonstrated in the natural language front-end for the SOPHIE system. -
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Intelligent CAT:

_‘ An Author Aid for 'a Natural Language Interfaée

™ .
N . -

Richard R. Burton and John Seely Broun
Bolt Beranek and Newman Inc.

Qambridge, Massachusettsl
] - ‘ ’;
. - . SECTION 1 . L

’ This'is a period of dramatic advanced %p computer technology $ which

*should change the way computers are- employed in instruction. . Technological

'advances will decrease the: cost of computer hardware to the extent that

each student” will Thave available gmpufatioqal fesources which  are

curréntly restricted to a few ellte users. Traditional goﬁputer-assisted.
instruetion (CAI) paradigms wege developed wunder the assumption that
cq;putational power .is a scarce resvurece,’ and thesefparadigms are, for‘the
‘most part, incapable of explotting the latest technological' advances, " To
effectiyely use ‘Lhe increased:cgﬂputational powgr reduires @8 re-evdluation .
of the role of, the computer in instructional paradigms, and, qn turn, a

-Pe-evaluationw of the avthoring aids nfAeeded to <facilitate efficient
. > .

The t¥pe of instructional system which we see'embrging,.have specifib

developmenglin this medium. . P

knowledge and problem-solving expertise whiech is used.to-a;d ‘the student.
First,'as a source of information, it-can,ansyer h 34 iquestfons, evaluate
his theories and crlt;que his- solutdon paths. | Second ap a tutorial’
mechanish, 1t can form models of both the student’ s state of knowleﬂge and
his reasoning strategies These structural models" are used_ bptn to
1dentify his fundamental mlsconceptions and to ‘determine when and. how to
provide remediation, -heuristic recommendations ("hints"),, or fuﬁthéw
instrudtion. : T ) ;- f. . . 11‘
‘ In general we are not focusigg on teohniques' for ,teaching factual
textbook: knowledge . CAY" systems which do not use their knowledse they
contain (as a textbook. does not use the kn0w1edge it contains) gan

cqompPetently handle this task and are inherentlf cheaper for it, ‘Instead

we ar focusihg on techniques. for teaching ngggggna Enﬂﬁlgdaﬁ and\_
Laaggzlna__atnatssies whiech are 1Earned when the student must use his

-




Tactual knouledge in hands-on labonatory or problem:solving tasks.” Hbile
the student is - getting a cbanqe .to exercise _bis knowledge,; the
."intelligent" instrictiobal systems wnicﬁ'we are oonsiderfng' here attempt.
'to mimic the capabilities of a laboratory instructorq. The system wovys on’
a‘one-to ~one basis witth a student, oai"ef‘ully diagnosing Hbat .the 'student

knows, how (he or, she reasons, and what kinds of defioiencies exist in his

'

or her ability to apply factual knowledge. ~ The system then -uses this
1nferred knowled e of the sgudent together with its knowledge of pedagogy
to determine how best to advance the student's learning. d
While we are still a long way from attaining  this- goal, we. have
deveboped an’organization for i?telllgent instructlonal systems, (described'
in Brown [197?]) which appears frultful ‘Our methodology for"® developing
tnis'organizaQ}on (and the theory underly1ng it) has been to‘explore parts
of the overalIl organization 4n Tparadigmatic" systems. A paradigmatic
. system is an easily modified'prototype system bonstructed over % carefully
chosen domain of knowledge This methodology allowd experimentatlon with

some aspeot of the overall system by simplifying other aspects.  We havf'

developed ‘systems for such domains as eleotronic troubleshootlng -- SOPHE\
[Brownja Birton and Qell 19753 Bnown, Rubinstein and Burton 19761);
frithmetiq‘ drill and praotlce -~ WEST [Burton and Brown 1976, 19781];
elementary algebra [Brown ‘et al .19?5]:—-andh_procedural skills in
arithmetic -— BUGGY FBrown and Burton 1?}8] In- addltion, systems ‘of
similarfspirit are being developed by Goldgtein [Cair and Goldstein 19771].

i

One of the major stumbling blooks for aq intelligent instructional
sVstem 1s tne lack of a natural means of Qommunication between the student
and the combutepr. This . ohapter addresses the problems of using natural
language (English)} as the' communication language for . advanced .
compute -based instructiopal systemsY - The ipstructional environment places
requirements onh‘a. natuQ:l language understanding system that exceed the
oapabil ties &f all existing systems. These requirements anlude i (1).
effioienc " (2) habitabiIity (3) tutorial oapability and (1) the ability to
exist with aombriiguity. However, there are maﬂor.leverage points Hithin the
instructional environment that allowsthese requinements toyﬁe met.' JIn_the ;

n'ext section, we' will elaborate ,these Tequirements.,

'
E

-

'
-
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A primaryY vrequirement “for a natural language proceasorq in\ an
instryctional situa}(on, is{ efficiency. ' Imagine the following setting:
the student i3 at a ‘terminal actively working.on a problem. He/She decides
that he(she needs ~another piece of* information to advanece his/her. solution,
so\he/she formulates a query Once he/she. nas finished typing his/her

M que;tion, he/she‘wlll wait for the system to give him/her an answer before
he/she‘continuesfﬂﬁrking on his/her sglution. During the time 1t takes the
svstem to understand his/her query and generate an answer, the student is

.

apt to - forget pentinegt 1Qf0rmat10n and lose - 1ntere-stJ Psychologlcal
- experiments have shoun that response delays ldnger .than . two ‘seconds have
ser;oug 'effects on the performance of compleiltagke via terminals (Miller®
68). In these two geconds, the system must understand the query; dédude,
infe T 1ookyp or calculate the‘answer; and generate a, response Another.
adyerse effect of poor response time 1is that more of the student's
searching ‘for the answer\ is done internally’ ", (i,e. without using the

. . . . N . . - [
system). This decreases tha amount of information -the tutoring system~

. receiveswwand increaees t he amount of induection that must be perfornedf

‘ maklng the problen of figuring oat what the student is doing nuch harder

. (e.g. the .student won't "show his work"” when solving a problem, he wi}l
just preeent th@'anewer). . .

.' The second ‘requirenent for: a natura% langudage ' processor b is

hahitab;liti Any natura) 1anguage system written 1in the foreseeab\e

future i3 not going to be able to understand all of natural language. What

.

a, good natural language interface Must do .is characterize and understand a
:dsahle supget of the language. Watt (1968 p'. 338) defines a "habitable®
sub-language'as "one- in whidh its users can EXpresgs themselvesJ with ut
straying ‘over- the }anguage poundaries into unallowed sentences". V ry
intuitivelv, for a system to:be habitaBle it¥ nust, - among other thiné‘

- allow the user to make local or minor modificatnons to an accepted senténce

and get another accepted sentehce. Exactly how much modlflcation

constitutes a(minqr,cﬁange has never been specified. Some examples may

provide more insight into this notien.




-anything wrong?
there anything wrong? . .
there something wrong? N o, ¥
eghige1ggztgén§03rliﬁewgggt?ggt%ogoagd oave a_problem?
A\
If a nalueal language processor’ accepts sentence .1,*it should also accep
the modifidations given in sentence 2 .and 3. Sentenoe Y presents a mindr
syntactic extension whioh may have major reperou%ﬁions in the semantics but
which should also be aﬁcepted Sentence 5 is an example of a pogsiblé
paraphrase ®* of sentence & whioh is beyond the intended noeion . of |
habitability. .Based on t he aeoeptanoe-of sentences 1-4, the user hae no.
reéson to expeot that sentfnce 5 will.be, handled. ' \;' M
ﬁny subtlanguage which does not maintain a high degre of\Pab;tabiliey
is apt to be worse than no: naturalflanguage capability all. Beoause, in
addition to the problem he/®he is seeking information bout tha stydent is
faged, sporadically, with the problem of getting the system to understand
-hfis/her query. ThiS seoond problem ¢an be digastrous both beoause it

o ours eeemingly at random and beoaepe it is 111- defi d. -

In an informal experiment to test the habitabi&i y of a system, ' Efe

authors. asked a groub feur students to write down as many waye‘?e

posgible oﬁ“asking a partioular' question. The original idea W'as o

determine how ‘many of the various paraphrasingﬁwould be aooept%d by the
prototype system$ we wé%e testing ‘The_etudents each came up_ with one
Phrasing very quickly but had tremendous qiff ulty thinthé of any others,
emen thqugh“zthnee of the first Eﬁgaeinge were different! {his experienge
demonstrates the lack df’ student's ability to .do  "linguistic" ‘probie

solving and Rgoints out, the Iimportance of aooepb‘hg the ethdenﬂ*ﬁ firs

phrasing. . < T « . o ‘

b

An eq?@ ly important aspect” of ;he ﬁhabitability{ problem .1is
multi- aentenoéh (or dialogue) phenomena When Students use, a system that
*exhibits "intelligenoe“ through its inference oapabilinie@, they quickly -
‘ start - t0 assume that ‘the system must also be 1ntelligene in "its

oonversational abilities 53 welly for example, fhef will Ireqd@ntlf oeleﬁe
pdﬁts of their sta;ements which they feel are-obvioue, givén the oontext of
the prepedioﬂ statements. OFften they are totally unaware of such, deletions

and show surprise ‘and/or anger when the ‘system fails to utilize contextual
- - \ LE— * & L . -
\u N




information as clearly as ‘they (subcongciously) do. The use of conpext
manifests its€lf in “the use of such linguistie phenomena ‘as
) ' . '
pronomlnalizations, anaphoric deletions and\ eiltpses The_ﬂjollowing
sequence of questions’ exemplTTies\¢hese problems: -
6} What is the pophlation of Los Angeles? /
‘Egi What is it for gan Francisco? N e

What 'about San Diego?
L . The third requirement for a natural 1anguage processor 1is that it ©be

A

~self-tutoring (i.e., that it should teach the student’ about lits
‘capabllities) As the student use's the system,.he should begin to feel” the
'—.f?ange ~_an'd limitations of the sun-lanéuage. When the student uses &
‘sentence that .the system can‘ﬂ understand, he should receive feedback that
will enable him.to determine why it can’t:_ There are at leagt two kinds of
feedback. &_The simplest (and most often ‘seen) merely provides sone
indicaiion’of what parts'of the sentence ceueed the problem (é g. unknown
'Vhord or phrase). A* more wuseful kind of feedback goes on-to provide a
response based on those parts of the sentence that did make sense and then
indicate (or give examples of) possibly related, acceptable sentences. It
may even be advantageous to nggé the 3ystem recognize  common unacéeptqbie

serTences and 1inh response to them, explain why .they are not.in the

sub-language. (SeeJ(ection 5-for .further discussion of ‘this point )
ir

The ,fourth requirement fo% a natfral 1anguage system ~is  that® it be

eNEPe T -am iguitg Natural language gains a good deal of Flexibility and
pewer‘b not forcing every meanipg .info a ,different surface structure.

This means that “ the brogr m that interprets natural 1anéuage sentences

must be aware that more than one fnterpretation is’possible. For example,
. * - i

A
when asked: “

- (9} Was John believed to have been shot by Fred? v'. )

“one of "the most poténtially Eisastrous,responses is "Yes". Ihe,user‘nay
nct be.surp‘whether Fred d{f tne shooting ar the believing or both, ,More’

.‘likely,,the user,. being unaware of any ambigui}y, assumes an interpretation
that may ngg}fferent than the system’s. ‘If.the aystem's intenpretatign is~
dlfferent, 'the user thinks he has receivyed the anhwer to his qudry when in

fact he has- recelved the answer to a completely independent Query .

-




-

*Either~of the followlng is a much better response:
510} Yes, "it is believed th&t Fred ahot John.

11) Yes, Fred belleves' that* John was shot., . ) )

Al

The sY¥stem need not necessarily have tremendous disambiguation skills, but

4
[ 3

it .must be aware that mis- interpretations are possible and inform the.ﬁ‘ﬁn
of its 1nterpretation In those tcases where the system makes a mistake the
results may be agnoying but should not be catasti?phic . ,
This chaptér presents the development of a technlque that we Dhave
named semantlc grammars" fofF rbuilding natural language prbceesors that
satisfy the above requirements. Section 2 presents a . dialogue ~from the ~
"intelllgent” CAI system SOPHIE, that we‘ used to refine and demonstrate .
this techn?§323\\zhis di#logue provides concrete examples of the-. kinds of .
linguistie eE:bllitiesg that can be achieved wusing semaptic grammars,

Section 3 de bes™ semantio grammar as it first evolved in _SOPHIE, and.

points out how it allows semantic information to be used to handle'dialogue

oonsbructs, and to allow .the directEd;ﬁfgnoring aof wofds in the\input.

Section 4 discusses the limltatlons that were encountered -in the evo ution
of semantlc grammars in SQPHIE- as the range of sentences was increased and

.how these might' be overcdhMe by using a dlfferent formalism -- augmehte

transition networks (ATN) Section U a&so reports on the conversion ‘of the f-

~

SOPHIE semantic grammar to an ATN," and the extensions to the ATN formglism’f

¥

which were necessary to maintain *the solutions 5resented in Section '3.
Section i afso inclydes companison timings beiween the two wergions of the;
natural language processor Seotion 5 degcribes experiences we have had «°
with 'SOPHIF. ~and presgnts techniques. developed to handle problems in tﬁe
area of non-understood sentences., Sectlon 6 suggests direotlons for future

‘wonk. . -~




Section 2.~

. I

LA

éefore delving into the structural aspects and technical deté;ls of
semantiec grammér téchnique, we_woﬁld first like tg‘provide a concre%e
example of tﬁe‘dialogues it has supported. This section ‘'presents an
annotated dialogue of -a stude&t. using tﬁe “Inte}lfkent" CAI .systéﬁ‘
SOéHIE.T1) SOPHIE was developed :to explore -the use of artificial
intelligence <techniques in prdvidiﬁg tutorial feedback to studenﬁs‘engaged
in pre&&em sQlving activities. : The part{cular problem solving activity
" that Sopﬁlq'fis concerned with is the ;ﬁopbleshnotrng'af a m?lfunction?ng
piece of, electroniq eéuipgent\ SOPHIE,modelé the piece ig‘zehuipment"aad
answers’ the sFudeﬁtva Feqqests for measurgmeangﬁgg{@iéfr informagipg to
a;d him £n debugging the equipment.l More img@;tang} thngughout the problen
solving session, SQPPHIE can-~evaluate thew=logical .consistency or a student's
hYpotﬁesis.oF generate hypotheses which,aﬁe consistent with the  behavior
~~the sStudent has thuys -~far* dbsé%ged.(z) - In the dialogue, the student's
typing -is " urderlined. Even though the dialogue deals.with eleqtronic
jargon, the 11Q§uistic issues it e%emplifies oceur in .ﬁﬁi‘fgomgids.‘.-The
annotations ~ {(lower case, indented) attempt to point out these prbﬁ%ems and
eﬁbuld bg understandablg.éo the' non-electronics oriented réad%r. t .
“WELCOME TO SOPHIE - A SIMULATED ELECTRéNICS:LgﬁoﬂﬁTOﬁ?.' . P

1

. ; . . o : ’ - )
+ The eirecypit (Figure 2.1) is based .op fhe-Heathkit IP-28 power sugp .
The IP-28 is a rs@sonably sophisticated power supply with both current
limiting and ltage 11mibin§ behavior. These two interrelated

* feedback loops make troqgleshoot ng

this cirecuit non-trivial,

-

tells SOPHIE to make one€ of the components in the circuit

¢ can troubleshoot- f. SOPHIE randomly selects a fault,

inserts it into a model of theiin;i&?pent and fells” the' student how
the front panel controls ‘are presently set, -

E INSTRUMENT HAS A -FAULT AND ITS PRESENT C?NTROL
1.0 . CURRE NTROL~FROM 0.0 {MIN
L,HIGH. . ._.CURRE GE SWITCH, HIGH=z1
ot i Lt e
iGH - VOLTh SROLIERRN %ale

N o) / —
(1} The dialogue _is intended , %o . demonstrate SOPHIE's ﬁingufsfﬁc
capabilities an while it touche’s upon the major featurgs of SOPHIE, 1t.ig
o%*meantoto exhib@t the 10§ical or deductive capabilitjes the "System. ..
02 The reader i encouraged to see-{(Brown and Burton 1975) -for ‘further

examgLQSHr and descriptions ot SOPHIE's* -*tutorial . and “inferential
capabilities. S
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>EWH%T ;s E?E OUTPIZ
P -
THE OUTPUT VOLTAGE IS 1. 2 VOLTS. .

. SOPHIE corrects the student s typing mistake. .
Notice that "the output“ was disambiguated as, the output voltage. ,

: "1S THAT
5§L39008§§Eg%; SURE WHETBER A VALUE 8 CORRECT, YOU CAN A&{\x

Th . i
awgre gstemngg gtpu egefﬁgaﬁgewﬁgetiéhfsngdgnﬁoEEXng %ns%?ﬁggﬁg? be
THAT . RIGHT .

WORKING CIRCUIT THE OUTPUT VOLTAGE IS 30.1 VOLTS.
YALUE 18 INCORRECT. -

» ' »

SOPHIE permits reference to grevious objects in the dialogue. Here,.
YThat" refers to the value o the—previous measurement. .

2>UHAT 18 THE YOLTAGE BETWEEN THE cgnngu? LIMITING TRANSISTOR

THE VOLTA [ . . 2. VOLTS. X P
This 1is an example of some of the gLomplexities that arise in_even -’
limited ,domains. lthough the syntax of the sentence 1s '"voltagde
between’ x and y" it really means "voltage at 2z with respect to
ground™ where 2 i3 the point betieen x and % The output routines
re hrase the, input in 2 simpler form (i.e. : etween x and ¥y reduces to

30 that he user knows the system s interpretation and has an
easier way of referring to that location

>> IS IT THER D THE
TH OLTAGE. BETWEEN AN I .28 U

Here "it" refeprs to "the voltage“ and "there" refers.té N4.
Also notice that.'"betweeu" has to be-treated. differently,
i.e. two nodes: are explicit- now. =~ |

S THERE ANY RIPPLE. IN THE VOL ) ASE OF Qu?’
__§6ﬁﬁTTfT'E6_HﬁT_ﬂIﬁﬁEEﬂIE_ﬁﬁ%%%%?&%f%%%ﬁg%iﬂ_'f_?__

SOPHIE EﬁCOSnizes that the student is’ moving into an area that i%
. unable to handle. This is currentl{ done b{ keyword recognition e
\ ple} but' points ' out a technique that should be incorporated
ot er aspects of the system as wel ) .

>>HHAT 1S THE BP&% ngﬂ%g[ gE ?a
THE BASE C H ROAMPS.

The foll wing collection of sentences demonstrates the conciseness and
flexibility of the dialogue mechanism. After introducing a context in

a conplete sentence, the student can easily and naturally ask related
quest ons. .

" >>THRU_ THE EMITTER? 4 . ,
THE EMITTER CURRENT OF Q} IS -.26 HILLIAHPS. - I

This type" of\sentence fra%ment, which wé will refer to a3 an ellipsis
occurs- frequently alogues. Ras#her than specifying a complet
thought, an ellipsis onl { gives that piece of >the thought Wwhic
contrasts an earlier hought, Notice +that the referent cannot b
determingd on sxntactic grounds (as is possible with the ellipsis t%
t ig

ng

L) LI

emitter - durrent™); yet is is the sort of statement a student
- make 1f the last answer had caused a slight shifting of his thinki

S >Ql ' :
TH EHITTEH CURRENT OF QY% IS -.26 MILLIAMPS.

]
e
h
e
e
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In this case, the gstudent is changing his attention ‘to. a different

stransistor. There 1is ambiguity as Lo where he ‘wanted tRhe base
cwrrent, the emitter -current or both. SOPHIE ks the most Tecent
one and giveé its interpretation as a complete | sentence

o

>>IF C2 WERE LEAKY., WHAT WOULD THE_VOLTAGE ACROSS IT BE? ‘ ;Y.

As this sentence shows, the referent to "it"® can‘pccur earlier'in the
same sentenge. fe .

T OKAY IF I USE 10000 FOR THE LEAKAGE RESISTANCE OF Ca?
E LEAKAG ESISTA CE OF c2 WERE" 10000

£
E R %

' THE PRESENT G3, "THE VOLTAGE ACHOSS c2 NOélD BE 26.3 VOLTS.
WORKING -C RCUIT IT IS 28.9 VOLTS. g ’

-

K]

&6 HAS AN OPEN EMITTER AND A SHORTED BAE COLLECTOR JUNCTION
.WHAT HAPPENS TO THE VOLTAGE BEITWEEN ITS BASE AND THE JUNCTION OF
HE VOLTGE LIMITING SECTION aND THE VOLTAGE REFERENCE SOURCEZ

=> BASE
TGE =>,  VOLTAGE ) !
Severat-exanples of the use of conjunctionf Imagine the student(s
frustration if he 43 forced to type this 4query .over because of |
.spelling mistakes. - . : ‘
UNDER: THE SETTINGS:
=.9, CR=LO

THE VOLTAGE BETWEEN
IN A WORKING CIRCUI

- L0 1.0 oW
NS ouLd g % 9l VOLTS.
T-1 VOLTS.

A C
T T

S P

>>HHAT IS THE CURRENT THRU THE CC WHEN THE VC IS SET TO 1.07
WIT QLTAGE CONTROL NOW SET AT 1.0 .
,-THE CURRENT. THRU THE CURRENT CONTROL IS 30 MILLIAMPS. . '

CE€ and VC are é@breviatlons. The -controls are also "pérts" that can .
. be used in mea urements. " : i

>>WHAI IS IT T TO_LB?

THE CUHHENT THRY THE CURRENT CONTROL IS 24 MILLIAMPS

Here the system must correcply instantiatg_two occ¢urrences of "ity,
The referent to the second "it" could be either CC or VC since these
are both controls. , A

»
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In Section 1 we described'.the requirements for a natural laqguage‘

procesaor in a learning enwironment Brieﬁ;y, they_ aré efficiéncy and
friendliness over the <claas of aentencea that arisg in ‘affdialogue
aituation. The major 1everage points we have_ that allow ‘ua to satiafy
these requirementa are (1) limited domain, (2) limited activitiea within
that domain, and £3) known conceptualizationa of tle domain. *+ 1In other

words, we know the problem area, the type of pnoblem the atudent is tryiﬁg

to aolve, and the way he/she should be thinking about‘%he problem in order -

——

to solve it What hﬁ_ are téin faceq,w1th ia taking advantage of these

-conatrainta in order to provide effective communication chdﬁnel.‘

Notlce bhat a11 of theae conatraints relate to concegts qnderlying the
atudent’ afacbivities In SOPHIE the concepta include vo;tage, current,

parts, tranaigtora, terminalsa, faulba, .particu}ar parts, thotheaesh-

» . >
contrela, gsettinga of controla, and 8¢ on. The 'depe%éénqu relgtionshipsa
between concepts_ include Ehings auch 'as:; voltage ¢@n be maaauréd at

terminala; partsa can be faulted, controls caﬁ be set, étc. The atudent, in

formujating a query or atqtement, ia requeating infdrmation or statidg.__a

beljef . about one of these, relatiBnahipa (e.g. “Hhat ‘i3 the volfage at the

colflector of tramaistor Q5" or "I think reaiator R9 is open" )

It occurred teo ul that the heat way ﬁb‘ ﬂharacterizei the atatementg.

\haed bfpr this task was in terms of the concepts themselveas as opposed to

" «the traditional aynfactin g%rupgprea. TQe language can be descr béd by a
- . . *

- det of grammar rules that&characterize, for each concept”or relabionahip,
all‘of the wagé of enpréaaing it in terma of other'.constitupnt concepta,
F;r example, the, concept of a_ measurement reqnirea a quantity to be
measured and aomethiné against which to méaaurp it. A meaaurenené is
Eypi@aily expressed by giving the quantity followed by a bnenoaitién,
followed' by the thihg that'apecifies where to measure (e.g, "voltage

acroasa capaeitor C2", ‘T"current thru divide DI". These phrasinga are

captured in the grammar rule: (This« is not actually " a rule fnom the .

A

grammar but ia merely ‘intended to be QUggeative ) ‘
<MEASUREMENT> := (MEASURQBLEJQU&NTITY) (P%EP) <PART>

'
-
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, The,+concept of La measurement Tan, inl tdrn, be useéfas part of other
ccncepts; e.g. to nrefjuest a measurement “ﬁhat is the voltage across
capacitor * C2?"; or. to check a measurenent "Is_the current thru divide D1
correct?"®. N? cail tnis ty&e of grammar a “aemantic'granman“ because the'

‘relatiquhips it tries.tgq charaéterite‘are semantic/conceptual as well as
syntactic.
Semantic grammars have two advantages over traditional syntactic
grammars., ~They allow semantic constraints to be Jsed to make predietions
during the parsing proCess, and they provide a useful characterization of
those sentences that. the system shéuld try to handle ﬁThe predtctive
aspect'is important for _four reasons: (1) It reduces the number o?
alternativeg 'that must be checked at a given time; (2) it reduces the
hamount of syntactic ?grammaticalj ?mbigu ty; (3. it allows recognition of
ellipsed or deleted phrases; and +{4) Lf/iermits the parser to skip-.words at
controlled places in the input (i.e. it enables a reasonable specification
of control). These points ‘will be discussed in detail in a later section.
~ The. characterization aspect is important for two reisons: .(1Q;It

‘ sub-lan%uag&le

provifes a .handle on the problem of constructing a habitable

The, ystem knows how to deal’ with: a- particular cet of tasks over A
'particular sét of objects. Thé sub-language\cén be partitioned.by tasks to
accept all straightforyard ways of expressing those . tasks, but does not

' hegd "to wWorry about ¢thers; (2) It allows aL reduction in the number of
;/ﬂsentences that musbfhg accepted by the ldnguage while still maintaining_
habitabilif?n There mdy be syntactic constructs-that are used freqpently

" with one concept (task) but seldom With apother. For eXample., relative

clauses may be wuseful in explaining the reasons for performing an
e;perimental test but-are_an awkwarq'(though possible) way of requestiné a

' *
measurement . By separating the-processing along “semantic grounds, one may

-

gain efficiency by not haviﬂg‘td aecept the awkward piirasing.

El -
[ A

REPRESENI_ATION OF "MEANING . : ' \
Since, natural language commnnication is the transmission of concepts
via phrases; the « "meaning" of a phrase ‘is its correspondent=ﬂn¢the

concept&el space. The entities in SOPHIE's conceptual space are obj\E*s,
relationships between objeqts, and procedures for deéaling with objects.

Sy
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The meaning of a phrase ‘can be a simple data object (e. g. "our ent;idmiting:‘
transistor") or a complex data object (e.g. "C5 open“ "y tage at node’
1")‘ ¢+ The 'meaning of a qUestion is a call to a procedure that knows how to
determine the answer. The meaning of a‘command is a . call to a procedure
thay performs.the specified action. (Declarative stateménts are treated as
reguests because the pragmatics of the situwation imply that the student is
asking for verification of hig statement. For example, "I think ©C2 is
shorted" is taken to pe a request to have the hypothesis "C2 is shorteqll
critiqued ) For example, the proceeural specialist DOFAULT knows how t46
fault the ci;cuit and is used to represent the meaninj’of-co:mands to fault
the <circuit (e.g. "Open R9", “Suppose .C2 shorts and R9 opens"). The
argument that DORﬁUL? needs in order to perform its task is an instance of
the‘ concept ot‘r faults™ that specifies the particuﬂar changes to be made,
.‘e.g. "Eﬁ‘being open". These same concepts of particular ffaults also serve.
Mas arguments to‘-two other specialists.. HYPTEST which determings the
cdnsistencv of a fault with reéspect to ‘the present contekt, e.g. "Could -39.
be open"; ‘and SﬁEFﬂULT whicﬁ checks the actual status of the circuit, e.g.

~"Is RY ODeé . N 2

RESULT- OF ‘THE PARSING .

Basing ‘the 'grammar on conceptual entitigs allows the semantic.
1nterpretation (the determination of the concept underlying a _ phrase) to

\ proceed in* parallel with - the parsing. Since each of the non-terminal’
-categories in the grammar is based on a semantic unit, each Erammar rdle
can Specify the samantic description of a phrase ‘that it recognizes in much
the same wav that a syntactic grammar specifies a syntactic description.
The construction portion-of thg rules is procedural. Each rule has the
freedom to decide how, the semantic- descriptions, returned by the
caffstdituent items of that rule, arge to be but todether to form the correct

' “meaning“ )

at

=

For example, the ‘meaning of the phrase "Q5" is the data base object
Q5. The meaning of the’ phr3 thhe collector of Q5"_ is (COLLECTOR §Q5)
where %ﬁoﬁbECTOR is a funeti n, that retUrns the data base item that is the

collectonr of the given transistor (3) _ . . -'

- - " -

- . b )
(3) The language LISP will be'ﬁsea in examples. In LISP, a fnnctfon call -

- 12 -
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The rule }or {MEASUREMENT> expresses.-all of the ways that the student .

~can, give a measurable guantity and also‘gupp;y its ?eqnired‘arguments: The .
structure which pesults frcw <MEASUREMENT) is a functionlca}l to the

function MEASURE whieh supplies the’ gquantity being measured and other
arguments specifying where to meagure it. Thus the meanfng of the phrase
"the voltage at the collector ot‘ Q5" igs (MEASURE YOLTAGE (COLL}ECTOR Q5))

which was generated from the control structure

+,

- o
measurem&nﬁé

mea&/qnant" ‘node .

|

woltage terminal

Y T 3..,

terminal/type

“

"collector

.

VA . X : ' . . . L .
The grammar rule for <(MEASUREMENT> also accepts "meaningless"™ phrases

Qpch as "the power dissipation of Node %." In additiom, it accepts some
meaning fUt phrases su¢h as '"the ~rei'§tance between Node 3 and Node 14"
which SOPHIE does not calculate Thig results from generalizing together

, concepts which' are net treated identically in the surface structure. In
this -case, voltage,‘ current, resistance and poner dissipation were
generalized to 'the concept of a measurable quantity. ‘The.L advantage of’
allowing * the grammar to accept more statements ° and having . the
“‘*ﬁxgument-checking done by the procedural speciallsts is that the. semantic
roptines provide ®he feadback as to why a sentence cannot be interpreted or

4 . . - * . L]
- ’

18 expressed 1in Cambridge-Polish notation: as a_parent eEIzed‘list of the
function nami followed by its arguments. . . :

-

- 13 -




I‘“l.lncl.ere.ht‘.ood“ It aleo keeps the grammar from being clut with special
rwles for blockin&) meaningless phrasee Carried to the 1limit, the

- °generallzatibn strateg? woyld return the grammar to being "syntacfie?l again
{e.g. all data obfecte are "noun phrases").' The trick is 1“(’:o( leave
eemantice in the grammar when it is beneficial -~ to ;top extraneous
pareings early, or tighten the range of a preferent for an ellip;is. or:
deletion This i8 obviously a taek-specific trade-off. (Bobrow and Bro#m
(1975) describe an interesting paradigm 'from which to consider this

“trade-of £.) | o ] - ! - .

The relationship between a ophrase and its meaning ie usualfy
straightforward. However, it is not limited 'to simple .embedding. ‘'Consider
,the phrases "the base emitter of Q5 shorted" ‘and _"the™base of Q5 shorted to
the em1tterb " drne thing ‘which is “shorted" in both of these\QQ;aeke is the
‘"pase emitter JUthiOn of QS The rule that’ reéognizes both bf these
phrases,‘ <PART/FAULT/SPEC> can handle the first phraee by invoking its
constituent concepts of ¢JUNCTION> (base emitter of QS) and (FAULT/TYPE>
{(shorted) ‘and combine their., results. 1In the second pbraee, however, it
mUSt construct the proper Junction from the Separate occurrencescbf tWé‘twc
terminals involved. . ‘ .

This discussion has”been presented as ifothe boncepte were def;ned a

] or igni by the cépabilities of the system. A%}ually. for the eyetem to
-remain at all habitable, the concepts are discovered in-—the—interplay
between expanding the corpus of sentences the System can handle and adding
__.capabilities to the system. When a perticular English construct |is
difficult to handle; it.is‘probabiy an indication that the'concept it 1is
trying to-express has not been ypecognized properly by the system. In our
exempie "the -~base of Q5° is* shorted to the emitter". the relationship
betwee %he phrase and its.meaning ie awkward because the »preeent concent

of shor'twng reQuires: a part or a junction. The enample is‘g3}t$gg_at a
concept of shorting, in whieh any_tno terminals <¢an _be -shorted together
(e g. "the positive terminal of R9 ie'shgrted'to the anode of DP6"), This

ig a viable conceptual view of "shorting" ] its implemgntation requires

allowing arbitrary changes im the topology of &he ‘eircuit which is beyond

- ; -
the efficiency limitations of SOPHIE's simulator. Thus, the system we were

working with led us to define the concept in too 1imited a way.

-111.-7 <
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USE OF SEMANTIC IﬂEéQﬁAIIQN‘DﬁBIEQ RARSING
EEEdiQiiQn', - . . . T

) Having described thg notioqﬁ of ag semantic rammar, -we will now
describe the ways it -alibﬁs. semantiﬁi inférmafion bo_ﬁbe' used, in the
undersbandinb procesé. One use pf seménﬁié g?éhm s is to predict the
possible alfernatives’that must béfcheck;d ht\é given point. Congider, for
exaﬁple. the phrase "the Volbaée at xxxfl"hfter thg word "ét“ is reached
in the tqp-down,'left-to-right parse, the grammar'rul correspandfng to the
concept "measyrement“ can prédict very spec¢ifically %he conceptual - Péture
of "Yxxx": it must be a phrase that directly or indirectly specifies a
locaﬁion in the'circuitl For example, "xxx" coﬁld_be Mthe junctibnscof Phe.

cuqrent limiting,  section and the ?olfage refereng; source" but cannot be "3.
ohms". . i ;
Semantic grammars also have fhe effect of redicing the amount of
&ammatical ambiguit.:,r.a In the phrése fithe voltage af xxx", "the
prepositional phrase "at. xxx" will be associatgd'wipﬁﬂ the noun "voltage" °
'Hffﬁ&ﬁ& considepring any _hlternative parsgs that associates it soleplace
h#gher in the tree. - . . * s
Predictive,informa}don'is-also%ﬂﬁed to aid ‘'in the determinatipn of
referents for pronouns. If the above phrase were "the voltage 4% it", the
- grammar-would be able to restrict .the class’ of possible referents to
lodggiohé. ‘ By taking . adbdntage" of the available sentence contexts‘to
prediet the semantic class of possib{e referents, the referent

determination process js greatly simplLfled. For example: .

What is the current thru R9? . ' ‘ B .
What is it with it set to .9? .

1b
1e

;1a§ Set the voltage control to .87

.

In (1c¢), the grammar is able to recognize thdékﬁha first "it" refers‘to a\
measurement that the student would 1ike‘re-taken under s%ighgly ‘df%ferenﬁ
éonditionsa" The grammar can also decide that.the second "jit" refers to
either a potentiometer or to, the load resistance (i.e. one of those thinéﬁ
which c¢can be set):h .The referént for the.fiﬁst Hitg™ is the‘measurem&nt
taken in-{lbh, "the current thru R9". fThe referent for the second "it" . is
"the voltage pontpol“ which 'is aninstance of a Pot@nt;ameter. The cdntexpfla
mechanism that.selects the referents will be discussed latér. ;

. . o
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.Simple Deletion . / . . : .
«Tne. semangio grammar "is also used to‘redﬁfnize .mple de}etions. .The
grammar rule for ‘each..conceptual gntity knows the nature-“of rthat entity's

1£onst1tuent conoepts.’“ Hhen a rule cannot find a oonstjﬁuent¢concepth it
i - . L 3 . .
~¢an either:

a) fail (if the missing concept is considered ] be. ,obligatary 1n
. surface structure repzfsen ation) or, T , )

b) hypothesize that a deletion has ooourréd and conttnue.

S

For exampleﬂ the concept of a TERMINAL has as one of its reaiiéations the

constituent concepts of a TERMINAL- TYPE and .a. PART ﬁﬂhen its mmar ~rule
finds onlylﬁthe phra&e "the, colleotor" it uses this informﬂtipn to posit
that a part has been deleted {i.e. TERMINNL TY E gets 1nstantiated tq "the
collector"” bug,nothing gets inmstantiated. to PART) The natural’ language
processor, then uses the dependencies between the oonstituent concepbs to
determinv that- the deleted-PART must be a TRANSISTOH The. “me ning“ of
this phrase is then 11/the collector of some transistor Eh#gh trapsistor,

"is determined when the meaning is evaluated‘jin the present dialogue
context In partioulfr, the semantic form returned is the functﬂoh PREF_
and the classes of*pd'siﬁie referents, in our example the'yform‘ woald bg
(COLLECTOR {PREF '(TRANSTQ?PR)))h _The operation of PREF y}ll:be_ézz
later. ) ‘ ) 8

.
e )
¥

cussed

Another use of the semantic grammar. a110ws the processor to recognize .

o]
elliptic utterances, /fhese are-utterances that do not express complete

thoughts -- a ¢ompletely sﬁecified question or command -- bub only give
,differences between tw intended thought and an earller \one Qﬂ) For

—example, 2b, 20 and 2d are<elliptic utterances.

2a hat 3 tge voltageeat&Node é?
2b
2e
2d

t .
and Nggl
What out between nodes T and 87

-

(¥) The ,standard use of the wor “elli sis" pe
than invent a new worgd, we 3hall use the restr

-

efers to any deletion.w Ratner
icted meanlng here,

- 16 -
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.Ellipses " can begin wié‘“iﬂtroduotory phrases such ‘as “and" in 2¢ or "whdt
about® in 2d; however this is not required as oan&be seen in 2b Part of f
the ellipsis rule is glven -in Figure 3.1. ' )

- Figure 3.1
Ellipsis Rule

<ELLIPS}S> = [<EL CEH)] C(REQUEST/PIE
- , ¢ CER>] if <PART/FAU

CE) !
LT/SPECY

CFEQUEST/PIECE> : ) .
‘ : d CNODE> ! C
’ N) ! . . L
. ‘ - . r
The grammar rule }dentifies which concept or class of concepts are possible
from the context available in the el%iptio utteranoe?\\i\\sh . .
~ While the parser is usually akle to determine the tended cohcepts

from the context available in an elljiptic ‘'utterance, this ig n&t always the

case. Consider the following two sequenoes of ‘statements.

'
3

.- - -

%3 What is the voltage at Node 57
3 107 - : /
ﬁ wggt is the- output voltage if the load is s, . 4;\\

X 'S
‘ ' (\ . ¢ o,

In (3b), "10n refers to node 10, while in (4b) it refers to a load .of 10.
The problem this _presnts to the parser is that'the'.oonoepts‘underlying

a
b
a
b

these two e111pt10 utterances have nothing in oommonxexoept their "surface
e

realizations. “®he parser, which operates from conceptual entitles, doeg not

hav%\ a concept that includes ,both of these interpretations. One solution

Yould be to have the parser find all parses (ooncepts) and then choose

‘|

between them on the pagis of context Unfortunately, this would mean that

time is Hasted looking for-ﬁore than one parse for the .large peroentage of '

,

sentences in _whioh it i3 ‘not necessary to do so.)' A better solution would

be to allow structure’ among the concepts, §8~ that the parser would
T - ’ . . '

recognize "10" as a member of the .concept "nﬂﬁier“. Then the routines that

-

‘f{no ‘ the referent, would -Rnow that numbers kan be either node numbers ob

values., - This tybe of recognition could ptofitably be performed bf a
bottom=-up “approaoh to parsing. However, ts adventages over the premsent

“‘soheme are not enough to Justify ;he expense inoqrred by a bottom-up parse
toe find a1l possible well formed constituents. At present, the parser.

- A7 - S .
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aAssumes one 1nterpretation, and a message 1is printed to the étﬁdent
indicatink the assumed interpretation. if it 1s‘ﬂrohg, the student must
supplyY more context in his request., In faét "10?2" is taken as .a load
specification and if the student meant the node h?’would have Lo use "dt
fO“, “N1Q? or "Node 107, Later we will discuss the mechanism ﬁhat

determines to which complete thought an vellipsis refers., ';}

- . 3
LY
[ -

" USING ‘CONTEXT .TO' DETERMINE REFERENTSY
"Pronotns and Deletions ) s
Once the . parser haée determi the existenoe and class (or set .of

classegs) of a pronoun or deleted object, the context Mechanism 1is zinvoked

to determine the proper referent This meoh&nism has a history of student

interactions during the current session which contains, for ., each

intéeraction, the parse  (meaning) of the student’s sStatement’ 5’5 the

response calculated by the sYstem. This 1list prqvides the range of

possible referents and is searched‘in reverse order to find an objeot of

the ﬁropen semantic class (or one of the proper classes). To aid in the

séarch, the éontext mechanism knows how each of the procedural-speoialists

"~ MEASURE has a first argument that stt be a quantity and a second argument, N
that must be a part, a junotion, a section, a terminal w9r a .node. , Thus

appearing in, a parse uses  its arguments ~ For e§amp1e, the specialist

when the context mechanism is looking for a referedt that can either be a
PART or 3~JUNCTION, it wii) look at the second .Argument of a call to
MEASURE§ b

the context mechanism loQks in the present parse and then in the next most

ut not the first., Using the information about the specialists,

recent parse, £te. until an obJebt from one)of the specified classes ie
found. - e ‘ : 7 :

The significtance of using the specialist to filter the)seagch instead
of judt keeping a 1list of previously mentioned objects is that 1t avoids
mis~ interpretations due to, object-boncept ambiguity. As an example,

oon31der the following seq ence from the sample dialogue in Section 3@

[
1

ﬁS% What 18 the current thrg the CC when the VC 13 1. 0?
&) Mhat is 1t when it is

n

r
5
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Sentence (5) ‘ be recognized by the following rules from the semantic

. grammar:

-

/CHANGE>

'with a resulting semantic form of: °

(RESETCONTROL (STQ Ve 1.0) -
(MEASURE .CORRENT Cc))

RESETCONTROL h? a function whose first argument specifles a change -to
one, of the contrels and whose seeond argument consists of a form to be .
evaluated in the resulting instrument context " sTq 13 used to change. thé.
setting one pf the controls. The first argument to HEASURE gives the
quantity to be measur®d. The second specifies where it is to be measured._
To recognize sentenéj (6), the application of ruf;s $2 and $5 are changed.
There is an,alternative rule for <S;HPLE/REQUEST2 that 1lodks for . those.
‘anaphora that refer to.g measurement. fhese bhrases, such as "it", "that
result" ", or "t he value™, are recognized by t he non—term&naLn
s <HEA§URE NT/PRON&Uﬁ>. " The alternatjive to $2 that would be used to Darse
(6) is: _ C ' ’
"¢SIMPLE/REQUEST> := what ‘is (MEASUREMENT/PRONOUN>
The semantics of <MEASUREHENT/P€ENOUN> indicate that an entire measurement

r v

has been deleted-. The alternative to rule $5:
© CGONTROL> == it

<

recognizes "it" as an acceptable way to specify a control.: The qgsulting

seq;ntic form for sentence~(6) is:

. (RESETCONTROL (3 g% *(CON

4 ) (P ASUREME ‘ -

The funntion PREF searches back through the éuntext of Pprevious semantie
“forms .to find the mbst recent mentton of a member one of the classes. In
:tne above example, it will. find the controi Ve uut not CC because the

character imposed on the arguments of MEASURE is that of a "part" not a

"control". The presently recognized ;clagses for deletions are PART,
TRRNSI%TOR, 'ﬁiUgT, CONTROL, 'POT, SHITCH; DIODE, HEASQREHENT.and QUﬁNTITle

{The members- of the classes are dérived from the, semantic network

assoclated ‘with a circuit.) o

/1?.
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If the. problem of pronoyn resolution “is looked upon as finding a
previously mentioned objeot for a currently spegified use, then the problem

J . of ellipsis can- be thought of ag finding a previously mentioned nse foK a‘h

currently specified objgct For_exampie -
> L] p L

gg; What* is the base current of Qﬂ“
.In Q57 -

-

. . -
\ . o . 3 ~

The given objeot is "q5v, 'andltﬁefeariiér function is "base'ourrent"i i

a given erliptic phrase,.the semantic grammar identifieé the c%hcept Tog
class of concepts) involved, In'-(T),_ since Q5 1sbP6008nized by the .
non- terminal (TRRNSISTOﬁ/SPEC) the olas% would be TRANSISTOR Tﬁe*context

Wt
. mechanism theh sea'ches for a 'specialist in a previous parse that accepted

-

.the given % 1ass as an ' argument. Hhen one is found, the*uew phrase is
placed 1in the proper argument position and the mod fi ed parse is used sas
the mgaring of the e;lipsis,/

L}
-

L_Lﬁm%mlg_t_o_mg_cg_nm_t_umggum

1" The method of semantic classification (to petermine reference) is very

-

efficient and works well over our domain. IT definitely doeg, not solve all
the problems of reference. Charniak (1972) ha; pointed out the substantial

, problems ' of reference in a’.dogain as *seemingly‘ simple as children’s
stories.e One of his ekamples oemonstrates howlmuch world knpwlengJgaé ‘be
requiFed to determine a referent (1972 p. 7). ‘ '

Janet and Penny went to the store to get presents for Jack.
said "I will get Jack a top"” "Donit'get Jack a top" s3id Penny.'
has—=¥ top. He will make you jtake ig back.

+ A

4=t

Charniak argues that to understand .to which of the two tops kit"

refers, Tequires knowing about‘presents, stores and what they will take
back,ﬂ etc. Eveh inh domains where it may be p@ssible o capf“re all of the
- neéessary knouledge, classifioation may still 1ead to" ambiguities. ,_For

AP

. example, oonsider the following! L ‘

¥ ) ‘t
; és the voltage at Node 5 if the load is 1007
7 ) ¢ ) ’

9
3
]




. s . s .
. In statement (11)}* the user‘. means Node 7. 1In statement (10}, he has
reinforced the use of ellipsis as referring to node number. (For eXample,:-
, leaving out shatement (10, statement (11) is much.more awkward.) On the
.othér hand, if statement (11) had been “1000"l or if statement»(10) had been
“d0°", things would be more problematic. ¥hen statement (11) is‘"lOOO" we‘
ipn infer that he . means a load Gr 1000 because there 1is no’ node 1000. tIr
statement (10} ’'had been "10%?", there would be genuine ambiguity slightly
ﬁfayoring the interpretation as a load because'-that was ‘the last number
mentroned.' The major limitation of the current;technique; which must be 4
overcome in order to tackle skgnificantly more complicated domains, is i
inability to return more "than one POSSible referent. It considers each one
individu 1Iy uhtil it finds one which is satisfactory. “The amount of work
involved in employing a technique which allows'comparing reTerents has #aot

-

been justified by our experience.

+
L
1

FUZZINESS . ' BN - . ; ;
Having the grammar centered around semantic catESories allows the
‘parder to be sloppy abo&t the actual words it finds im the statement.
Ehore words-to find it, is

r

Having a concept in mind,  and being willing to i

€

the essen¢e of keyword parsinib:chemes. 1t is effective 1in those cases

where the words that have
gradations of an idea that are’ not disti guished by the .system. For
example;, 1in the sentence. "InsBrt ‘a ‘very hard fault" “very" would be

en skipped are eiQher redundant, or specify

ignored; this is effective because the s%stem does ngtx have any further
. structure over the class of hard fai ts. In the sentence; "What is the
voltage acrbss resistor R87M resistor‘can be 'ignored because it is implied
by "R8". (The first of these examples could be handled by making tyery" a
noige word (i.e. deleting it from all' sentences) Resistor however is not
a noise word in all cases (e. g. "What ts the current * through the current
sensing rEsistor?") and hence cannot bg deleted.

: One advantage that a prooedural encoding of the grammar (discussed
later) has over pattern ‘matching schemes in the 1mp1ementation of fuzziness
is its ability t® oeontrol exactly whebte words’' can be ignored. Tir#s
provides *the ability to blend pattern matchihg Parsing of those concepts

that are amenable to ‘it with the «structural parsing . r;ﬁﬁlred by more

-~ i
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complex concepté. The amount of fuzzigegs -- how many, if any, words in a
roy can be iénored -=- i3 controlled\in‘two ways. First,.whenever.a grammar
ruié is invoked, tﬁ¥ calling rule has the option of limiting the’number of
words that can be gkipped. Secqﬁﬂ, each- ;ule can decide .which of its
constibugnt piléces.~or words ' are required ané how tightly cuntirolled the
seath for them'bhould'bé. In qOPﬂIE, the normal mode of operagion‘of the
parser’ is tight in the beginning of a sentence, but fuzzier after it has
made sense out of Something: T o .

Fuiziness has two other advantages worth mentioning bUriefly. It
reduces the size of the dictionary because all known noise words don’t have
to be indluded. In tggsgfcaseg where the skipped words are Te%ﬂ}ngful, the
misunderstanding wmay provide some clues to the user which allow him to

L4

restate his query.

. PEEPROCESSING ‘ ' .

" Before a statement ié parsed, a __preprocessor performs three
oqeraiiong. The first expgndéﬁggbrevfations, deletes known noise ﬁords,
—~—and baponicalizes similar words to a common form.!‘Thé second—is a cursory'

spelling correction. The thiqd ié a reduction of éoﬁpound words. ‘

Spelling correction is attempted on any word of the‘inﬁut“string that

the systemeqdoes not recognize. The spelling corre;;ion algorithm(5) takes
\

the possibly misspelled word, and'a 1list of cor ectly spelled words, épd
determines which, if any, of the _’corréct.wordq'_'is close to the ~Wisspelled -
word f(using a qetrip’ determined by number ‘of tﬁansposipioﬂs, doubled
letters, dropﬁgg letters, etc.)? Dur;né- the ‘in{tial prepEBCBSSiné:. the
list of'COrféct words f:‘veri small (appnfximati}y a dozen) and is limited
to¥very commonly misspelled words and/or words that are ,critical to thg
u rstanding of a sentenge.. The list is'képtﬁsmall g0 thai th; time spent
/gff:;pting’ spelling ’correction, prior to a%tempting a parse, is kepf'to a

N O >
minimum. FRemember that the parser has the ability to ignore words in the
' t A Y ! ‘ - = -

~input sString 2o -we do not want to spend'a lot' of time correcting a word
. - . .
that won't be needed in understanding the " statement. - But notice that

certain words calB.be critical to the correct understanding of a statement.

+ - L

{5) The speiling correction routines are Erovf&@d by INTERLISP and wege
developed by Teitelman for use in the DWIM facility (Teitelman 1969,1974),

' Y o :

»~
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For example, 5ﬁppose that the phrase "the baSe emitter current of Q3" was:
incorrectly ‘%yped as "the bse emitter current of Q3"., If "bse" were not
recognized as being "Base" the parser would ignoré it and (mis-)urderstand

. -
the phrase as "the emlitter current of Q3", a perfectly aégéi;able but much

gifferent concept.{(6) Because of this protlem, words like "bDase", which 1if¥

‘ignored have beeh found to lead ~t6 misunderstandingé; are considered
éritical and their speliins is gorrected before any parse is attempte
‘Nords that are misspelled are not corrected uﬁtil "the second attempt at
spelling correction that is done after a statement fails to parse, f
Compound words areu single eoncepts. that appgar in the surface
structure as_a fixed serles of more than one word. Their reduction is very

important to the efficient operation of the parser. For example, in the

question "™what is the Voltage range switch setting?", "voltage range

switch" is rewritten as the single item "VR". If not rewritten, "voltage"
would be mistaﬁen as the beginning of .a measyrement (aq in "what i3 the
voltage at NU"™) and an attempt would have to be made to parse "range switch

2 y . o
setting™" as*a pPlate to measuye voltage. Of course aftgr this’ Qailed, t he

correct parse ;ﬁa\'qtill be found, but reducing compouﬁd_wonds helps to
I . . a .

avoid backtrackin "I additidn, the reduction of ‘compound ' words

simplifies the ‘grammar rules by allowing them to work with larger

conceptual units. In this sense, the preprocessing can be viewed as a

preliminary bottom-up parse that recognizes local, multi-word concept§.
IMPLEMENTATION y p

Once the depzﬁdencies between semantic concepts have been expressed In:
tqs BNF form, each_.rule in“the grammar is encoded (by hand) as a procedur{
Ain the programming language LISP. This encoding process 1ﬁp%rts "to the
grammar a toﬁ-déwn control structure, specifies the order of aﬁﬁlicatipn of
the various alternatives of each rule,-and'defines the process bf pattern
matching each rule. The résulting{collectioh of LISP functions constitutes
a-goal-oriented parser in a fashion similar to SHRDIW (Uinograd 1973), but

without the backtracking ability of PROGRAMMER.

L

(6) To minimize the consequences of gsuech misinterpretation, the . s
always responds with an answer that Indicates what question
answering, rather than just giving the numeric .,answver.

ystenm
t 1s

'
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As has been argued elsewhere (Woods 1970; Wihograd 1973), encoding the
grammars as procedures -- including the notian Qf proecess in the grammar --
!
has advantages over using traditional phrase strycture grammar

represe\tations. Four of these adwantages are:
~ .
\
1y the abPlity to collapse common parts of a grammar rule whike still"
"maintalning the perspicuity pf the grammar. : Loy

2) ggﬁog?ility to collapse similar'rules by passing arguments (is( with

-

T

- . i
- -

3) the ease of interfacini other types -of knowledge (1n 'SOPHIE, primarily
“the semantic network) nto the parsing procéss, . :

4) the ability to ‘build and save arbitrary structures durinf the ‘pérsing
process. (This abillty is sometimes provided by allowing augments on
phrase structure rules . -

TAs
<

In. addition to the advantages it _shates with dther procedural

representations, the LISP encoding has the computational advantage of being
compilable directly into efficient machine code. The LISP implementation
is efficient becaﬂse the notion ofprocess 1t contains (one process doing
recursive descent) is close to that supporteq by physical waclines, while
those of ATN and PROMRAMMER are non-ﬁetermipistic and, hence not directly
translatable into present - architgcture. See (Burton 1976) _for a
description of how it is possible to minidize this mismatch ) BN

In terms of efficienex, the LI3P implementation ‘of the semantic
grammar® succeeds admirably. The grammar written in<the INTERLISP dialect
of LiSP {(Teitelman 197“) can be block compiled. Usﬂhg this technique, thel
complete parser takes about 5L of storage and parses a typlcal- student
statement coansisting of 8 to 12 words in around 150 milIiseconds!

-

-




‘Eection y \ f
& NEW-FORMALISM -- SEMANTIC AUGMENTED TRANSITION NETWORKS
s

. * »
Using Ahe téchniques described _in .Section 3, a natural langudge

processor, capable o? supporting the dialogue pree nted;in‘Section 2, and
requiring 1less than 200 milliseconds ‘cpu tim per 3peetion, .Was
cdnet}ucted., £n _addition, Y hese same: techniques wWere used to build a
processor for NLS SCHOLAR (Grignettl et al. 1974; Grignetti et al. 1975).
(built by K. Larkin) and an interface to an experimental 1aboratorv for
exploring mathematics using atfribute blocks (Brown and Burton 1978). In
tne c%netruetion of these varying systems, the notion of semantic grammar
proved to be useful. The LISP implementation, however, was found to be a
bit upwieldy. While expressing the grammar as programs hassbenefits in the

area of efficiency and allows cemplete freedom to ﬁfplore new.exteneione,

“the technique is lacking in perspicuity. This lack  of perspicuity bhas
nhree major ;Eiawbacke' (1) the difficulty encountered when trving to
.modify or extend the grammar; (2) the probled of trying to communicate the
extent of the grammar to either a ueenhgr a colleagﬁe, (3) the problem of
trYing to re-implement thq,grammar on a machine that does .not support LISP.
These difficulties have been partially overcome by using a eeqond, parallel
repreeennation of the gra:mar in. a BNF-1like specification language which is
the repreeentation- wé have been pneeentfng Epﬁoughout this report. This,
however, requlres suppgrting two differeft reprgsentations of the same
information ° and does not really solve probleme 11) or (3). The eolution

" to this problem is a ypetter formalism for expressing and thinking about

eeman@ie grammars.

AUGMENTED TRANSITION NETHORKS_(ATHL ) s
Some years ago, Chomsky (1957) dintroduced the notion that _the

[}

processes of ianguage generation and language re;ognition.could be viewed
in terme of.” a machine.  One of theleimpleet of such models is the finite
state machine. It starts off in its initial state looking at the finet
e?mbol or word, of its input sentence and then moves from state to state
as it gobblee up the remaining input eymbols. The sentence'is-ggggnlgg if
the machine etOpe in one -of its final states after having proceeeed the
entire input string; otherwise the sentence "is rejected. ‘A convenient way




o

of ‘representing a finite state machine i€ as a trandition graph, in whibh
the states OOPPGSDOBd to. the nodes of the graph and the transitions between
states correspond ‘to its arcs. Each arc i3 labelled with a_symbol whose
ap arance in the input can cause the given transition. ” -

In an augmented‘transition‘nétwprk,.the nopion of a transition graph
has been modified in three ways: (1) the additio; of a recursion mechanism-
that allows the 1labels on .-the arncs’ to cbe .non-terminalasymbols that
correspond to networﬁs; {(2) the addition of arbitréry rconditions on the
arcs that must be satisfied sin ordef for an ;be,to be followed; ‘(3)‘tﬁe
inclusion of a set of structure building actions on the arqg, together with
a set of names reéisters for holding pértially built structures. (This
~discussion follows closely a simild% discussion in Woods (1970) to which
the}weadeé is referred. If tbe reader is familiar with the  ATN formalism
he/she may wiib to skip to the section "Advantages td the ATN Formallsm .)
Figure ﬂ, is 4 speeification of a 1language for ' representing augmented
transition ebworks; The speeﬁfieatian "is given ®n -the form - of an
g&téhded, eontext-free_grammar in which alternative  ways of fbrming a
constituent- are represented ‘on separate lines and the symbol "+" is ysed to
indicate ’arbitrafily repeatable ‘ebnébituents. i"+“ is used to mean 0 or
more oeeurrenees: White the aeeepted'usage‘ of Mpls 1 or more, the
abeepﬂed‘ symboi' Jor 0 or more,‘ﬁ*“, has not ﬁeen usedMto avoid confusion

‘with the use of bhe symbol * 16 the ATN formalism ) "The non-terminal

‘:mboks are 1owerl\ease English deseriptions enclosed in a#kle brackets.

X ot&ér dymbols, except "+", are terminals. HNon-terminals not given |in
Figure 4.1 have names that should be self-explanatory.

-
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Figure 4.1
4 Language for Hepresenting ﬁTNs

network> :s=. (<ar? set> <are set)+)

{state> <arcg+ '

T <category name> <test> <action <term act)l

<word> <test> <action>+ J{term ac ) -
H <stated <testd> <¢actiond+ <term t>)-

?rbitrarg la?e1> {test) <action>+ <{ternm act>)
orm> <{test

agstituenb name> <test> <acﬁion>+ {term act))
state> <test> <actiond+) %
R <register> <{form’>
{register> <form> L
<register> <form>
{constituent nam%) <form>)
<feature3 <form>
0 <state>
{register>)

<action>

<term act>
{form> :=

= n omn —~v

o~

TF <form> <¢featured>)

ILDQ <fragment) <register>s+)
ET <form> /

END <form> {form>)

iQUOTE <arb;iyary structure>) 'Y
n

HCEE MG e e TN E i

o G

The first eleWent - of each arc is a word indicating the type of arec.
For arcs of type CAT, WRD and PUSH, the arc type together with the second

eiement cor‘r‘espon‘ to the label on an ar'c of .4 state transition graph,.

The third element is an additional test. A CAT (categor&)_,arc can be.

followed' if the current input symbol Is a member of the lexical categor§
named on the arcy and if the test on the arc is satisfied. A PUSH (network
call) arc causes a recursive invocation of a lower level network. beginning
at the State‘indicated if the test is satlsfled The WRD {(word) arc can
be followed if_the current input sYﬂbOl is the word named on the arc and if
the test is sa?ist‘ied The TST (test) arc can be followed if the test 1is
satisfied (the 1label is “ignored). . The VIR arc (virtual arc) can be
followed if" a coristituent of the named typeﬁhasﬁpgﬁn_uplaced ‘on ,the\.hold
list by a previous HOLD action a;a the constituent satisfies. the test. In
all of thése ares, ;h actions are structure’ building actions, and the
terminal acbion;épecifi the state to which control'ia\passed gs‘a resul’t
of %Yhe transition. After CAT, WRD and TéT‘arcs, the 1input 1is advanced;
after VIR and PUSH arcs it is not. The JUMP arc can be followed whenever
‘its test is satisfied,lcontrol being passed to the state specified in. the
second element of° the are without advand{ng the input. The POP (return
from network) arc indicates the conditions under which the state is to be

considered a final state and the form of the constituent to be .returned.
A : * - '
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The actions, forms and tests on an'arc may bé arbitrary functions, of
the nqgisper coﬁtents. Figure 4.1 presents a ugeful set that illustrates
majo” features of the ATN. The first three actions specified’in Figure X1
cause ;hé contents of the indicated register to be set to the value of the
indicated form. SETR (set register) causes this to be done at the current
‘level of ecomputatiory, SENDR (send. register) at the next loweF level of
embedding, so that ibj
(1ift register) at the next higher level of cémputation, s0 “that additional

1

ormation can be sent down during a PUSH, and LIFTR

W,
infermation ecan Dbe returned to higher levels. The HOLD action places a* '
form on the HOLD 1ist to be used” at a Iater place in the computation by a

VIR arc. SETF (set feature) provides a means of setting a fgat of the
constituenb being built. i

GETR (get register va&ue) .is a function whose value is the contents of
.the named register. LEX (lexical item) ‘is a. form whose value 1is the
cﬁrrent input symbol. The asterisk (*) is a form whose value depends on
the contexh off its use; (1) in the actions of a CAT arc, the value of ¥%-is
the root ronm of the current input word; (2) in the actions of a PUSH
.are,, it is ,the wvalue of the loier compupatioﬁ; and (3)‘in the actions
fdi;owing a,VIR arc, the -value or it is the constituent“ removed. from the
HﬁLD list. ' GETF, is- a function which determines the value of a specified
feature of the indicated form Twhigh is usually *). BUIQDQ is a gener§1
rptructure-building form'that place§-?he values of the given'registers into
a, specified tree fragment. Specifically, it replaces each occurrence of +
in" the t,r'ee fragment with the *Jntents of ove of the registers (the first
_regiéter replacing the first occurrence of +, the secdnd register the
’gecond, ete.). In addition, BUILDQ replaces occurrences of % by the value
. of the form %. The remaining three forms make a list out of the specified
arguments (LIST), append two lists; togéther to make a single list (APPEND)

and produce as a value the (unevaluated) argument form (QUOTE).

L) -
ADVANTAGES OF ATN FQRMALISM °
§ -

4

The ATN formalism was serlously considered ‘at the. beginning of the

-

‘SOPHIE project, \ﬁu& rejected as being too slow.’ ilp the course of

developing the LISP grammar, it became clear that the primary reason for a -

»

a4

significant difference “in speed between an ATN grammar and a LISP grammar :
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is due to‘the fact that processing Ete AT is an:. Iinterpreted procéss,
whereas LISP is compilable and therefore th time broblem could be overcome
by building an ’ATN compiler. During the period. of evolution of SOPHYE’s
grammar, an ATN compiler was constructed (see Burton 1976). In the next
section we will discuss the advantages we hoped to gain by using the ﬁTN]
formalism. - . - ‘ .

These advantages fall into three general areas. (1) conciseness, (2)
conceptual ffectiveness and (3} available facilities. By conciseness_ue
mean that writing a grammar as an ATN takes 1leSs characters than LISP.
The ATN formalism gains conciseness by not requiring the specification
details in the pana%rg process at the same level required in LISP.: Most of
these differences stem’frgg the fact that the ATN assumes it has a machine
whose operations are designeq for parsing, while LISP assumes it has a

lambda calculus machine. . For example, a dambda calculus machine asgulles a

fynction ha$ one value. A function call to look for an occurrence at a

non-terminal while parsing (in ATN formalism, a PUSH) must return at least
two values: the structure of the constituent found, and the place in the
input whgre'the parsing stoppgﬂr Iy good deal of complexity is added to the
LISP rules in order-” to maffitain the free vaniablil which has to -be
introduced to return the structure of the constituent. OQther examples of
unnecessary ;etails ‘include the binding of 1local variables and the
. specification of control structure as ANDs, and ORs.

The -conciseness of the ATN results in a grammar that is easier to
change, easler to-write and debug, easier to uncerqfand, and ﬁ%nce to
communicaﬁe. We realize that conciseness:_does not necessarily lead to
these results (APL being a—prime example in computer languages, mathematics
in‘ general being another), however, this. is not a . problem. The
corresponden,e between .the . grammar rfiles in LISP*and ATN is very close.
The concepts which were ékpressed as LISP code can'be expresséd in nearly
the same Wway as ATNs But in fewer‘symbols 3
- The second area of improvement deals with conceptual effectiveness.
Logsely defined, conceptual‘effectiveness is the degree to which a language,
encourages one to think about problems in the right way. One example of
conceptual effectiveéness can be seen by considering the implementation of
case structured rules, (See -Bruce (1975) for a discussion of case
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» - . o, 4 . . .
.sYystems.) In a typical case— structure rule, the: verb éxpresses the

_—
function (or pelation nam#) and the subject, Ghile"the object . and
prépoéitional phrases express the arguments of ihe:funcgion or Qﬁlat;pg}
Let us assume for the purpose of this discussion that- wWe are ,Loqkiﬁél at-
{our‘ different cases (agent, location, %ggns, and time) of the verblno -
. o'clock. In a phrgse‘lairﬂ%ture

[

John went to the store by car at 10

trule-orjiented formalism one uould-bé“encouraked to ﬁritef"

<statementd> = <actor> <action/verb> <locationy <medna>. <time> B

Singé

the 1last thrée ééeS'can appear any order, o mu'st 1' rite 5
Other\rulest ) ¢ PP in y » one also write

. . " 3
" <statement)> := <actord> <action/verb> <location>§¥timé> <{meang>

. B 1
N hS

3
L}
iy [ ]
N LY

In an ATN one is inclined ,jtowards: ‘PUSHF°Q£§°“

- +
[N

pusH adto,” . puSHact/vg,,

. - s L e .
‘_whieh expresses more clearly the qése structure’of the leé.
reason why in the LISP version of the grammar one coufan't W % loops that

Fl

are exactly analogous to the ATN\(the AIN comhilqy,héfter M, prodﬁ?es g
‘¢« such codel). However, a rule-oriented formalism does not encourygk one to
think this way. An alternatige rule ippleﬁentaﬁion ﬁSr .
tor><action/yerbd><action!> S e
ctionl><temporal) : ’

ction1><loca&§on> *
{action ctioni> 4means

»

‘this is eaggeq (shorter) * to write but it -has ﬁ@e d{sad;a age of being ~.

left-recursive. To 1implement 1it, ohe .1§ forcgﬁ .tJ, yr{%e the 'pISP.

equivalent of the ATN that greates a différeﬁqéf;betwefm the rule
‘h\repreﬁentation.and the‘agﬁual impigpentat%pn\ T@}gf method 'dlso has ther'
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disadvantage of introducingythe non-terminal ¢detion 1> into the grammar.
fnother conceptual adyantage 'of the ATN fwamework -is that it

£

encourages the posatponifg of decisions _about a sentence untih 3
differential point is reached, thereby allowing #ftentially different paths
tq sfay together. In the rule oriented SOPHIE rapmar there are top 1level
éules- for' <set>, a command to change one of .the cantrol settingscand

'(modifV) . a command to fault the instrument in-some way. Sentence (1) is a
<set> and aentence (2) is a <modify> -

13

E1g Suppose the current control is high. S
2) Suppose the current control is shérted, {

- -

¥

The two parse paths for these sentences should be the same fo¥ the +firast
five \EQEQS, bat they are separated immediately by ‘the rhlea <setd> and

<modify>, An ATN engourages structuring the grammar so that ¥he deciaion

between <set> and <modify> is .postponed so that the paths remaia together,
It could be argued that the fact that this example occurred: in SOPHIE's

grammar 13 la gomplaint againat top-~ ~-down parsing or semantic grammars, or
jué} our particular instantfation of a semantic grammar.“ We asuspect the’
{atter but argue that rule representations encourage this;type of behavior,.
“¥: = . &nother conceptual aid’ provided by ATﬁa is their method of <kandling
ambiguity. Our LISP implementation uses a ‘reburékfé descefft = technique
(which can alternatively be'/:I;;E&\as allowing dnly one process). This

requires that any decision between two jhoices be made 'cOFpectly because

ice after the decision is made: At
choice points, a rule ¢an,.of course,'“look ahead" and gain information on

tA8re is' no way to try out the other ch

which to base the decision, similar to the "waiq‘and-see" strategy used by  /
Marcus (1975) but there ig-no way to back up an&x}sque a decision oﬂf: it
has returned . s i . \

The effecta of this can’ba most easily seen by considering tﬁe lexical

aspects of the parsing. f prepasa cellapses ¢compound words, expanda {
abbreviations, étc This allows the grammar to befmuch aimpler because it
can look for units like "voltage/control“ instead of haviqg to decode the,

nounTphrase "VOltéip control", Unfortunately without the ability to handle
ambiguity, this rewriting ¢an only be done ¢n words that have pho other -

P

POESible'meaning. S0, for, example, épen_the grammar is extended to handle:
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(3) Does the voltage control the current limiting section?

tﬁe compound "voltage/control" would have to be removed from the prepass
rules . ;ﬁa included 4in the grammar. This reduces the ~amount of bottom-up
processing that can B& done and results in a slower parse. It also makes
compound rules difficult- to write because all possible uses of the
individual wqrds must be considered to av01d errors. Anotner example is
. the use' of the .letter *"C" as an abbrevlation Depending on context, it
could Possibly mean either current, collector or capaeitor. Without
allowing ambiguity in the input "it, #eould not be allowed' as an
abbrev1ation unless- explicitly recognized by the grammar. . - I
The third general area in which ﬁTNs have an advantage is in the
available 'facllities to deal with complex linguistie phenomena While_ our
grammar has not yet expanded to the point of requiring any ‘.  of the
fgeilitiesy the availability of such facilitles eannot be ignored as an
argument favoring one approach over another A primary exampLe is the

‘general mechanism ‘for dealing with coordination in English described in

Woods (7973a)." N
] ’ . \H

For the reasons discussed above, the SOPHIE semantlc' grammar was

' -

re- written in the ATN formalism We wish' to stress here - that the
re- writing was a process of ghﬂnging_ﬁgnm only. The eontent of the grammar
remained the same. Sincé a large part of the knowledge' eneoded' by the
grammar continues to be eenantic in n;ture, we call the reaulting‘gremmar a
semantic ATN". ' y

‘ 5 . -
Fﬁgure y.2 presente the gréph}c ATN representation ;; semantic\ér?mmar
non-terminal .phich rebognizes the straightforgard way. of expregsiné %&K
terminal‘of a‘part in phe ¢ircuit -- the base of,Q5, the anode of 1it, the
collector. It also shows a simple examplfe of how the recoghition of
anaphoric dele;ions can be captured in ATN formalism. 'By e state
TERMIN&L/TYPE, both thd determiner. and the terminai type -- baae, anode
have been found. 2Pe first -aFE ‘“hat leaves TERMIN&L/TYPE accepts the
preposition that ’begins the specification of the part. The second arc-

(JUMP arc) corresponds to hypothesizing that the specification of the part
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has been deleted, a3 in: "The base is open."-- The action on the ; builds
a blace-holding form which identifies the deletion -and speqi {(from
information associated with the, terminal type which was found) 'the classes
of ebjects that can fill the deletion The method for determining the

referent of the deletion remains the same as described ,in, Section 3.
x
Figure 4.2 '

A semantic ATN which recognizes_deletion

TERMII:IEL/:-.
PREP

-

The, SOPHIE semantic ATN is compiled using the general ATN compiling
system described in Burton (1976). The SOPQIE grammar ‘érovides the
compiling system with\\ good contrast to the LUNAR grammar, since it does’
not use many of the potential (eatures. In addition, a bench marf, Qf

sorts, was 5vailab1e from the LISP implementation of the grammar that could

be used to determine the computational igst of using the ATN formwalism.
"Therg were two modifiéations made to-the compifing s}dtem fo improve
its dfficienc} for the‘SOPHIE application. 1In the SOPHIE grammar,_é largé1

number \of the arecs’ check for.the océuﬁqence-of particﬁlar{words. When

L *,

there is more than one arc leaving a state, the i formalism ‘réquires.
‘that all of these arcs be tried, eqip if more tdiz\ﬂne of these is a WRD ,
arc and an earliey WRD arc has Suceeeded This is espscially .costly, since
the taking of ;n arc requides the creation, 0Ff a configuration -to  try the
remaining arcd. L An thbqe_ cases wpen'it i known that dbne of the other

arcg can succeed,.this should be avoided. As- a solution to this -problem,

.




the GROUP ang type was added. The GROUP arc allows a eet of oontigyoua
arcs to bé designated as mutually exclusive, The form of the GROUP arc is:
(GROUP arcl arc?2 f.. aren). +The arcs are triéd . one at a timﬁ,hfpntil ‘the
oondition’s on one " of the ar-cjb are _met. This arc @8 then tal;ﬂkniaa_nd the
remaining ardg in thé GROUP are forgotten -- not tried. If a PUSH arc 1is
: inéludeo in the GROUP, it will ©be taken 1if its test 1is true and the
'.remainlng arcs wlll not %e trie_)even if the PU?Hed for constituent 13 noﬁ

found. For example, consider the following grammar state:
b
\..-/
AT T fb $/2 . .
RD T (TO S/E ‘
AT B T {TO S/ M .
At most, one of the three arcs will 'be followed. MWithout GROUPing them

together, it is possible that all three might be folkowed -- if the word X
/__./'“-«

/1
(GROUP™

had inte?bngﬁations as both*category A and category B.
The .GROUP arc also provldes an efficient means of encoding ‘optional
'.constituents The normal method of allowing oftions in ATN 1s to provide
.an aro that accepts the optional conatltuent and a seoonq,aro that jumps to
the next state without accepting anything For example, if, ;n state s§/2

the word "yvery" is optional, ‘the following two' arcs would be created’-

(s/ .
) %wao VERY T (TO REST-OF-S/%%)
(JUMP REST-OF-S/2 )

The inefficiency a}ises'when'the word “very" does occur. The firstigrc'ie
‘taken’, but an altennatiwg oonfigdration that will try the second arc must
be created, . ano possibly. later explored. .By embedding these arcs in a
GROUP the alternative will ‘not be created thus saving time and space. “As

- a 3"ne'sult -1t won't have ‘to -be explored possibly saving more time. A

. warnLng should be inolhded here., that the GBOUP are. ‘can rejeot -sentences
that mlght otherwise Qe aocepted In our - exampLe "yepy" nay be needed to

get out of the state REST-OF-3/2. 1In this respect, the GROUP arc is a

departure from the original ATNthi;;ijpy that arcs should be independent,

and for this.we apologize, Howev for some applications, the increased

efflcienoy can be c¢ritical. o

i

k)
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4 [ . ’
- 4
. . .

L4

The ot&er dh#nge to thelcompiliﬁg syglem (for the seﬁantic grammar
application) 'dealt"wgth the preprocéssing operations: The'greproceésing
fac;lifies described iﬁ’the last section.included:‘1) 1e%ica1 anaiysis to
;xtract word é;dings; " 2) a substitutioﬁ'mechanism to expand abbreviations;
&81Q§3 noise wdrds, and . canonicalize Synonymé; 1) dietionary retrieval
routihes; and H)~a compound word mechanism to collapgse multi-word phrases.
For the SOPHIE -application we added the ;bflity to use the INTERLISP

'spélling correction routines and thé ablility to'derive word definitions
from SOPHIE's -semantic net. .The extraction -of ;definitions froq the .
semant;c getwork for part names, and node naméa'rerces the size of the
dictlonary and gimplifies the operations of changing circuits. In
addition, a mechanism éall%drMULTIPLES was devgloped that permits string
substitution within the 1input. fhis s similar to the notion of
compounding, ’but‘ differs in that a Eompound rule creabés an+alternative
lexical Ytem while the multiple rule credtes a different lexieal item.
After « the gpp}ication- of a cdppound rﬁle. there is an additional edge in
the iﬁput chart; after a multiple rule, tﬁe_effeci”is the same as 1if- the
user had.typed in a different string. ' ‘ .

FUZZINESS o

-

The one aspect of the LISP implementatiom. that has not been

.1ncérporated into the ATN framework is fuzzingss,' the ability to ;ggpre
!

words in the "input. While we have not ior‘ked out the detdilf, the
t

non-detérminisq‘provided by\ﬁTNs lends itgself an interesting 'approach._
In a one-process -- recursive descent -- implementagion, the rule that
ché;ks'?or a word must decide (wlth informationl passed down froﬁ higher
'rulgy% whether to try skipping o dord, or give up. The oritical
ihﬁoﬁmation that is. not available when this deci%ion has to be made is
whether . or - not thete L&s another. parse, that would use that word. In thé
ﬁTN,'it is possible to suspend a-parse and- come back to it after all other
paths have peen'tried. Fuiziﬁgﬁé could be implémented sSo that rather than
skip a word and continue, it can ;kip a‘wbrd and iuspend, walting for ihe
other parses to fail or suspend. The end effect may well be.that sentehcees
are all&yed to get fuzzier because there ié-no-danger of missing the—
cor}gcy parse. A . . v

- v
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COMPARISON OF RESULTS . »

5 . .

‘The original motivetion for changing to the ATN was 1its perspicuitv.
As Winograd (1973) has pointed out, simple ‘grammars are perspicuous in
almost any formalism; complex grammars are/still complex in any formalism.
We found the ATN formalism much easier/to think in, write in, and debug.
The examples of f@dundant processing that Wwere presented earlier in this
sectdion were discovered while conyerting to ATN. Far a gross comparison on
conciseness, the ATN grammar rehuires 70% 1ess characters to express than
the LISP versjion. ‘ - - -

Therefficienc§ results were surprising Table;i 1 glégﬁ comparis
t.'imings between the LISP version and the ATN cqgmpiled version. As can a
seen, the -ATN version takes less than twice as- much time. This was

pleasantly counter-intuitive, as 'we expected thé LISP version to be much

) .« 7

faster due to the amount of hand optimization that had ©been done while
encoding the grammar rules. In presenting the comparison timing, it‘should
be mentioned that there are three differences between the two "systems that
tended to favor the ATN verston. (The exact extent to which each of these
differences contributed is difficult to gather statistics on due to the
blgck compiler which gains efficiency by hiding 1nterpal uorkings The

‘exact contributionuo{ each, could certaimly be determined but was not deemed

. L]

worth the effort.) One difference was the lack of fuzziness in the ATN
version. The L:ISPk
word, 1ooking ghead to see if it were podsible to skip thisxuord, whidh Was

version spent time testing words other than the current

not done in the ﬁTN version. The sechd is the creation of .categories r-

words during the preprocessing in the ATN version that reduced the amount

of timé spent accessing the semantic net and hence reduced the time
. . e

required to perform a category membership test in the ATN systenm, The

third was the simplification of the grammar and increaSe in the amountqo{

bottom-up processing that could be done because of the ambiguity allowed in

the input chart. In our estimation, the lack of fuzziness is the only
difference "that may ‘have had a significant effect, and this can Hf tncluded
explicitly in the ATN in places where it is critical by using TST, arcs and
suspegnd actions, Wwithout a noticeable. ,increase in processing time. In‘o

conclusion, we are very pleased with the results of the compiled semantic

L™

- -
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ATN and feel that the ATN compiler~makes the ATN formalism computationally
efficient enough to be uysed in real systems,

-

-

, Table*4.1
Comparison of ATN vs LISP Implementation

Times (in seconds) are "ﬁ}epéss“ + "parsing"

whatgis the cutput voltage?

LISP - 4 + .018 = .guz
ATN, - 8 + ,033 = .081

What is the voltage between there and the base:of Q6?
LISP - ,038 + .039 = ,077

KINF-.098%." . a88%.7 3

Q57 . ’

- 000 . !l6 =
LISP - 6010,% 524%.7 4936 !

What is the output voltage when the voltage control is set to .57
. o,
LISP - .0%5 + .agB = .083 t
096 + .0 = .14H4 .

ATN -

5) If Q6 has an- open emitter and.a shorted base collector Junction  what

hapgens to the voltage between its base and the ;unction of the\xéytage
limiting section and %ﬂe'voltage,reference1source ) . o

LISP - ,266 + .188 = .39H
ATN - .259 + .090 = ,3h9




Seetion b

Nhen_ e began Jeveloping .8 nat el language. processor for an
instructional environment, we knew it had to beQ1) fast, (2) habitable,
and (3) self-teaching and U) able “to deal with .amhiguity. The basic
,conclusion that has arisen from the work presegted here is,that it is
Pbssible to satisfy theése constraints. The notion ‘of sSemantic grammar
{presented in Section 4) provides a paradigm for organizing the knowledge
requifed fh the’understanding process that permits efficieﬁt parsing. In
additibn,'semantic grammar aids the habitability by'providing insights into
a useful class ¢f dialogue construects, and permits efficient handling of
,.such phenomena as pronominallzations and ellipses The need for a Tbetter
formalism for expressing semantic grammars led to the use of Augmented
Transitiop .Netwerks (presented im Seetion M) * The ability- of the
AfN-expressed semantic grammar to satisfy the above stated requirements is
dehons?tatee in the natural language.front-end for the SOPHIE system.
A point that needs totfe stressed is that the SOPHIE.sfstem has been
{(and is béfng) used by uninitiated students in experiments to determine the
pedagoglcal effectiveness of its environments. While much has been le?nped
about the .problems of using a naturdl language interface, these expeﬁiments
were not "debuggingﬂ sessions \ﬂor the nataral language component: The
natural language componenE has unquestionably—neached a state at which (it
can be conveniently used to facilita}emlearniﬁg about electronics. In this
section, we will describe the experiences of students using the natural

language component, and present some ideas on handling erroneous inputs.
z ! .

: L . /

D" OBSERVATIONS \\
As mentioned in the introduction, students are ‘very unskilled . at
paranhrasing their thoughts, This same inability to perform linguistic

fparaphrase carried over +‘to the actuai' interaction with SOPHIE via
:)terminar. Whenevgr the system did not accept a query, there was a marked

delay before’' the student t;ied again. Sometimes the student ‘would abanden
*his" 1line eof qu_‘tioning completely. At the same time, data collected over

amany’ sessions' ndicated that there was no. standard -- canonical {- way to
phrase a q stion, Table 5.1 brosides some examples of the range.- of
phrasings us@d by students to ask for the voltage at a node.
* \ - 3 8 -
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able 5.1
2 Sample Studen

dent Inputs -

»

The following are somé of the input. lines typed by students with the
of discovering the voltage at"a pode in the circult. ‘ _ o

What is the voltage at node 1?7 ’ .
What is the voltage at the base of:.Q5?
) <

A

“How much voltage at N10?
And what is the voltage at N1?

the neg -side’ of €62

he1gg1tage from tﬁq base of transistor Q% to ground?

O QD O e )

OEZOE X ol i
coooODD— WO
TLr @ bagr gt oF

As ~Table 5.1 sho;s, students are likely to concef?g of their questions. in
Jmany ways and to express each of thesé anceptions' in aﬁy or”‘several
phrasings. Yet- other experiences indicate that they 1lack the ability to
easily convert to another conéeptualizatioﬁ or phrasing. Since the
non-acceptance of qgg;tions creates a major interruptioﬁ in .the student's
thought processﬁ thekﬁﬁ%eptance of many different paraphrases is critical
tocmaintaining flow in the student's ﬁrobiqm solving.

.'another 'ihiéresting phenomenon that'opcurred during sesSions was the
:change‘;n the linguistic beha;ior of the students as’ they used the systen.
Initiallyn queries were stated asscémblete English guestions, generally
stated in templates created by the students from the written examples ‘of )
sessioné that we h;d given. them. If(they needed gﬁuhsk éometﬁing that did
not exactly fit one of their templates, they would try a miﬁor tariant. As
they became more familiar with the modg oT‘interaction, they began to use
abbrevtations,, to. leave out parts of ‘their quéstfonsland, in general, to
assume ﬁhat the syétem,yasAfolldwing their interaction. After five hours
of eXperfence‘ with the *system, almost all of ., one séudegt's quenies
contained abbreviations and one in six depended ‘on the-Lontext establishé&d

by.pﬁevigus'statements.

. : y o,
™~ \ )

P [ - ’ &

FEEDBACK — WHEN THE GRAMMAR FAILS

From our experiences with students using’ SOPHIE, we have been

impressed with the importance of providing feedback tJ unacceptable inputs
-- what to do when the system doesn't understand an input. While it may

o . , » v \
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appear that in a completely habitable system all inputs  would be
understood, no sysdem has ‘ever ‘attained this goal and none will ia the
fo?eseeabgi future. To be natura} to a naive useé, an intelligent system
shoul d™ act' intelligently when it Faifs too. The first step tQwards hgving
. & sgstem fail intelligently is tbé identification_ of ﬁossible areas of
error. *In/;tudent's use of the SOPHIE system, Wwe have found the'followidg

.

types of errors to be common:

(1) Spelling errors and mis-typings - "Shortt the CE o Q3 and opwn its
-base"; "What is the vbe Sg?a 2 8 ' F
{2) Lhadvertent omissions - "What is the 'BE of Q52" (The user left out the

quantity EO measure., Note that in other contexts this is a well formed
question.

(3) Slight m;sconcegtio?s that are predictable - "What is the output of
. transistor Qg? The output of a transistor: is not defined); "What
is fhe current thru node 12" (Nodes are places where _voltage “‘is
measur?d and may havé numerous wires associate? with them); "What is
Rg2w R9 is a resistor); "Is Q5 conductinf?" The -laboratory sectidn

of SOPHIE gives information that is directlysavailable from a real lab

. such as currents and voltages.) . 3 N

(4) Gross misconceptions whose underlying meaning is well beyond designed
system capabilities - "Make the output volta%e 30 volts"; "Turn on the
power supply and tell me how the unit funct ong"; "What time is it?".

The best technique for deal)ng with each type of error is an open problem.

&n the remainder of this section, we will discuss the solutions used in the
. SOFHIE systqa to prov:iﬁfﬁeedback.‘
The wuse of a spelling correction algorithm (;eroweé from INTERLI'SP)

L}
has proven to be a satisfactory solution to t¥pPpos and misspellings.

i During one student's session, spelling correction was required on, and

‘ resulted in proper understanding of, 10§ of the_ questions. The mwmajor
failings of the INTERLISP.algorithm are the restriction on the size of the -
ta;get set of cornecf Jgids (time increases linearly with the number of,;
ﬁﬁrds) ;nd its failure to coffrect run-on words. (The time réquired to
determine if a word may be two (pbssibly _misspelled) “words run together“
incregégs‘ very quickly ‘%ith the length of the word and‘the number‘of
pos§iblx corre%f wordg. #ith no context to restrict the 90881§lé list_ of )
words, the computation involved is prohibitiveu) A potential solution to

bpth-shbrtcomings would be éo use the contgxt'of the parser to~ reduce the

poss;bilities when ~ it réaches the unknown word . Because of the natuﬁe‘of

the grammar, this wodEB:alldN semaqtic context as well as syntactic context

el *

to be used., . . .

- 40 -
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Of course, the use of any spelling correction procedurg has some
daﬁgers. 4 word that 1s spelled correctly but that the systea,doesn't know
may be changed through spelling correcfion to a word the system does know.
For example 1f the system doesn't know the word "top" but does know "“stop",
a user's command to "top eferything” can be disastrously misunderstood.
For this reason, words "1ike "stop" are 'not spellling corrected. '

Qur solution to predictable misconceptions is to recognize them and
give error messages that are directed at correcﬁing‘the miseoncept}on. We
are currently usiﬁg-gwo different methods of recognition. One 1s to loosen
up the ébammar so « that 1it' accepts plausible but meaningless sentences.
This technique provides the procedhral speclalists called by the plausible
parse quggh tontext to make relevant comments. For example,'the concept
of current through a node is accepted by the grammar even though it 1is
meaningless. The specialist that performs measurements must then check its
arguments and provide gbedback if necessary: ‘

2> WHAT I3 THE bUBRENT THRU NODE 4o .

The current thru a node 1s not meaningful since by Kirchoff's law

the sum of the curre ts thru any node 1s zero. Currents can be
measured thru parts CURRENT THRU C6) or terminals

-

(e.g. CURRENT THRU THE EGLLECTOR OF Q2).

4

Notice that the reSponse to the question presents some examples of how to

‘measure the currents along wi e that 1lead into the mentioned node.

Examples of questions that willl bhe accepted and are relevant to the.

student s needs are among the best possible feedback. )
' The second method of recognizing common misconéeptions is to T"key"
feedback off sipgle Wwords or groups of words. In the followlng examples,
the "keys" are "%y" and "turned on". Notlce that the response presents a
general characterization. of the violated limitations as well as suggestions
for alternative lines of. attack.

>> COULD Q1 OR Q2 BE SHORTED? N

I can only handle one questlion, hypothesis, etc¢., at a time. The>fact’

that you-say 'OR' indicates that you ma be trying to expless two
concepts 1Iin the same sentence. Maybe you can break your-'statement
into two or more simple ones.

»
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> IS THE CURBENT LIMITING TRANSISTOR TURNED ON?

The 1aboratory section of SOPHIE is designed to provide the same
elementary measurements that would be available in a real lab. If you
want. to determine the state of a transistor, measure the pertinent

P__surrents and voltages.

[} " - !
These methods of coping: with errors havé proved to be °‘very helpful.
However, they require that all of the miscongeptions must be predicted and
programmed for*in advance. This lim;tation makes them inapplicable to
novel sxtpathns. ’

" 'The most severe ©problems a user has stem from omissions and majof
miséonceptions errors. After a8 simple omission, the user may not see ﬁhab
he has "left anything out and may iconciude that the system doesn't know
that concept or phrasing of that concept. For example when the user types

* "What 1is the BE of Q5" instead of "What is thé VBE of"Q5?", he may decide
that it is unqccepfable because the system doesn't gailow “YBE" as an
abbreviation of Ybase emitter voltage™, Fbr conceptualherrors; the user
ma; waste a lot of time and energy attempting several rephrasings of his
query, 'none of which can be understood because the system doesn’'t know tpe
concept the user is trying to express. For example, no matter how it 1is
phrésed, the system won't understand "Make the output'voltaée 30 volts"
becaldse measurements cannot be di?ectly changed, only controls qu
specifications of parts can be changed. '

The feedback necessary to correct both of these classes of errors must
identify any concepts in the statementaéﬂat are understood and suggest the
‘range of things that can be done to/with these concepis. Tﬁis may helpmthe

user see his omission or may suggest alternative conceptualizations that

L3

‘ -
get at the same 1information ({for exagple,_to change the output voltage

indirectly by changing one of the controls) or at least provide him with
- .
enough information to decjde when to quit. ‘ "

-




Section 6

FURTHER mggaﬁgg AREAS ' .,

The SQPHIE semantic grammar system i3 designed -fop.a particular
context -~ trouble shooting ~~ within a particular domain, némely,

‘electronics, It represents théﬁoompilation of those pieces of,knowledge .

which are general (linguistic) together with specific domain, dependent
“knowledge. ' In its presegt form, it is unclear which knowledge belongs to
which area. The development of'semantio grammaﬁs for other applications

and extensions to the semantic grammar mechamism Lo "include other

understood linguistic phenomena, will clarify this distinction®
.While the work presented in this report has dealt mostly ‘on ene area
of application, the notion of semantic grammar as a method of integrating

knowledge into the parsing process ‘has wider applicablility. f;;

STternative applications of the‘tecgnique have been oompleten. One deals
with simple eentenoes in the domain of attribute blocks (Brown and Burton
1978). While the sublanguage accepted in" the attribute blocks environment
is very simple, it i3 noteworthy that within the semantio grammar paradigm,
a 3simple grammar was Quickly deyeloped 'that greatly improved the
_flexibility of the input 1anguage. Th'e other completed application deals
with questions about the editing system NLS (Grignetti et al. 1975). In
this &p&lication,' most1 questions dedlﬁ with editing commands and thelir
argdnents, and fit ,nice}ly into the case frame notion mentioned in Section
4. -The case frame use of semantic grammar is being considered for, and may
have it;“‘greatest imnaot on; oommandllangnages. Command languages are
typicallystase ceptered around*the command name that quuires additional
arguments (its cases). The combinatiogg\gf‘fhe_semantic classification
provided by the semantic grammar ahd the representation of case rules
permitted by ATNs should go a long way towérQs reduoing the riéidity of
compleXx command languages ancﬁ"E?NQhose Peqnireﬁ for message processing

eystems. * The comoination should also be a good representation for natural

, - language eystems in domains where it 1s possible to develop a 3trong.

underlying conceptual space, sSuch as management information 3ystems
T (Malhotra 1975}.
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'In the course of this chapter), we have descrited the evolution of' a

€

natural language front-end, from keyworq beginningslto 2 systenm capable of
using complex linguistic knowledge. The guiding strand. hasF-EEER tthe
utdFization of semaq&ic information to prodnce efficientsnaturél langﬁhge
procesSors. ' There were several highlights that.represent noteworthy points
in the spectrum of useful natural language systems. Toward the keyword end
of the scale, the procedural encoding technique with fuzziness (Section 3).
allows' si.ple natural language input tc be accepted without introducing the
complexity of a new formalism. Encoding the rules as procedures alloyed
flexible control.of ‘the fuzziness and the semantic nafure of 'tﬁf rules
provides the correct places Yo take vantage of the flexibility. 4s the
language covered by the system become$ more co.blex, the additional burden
of a grammar for.alism will more than pay for itself in terms of eaae of

-

development and reduction in complexity. The ATN compiling system allows
for the consideratdon: of ‘the ATN -formalism by reducing its runtime cost,
making 1t- comparable to & direct proceduraloencoding. The natural language
front end now used by SOPHIE is constructed by compiling a sementic ATN.
As the 1linguistie complexity “of “the languag aecepted by the system'
*increases, the.need for more syntactic knoyledge " Ih. the gramm%; becomes
greater. Unfortunat}ly, tbis often- workﬁ g:d g;oss purbose hwith the

semantic character of the gramn%r. ‘ udke/ niGe to . have a general

[grammar for English gyntax that cou;gﬂ;_s}sed to pfeproce3$~3entences;
1

hoyever, one is not forthcoming. A gene .solhtio%t to the  problem of
”incorporating semantics with the current gtate of incomplete knowledge of:
syntax remains an open research pn%blem In the for eable future, anv
system will have to be an éngineering trade‘oﬂf b tween complexity and
generality on one hand and efficiency and. mabit 1it? n the other. "We
have preeented seve%eb technigues that are viap; bargains ino_this
trade-off. . EDTI T ’
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