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The application of latent.trait théory,to classroon

_tests necessitates the use of small sample sizes for parameter
estimation., Coaputer generated data vere used to assess the accuracy.
of éstimation of the slope and location paraseters in the two
paraseter logistic model with fixed .abils$ties'and varying -ssall - .

sanpghie sizes. .

e maxisum likelihood procedure for estiaating the

parazeters was coapared to a method.in which the observed relative

frequencie

were smoothed using an isotonic regression method prior

“to applyidq.the maximua likelihood procedure. The isotonic method was-
considered promising because £he.snodthed relative frequencies yield

. more accurate estimates of e probability” of correctly answering a
test item'given-a particular level of the ability than do the
observed relative frequencies. The results vere presented in teras of’

" variance and ‘mean squared error of estimating the paraameters, The

. Tesults indicated fthat the isotonic procedure provided more accurate
_estimates of the locati®n parameter whereas the aaximum likelihoqd
proced ure pﬁ%vided swore accurate estimates of the slope paraleter.

. Since the isotonic method did provide for more accutate estimation of
the location parameter, it.was concluded that ‘the isotoni¢ method
varrants further attention. The implications of the results for use
-with classroon tests were also discussed. (Ruthor/CTH)
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LATENT IBAfT PARAHETERS AND IHPLICATIONS FOR CLASSROOM TESTS
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. The application of la;entetfait theory to <lassroom tests negeesi"axea.

A

thevuse of small sample sizes for parameter' estimati?n:’ Cbmputer generated

data were used to assess the -accuracy of estihafibn.of the alope and location
parametera in.thertwo parameter iogist model with fixed abilities and.vary-
ing small.sample 8izes. 1&he ma likelihood CHL?,;rocedure for eatimating

the parameters wad compared to 8 method in which the obaerved relative fre-

-
4

‘quencies vere smoothed using an,isotonic regreassion method prior to applying .

the ML protedure. The isotonic method was considered promising because the .

amo?thed re1ative frequencies‘ yield more accf.trate estinates of the probability
‘ Ls
of correctly answering a test #tem given ‘8 particular'iEvel of ability then

N

Ll
L

.do the observed relative frequenciea.

.. . s "
.. The resultsavere pfesented in terma of variance and mean~squared error of

estimating the parameters; The results. indicated that the isdtonic procedure .
provided more atcurate estimates of ‘the location parameter vhereas the ML pro- -
Uy cedure provided more:accurate estimates of the alope parameter. Sidcé the™
: isatonic method did provide for moré accurate estimation of the locatioa param- '
' eter‘ it wa;“concldded that the isotonic method uarranta further attention .

ihe implicationa of the reaults for uge with- classroom tasfs were also discussed




ACCURACY OF ESTIMATING TNO PARAMETER LOGISTZC

LI .

LATENT '\mAIT PARAMETERS - AND DIPLIQATIONS FOR CLASSROOM TESTS ® %"

L4 ’ ’ - . L

- .
- .

= . ’ -

Latent trait theory is an'alternacive'to classical -theory for evalu-
“ atfhg'classroom'tesps Receﬁt apﬁlications and suggested aﬁplicatiohs
el .
C - ofilatent ﬁ“attwggeory (e 8. Baker, 1977; Hambleton and Gook, 19775 - .
Ly e '. -
. « Loxrd, 1977 Marco, 1977 " and Renti and Bashaw, 1977) have mqst often been
. ~ .

in/the context of standirdized tests or in other: situations in which a

-

large number of ‘Individuals are’ ablefto take the test items. Since class-
L ! ' ! 1 )
room tests are quite often administered to a ‘small number of individuals,
; -, . - “

the problem of'possible‘lob accuracr,in.estimation of the 1atent traib

parameters due to small sample sizes must Be considered before latent

I - ' I, \
trait theory can be usefyl for classroom. tests. o !

- s ' - ’ A ,

‘ This'study was an attempt. o asséss,.using computer generabed data,

L]

the acCuracy of estimation in the two parameter logistic model with vary-

ing small sample sizes and to exgiéne one method.offering promise ofr

'improvingfthe accuracy. Specifically, xhe freducntly used maximum like-

"lihocd (ML) procedure for estimatipg the lateﬁt trait pafameters was 7'.

. S

) compared to a method in which the observed relatfve fuequencies were "' ’
-

smoothed using an isotohic rggregsion method Qrior to applying the ML ~ . oy
procedure., In the isotohic method, che smodéhed Telative frequencies (instead

of the observed relative frequencies) were used as :he data

¥

in the usual -

"

L]

maximum 1ikelihood. procedure, The isotonic method wasucon idered promising

because 1t results in‘the smoothed.relative frequenciestwhi h. are entered

into the maximum likelihood prqcedure toobe monotonic non-d creasing s

.+ along the ability scale. - "' d,: ": t
- l,' o . : (
]
|
'
- |




It was believed that the isotonic method might lead to more accurare

1

estimation of the latent trait parameters because smsothed-relative fre—

quencies exhibit a monotobic nondecreasing relationship that is consistent
..

qi/hxghe assumptions of the ML procedure. They might, therefore, yield more

‘accufate estimates of the actual prObabili@ies than do the observedorelative'

frequencies (Ayer, Brunk, Ewing, Reed, and Silverman, 1955) The use of the
3 . R . . - ."e
‘smoothed relative frequenciqs also ensures-that a non-negative slope estimate

L

"will resdlt‘nhen the. logistic parameters are estimated., -
v .

"i \

Comparisons of accuracy id ebtimatibn were based on mean squared

t

error, variance, and bias in estiﬁating the parameters. In dddition, tne
obtalned average variances.were csmpared to an approximation to the Rao-Cramer
lower bound for the variance in estimating tach of'the two paraneters.
L . . )
» METHOD AND DATA GENERATION

.
T

f . i ‘.
This study used the two parameter logistic model (Birmbaum, 1968):’

exp {17 & (0= b)] ' |
g g —B (g=1,2, .00, K) |

1 + exp {1.7&g ® - bg)]

*

.Ii
i

. parsmeter ag (often refe::ed “to as an index of item dis inination) is

L




parameter. The congtant of 1 7. wag chosen so that the probabilities and

.z
q""' ‘e

paramefers wouid eorrespond closely to those of a normal ogive‘
.

Mar g nal discpibution of ‘gbility. The “parginal distribution gf .

Jability was assumed to be a logistic distribution with the distribution
R

" function. .

exp (1.70)
1 + exp (1.70) ‘

i

tribution was divided into 15 equal probability intervals

. ;,thgt_ were fixed for all repiications. The median of the interval was
. ‘;?11.";; c o . . ' . . -
used-as ths abllity level of all scores in that interval in subsequent
 calculations. - ‘

. *

" “Item characteristic curves: The actuwal item characteristic curves

o

. were conatruct.'ed"using the two ﬁaremeter logistic model, with ag tak:l.ng

;he values 0.5, 1. 0, and 1 5 and b ‘taking the values 0.0, 0.5, and 1. 5.
-
Sample size (N) was allowed ‘to Eake on the Values 45, 60, %90, 150, and
L] é f
240. These values were chosen té eover the range of possible item para-

meters and sa:gpil:‘e sizes that are likely to occur with classroom tests.

L]

ST, gandbn‘;gen‘ei:at,iou‘of the relative frequencles, After the logistic

1

*

P - '.‘v‘ PR 4 N . 4
'paramet;ers' and sample s:l.ze were fixed, the relative frequency of individuals

4 Y oan H -~ T

W5 po:reetly'answering ‘the item within each of the fifteen intervals on the'

.

ab:l.lity scaie ,was randbmly generated u,s:l.ng the IHSL (19?7) Fortran v
Al 'a - -
subroutine, GGBIM: The generated binomial variates were based dn’the

n" '

aotual Pg GBD value-fkom the two perametef logistic model (i.e., the

probabilit:,? of -corg\bctly &nswering the' item for :I.nd:l.v:l.duals ;at the median

- [

: of the interval).,an&“‘;the sainple size in the :l.ncerval. The randomly

|-’-.

geneﬁed value i:or:responded to the relat:l.ve frequency of :I.ndividualih
% a--
with abi]‘.-ity O that .gorrectly answered the hypothetical test iten,
t




. Maximum liéelihood egtimation method. ﬁaﬁimum 1ike1iﬁq=- ptdﬁedﬁres

wereﬁfged to estimate the a aad 58 ﬁérameters. The likelihoqd funetion

L L] ' * " - - : ' - - ‘ - ) ’

‘for the two parameter logisFio.model for*an individual item 1is preportional
¥ - '. . . - -

™

eL (Finney, 1971) whefe,
m ., : -
L=z rpln 2 @) +i>:1 (g 37 “ln [ =2, @],

~ -

4 represeats onk of the w = 15 -intervals along the ability scale, 9 is
the median abilicy for the ith interval n; is the' numbei*of individuals

in intefval i, ri'ia ;he'number answering the item co;rectly, and P8

(0,) 18 as given in equation. (1), The maximum likelihood Solution

Eavolves finding the a8 and ¥ values which maximize L.'\The maximum

likelihood equations are obtained’by finding the partial derivatives of

L with respect to a8 and‘b8 and setting them equal to Zero.  Direect aolu-

-

- tions are not possible, so the values of a, and b which waximize L gre

found by iterativgly’goiving these two maximum likelihood eqﬁationaz

J. R

Ty
L CulBg @ gl =0
’ © ri : - . S

The maximum likelihood solution was achieved by aubsrituting starting ’

r
*

y B

e J"\"

values for ag and bg into equation (1), the equation for P 0915,,ana uaing

r. . \:Fv
an lterative acheme to find thegﬁ and B (the esuimated phramﬁter) ﬁaluea.

¥
%,a . u,., .
__..“
P

which maximize L.




Parameters a8 and bg were estimateﬂ using‘the IMSL- (1977) Forrran v

" subroutine ZSYSTH wﬁich uses Brown's algorithm. The con%ergence criterion
ot * | :

was satisfied if, on two successive iterations, both estimates agreed to

’?-significant digits, Ip order to minimize the number of iterations and

f

lack .of convergence problems the actual, values of ag and b were ysed as

4 t

the,starting values for the iterative process. Fortran v double preci-

.
L3

. v .
sion'arithmetic was used for all of the computations. (

A\ R :
Paraheter estimation methods. Twp procgdures were used to estimate
" -

. . . ]
the paramep rs; In the first (regular), the maxtimum Iikelihood solution

“was applied dir tly to the observed relative £requencies. In°the second
grocedure (isotonic) the obserq@d relative frequencies were’ initially

o<.

smodthed using an isotonic’ reéfession method. In this procedurc, the ran- .
domly generated“telative fFEquencies of individuals correct,aéswers were
checked to determine 1f Phey were monotonic‘nondecreasing alongmghe-abilirﬁz
scale. Whenever a pairfof relative’frequehcies did eot meet this condi-
’tion fa reversal),‘tqe pair was averaged: The procedure continued until

no reversals'remaieeé. The maaiaum likelihood solution was then applied to

the bgﬂe rela;ive frequencies.

Data_generation. The relative, frequencies were randomly generated 100

-

times for each of the 45 possible combinatiops of ag, bg, apd N. The
) .

paramgtﬁrs (a8 and bg) were estimated.for each 'of the replications using

both of the procedures. The individual ability parameters were fixed and ,

Ll
-

assumed known for all replications.

Agsessing the accuracy of estimstion. The accuracy of estimation ﬁks

1

R

judéed by comparing:the mean squared errors (mean squareﬁ devia;ions about
the actual parameter values) and variances kmean squared deviations about

the average Eefimated pargmeter-values) in estimating ag and bg for each

L]




combination of the logistic parameters, sample size, and estimation b4

ii
“*’ﬁ
method. Meah values of the parameter estimates were also examiﬁed in order -

S

to aagess the amount of bias reéultiug from each of the estimirion

r

methoHs; The lngistic parameters on some of the replications were not ¢

estimable by the maximum likelihood method. For cqmparative purposes,"

. R /
only those replications for which both the regular and isotonic methods -

. » .
-'.proved estimable were included in the computations of the summary statis~-
. ) v - hise .

tics. “ . ’ . . "

. »
Approximating varlances, the formulas for which are derived in the

Appendix, were also calculated, 'The approximating pariance for the slope

F) -

- parameter is given by ~ ) N e

-

' y '2-1
Approx; Var. (a ) = [1. 7?3 w, 09 b_)7]
g -
_ . i=1
and the approximatiﬁé:varisnce_for tﬁe.locaéieﬁ'parémeter is giVeu by

et ,‘

\ \. e ;.“ \
- Approx. Var. (b ) = (1 #a
% g 1

r

W, = nin(ei)” L - 2,01

These approximating varianceg hold when the P (0 } values follow the two
o
parameter. logistic distribution, the samples are random at each ability

level w%;ilahility levels beiug fixed, and the number of individuals at
each abilNEy level is large’ (Berkson, 1953). Because the first two of these

conditions were met_in the deslgn of the present stud&,.the results may

' & ) ’ * * ‘ *
be used to assess how large a sample size is needed for the approximating.

. variances to provide cloge approximations to the observed variances.




T A solution was attained for 99.36% of th édlutiongvattempted using
+he regular‘method and,for 99,43% ofuthe-anléﬁ

tions attempted using . the ,

isotonic method. The replications in which. solutions were not found !

-~
Ll

tended to be thade with smaller sample sizes and larger parameter, values.

The only combiagtion of parameters and sample size in which fewer than

90% of the solutions attempted yere attained was with N=45, ag=1.§, and

bg=1.5m For the regular method, 812-wére sggxed and for’ the isotonic ;
- 6 . *
method, 83% were solved in this case. Only. those items for which both

) - .
the regular and isotonic methods produced solutions were included in sub-

) -

(:eqdent'analyses. For these items, the average nﬁmger of 1terations was

82 for the regular method 2nd 5. 92 for the isotonic method,

Mean estimates of the paramgters. ' The mean values of the slope

1

parame;er_ia;l—eﬁtimatGS—a$efﬁreseneed in Table 1 adﬁ the mean véaluyes of -~

£
9 . - . . .
the location parameter (b ) estimates are presented in Table 2. For all

combination9 of method, Bample size, .and logistic parameters exceptdﬁne

‘ (regular method, N=150, ag =0.5, and bgsl .5), the mean estimate of the *

' slope parameter was greater than the respectiVe actual sldpe parameter.

o,

In addition, the iso:onic-method produced larger estimates of the slope

param3£er than did the regular me thod in all cases. The bilas evident_
by examination of Table 1 is in the same direction a8 the blas reported by

Berkson (1955). Thexe was a8 weak tendency for the blas to lessen as

¥ N 8

sample size increased. T ’ d 4 %
The means, of the estimated location parameter values do not appear to

be codsistently biased in either direction (Table 2)., Hoﬁever, the means for fhe
regular me thod were conaistently greater in absolute value than were the |,

means for the isotonic method. N

-
LY
-
3
. . . .
. .
:

Ingert Tables 1 d4nd 2 about here.

10 -

*




Accuracy “of Estimation

The variatce andtapproximating variance for the slope_and locdtion para-
- Wy . P ' ! ) .

meter estimates. are presented in Tables 3.and &, The mean'squared‘errors

* - L .
. T . *

in the slope and location parameter estimates -are presented'in1Tables';,
5 and 6. ° T .
r S 4
. PR o Emee
{ ' LA -
- = Insert Tables- 3, 4, 5, and, 6 about here

- A *
A - " ]

*

+'8lope Parameter. The regular method provided more accurate‘estimates

of the glope parameter than didfthe isotonic method (Tables 3 and 'S) for

most combinétions of.the paranetersvand sample slzes. The relasive
differences ih:accuracv for\the two méthods vere greater in mean sqssred
error than in'vlmiance primarily becausc the isotonic estimates of the
slope parameter Were more b;ased than were the re;ulsr estimates: The _

relative difference ih.accuracy for the two_ methoab decreased as sample

4

size increased. (This is as expected, since, as the sample size increases.

tge observed relative frequencies legs frequently require smoothing )y

*

location Parameter. The lsotonic method'provided more accurate

¢ o '
estimates of the location parameter than did the regular method (Tables

4 a?d 6) for all combinations of the pargmeters and sample-sizes. 'The

" relative differencés between the mean squared errors and variances were '’

1in general, very small.

’.: Approximating__ariances. The variances for slope parameter estimates

were in all cases 1arger than the asymptotic variances (Table 55 The

approximsting variances substantidlly underestimated the obtained variances ;

L
+

for smaller sampiss.(as\expected) snd largerfparaﬁeter'values. The
1 '\ (X 4
variances (and mean squared,errora) for the isotonic method were very

similar to approximating variances for estimating the location parameter.

L3




' The.isotonicfmefhodftended to rebult,in.variances that were actually b

N

lower than the approximating variances for Small samples and lower valyes of

-

t the location parameter. Thevvariances (and mean squared errors) for the_

'
" . ‘ LR

regular method yere similar to the approximsting variancea ‘for the larger -
N 'J ’ (: L * )
-~ gample sizes.-- o - . . .
A . i, = .
. R .

ﬁiscnssion-‘ .

é
The average slope parameter: estimates were larger for the isotonic

“method than for the regular method. A possible explanation for this
result may be’ attempted using an analogy'to 1fnear least squares regression ’

analysis. The latent trait maximum 1ikelthood estimation problen may B

. L

' ) solved using Weighte& linear regression analysis with the predictor being

'ability and the criterion being 1. 7a (@ B ) In this solution, 1t is

necessary to iteratively solve for the parameters and for the weights ﬂhich
. 'are{a,funcpion of the parameters (for example, see Befkson, 1955). The

isotonic method initially results in. the predictor and criterion being in

il o

the same nondecrsasing monotonic ordering due td averaging the criterion values
* »
involved in reversals, If the isotonic method was used prior to linear “

~'least squares regression, thé covariance betWeen predictor and criteridn

.(and, therefore, the slope) wOuld increase in compari to that which .

-

would be obtained 4f the {sotonic method had not bed sed. (The variarice
of the predictor remains unchanged ) If this ana}ogy-énd reasoning holds,

it would explain why the slope estimate is gieater under the isotonic method.

w

The smaller location parameter valﬁes found with the isotomic method
_ate more difficult to explai&b f% way be thst the slofie- and location /
* * Q’ '
parameters are related in the iterative scheme so that an_increase in the

slope results in a dgcrefasé in the location parameter,

*

H

- '




kN

- The regulat method led to moye aecurate eptimatioq of the: slope‘

.‘ parameter whereas L’he isotW}‘ie\lded more ac@urate estimatioa
of the 1ocatlon parameter. The ibotonic method was nog more accurate
1 .

fo; sboth parametera and does not provide a reduction in, computai;ional

. N . N

" iabor (no feduction was noted in the number!;f iterations required).

It probably,'therefore, should not be used exclusiv'ely in practice.

<
A*st:'heme that would "’F’e beneficisl would be to fiﬂe data with both

F ' .

" methods énd to use the regular method to _estimate the slope ‘parameter’

and the isotonie method to estimate the location parameter. However,‘

-

the gain in accuracy over using :]ust the rzgular method might hot

-

justify the Qﬂditional eomputational labor. Another scheme WOuld be

to: estimate the parameters using the iso!:onic methdtl. Ignoring the
- - - o -“ _ . . at .
.1sotonic estimate of the slope the isoton c estimate Qf ‘the loeaffﬁm

&

parsmeter wduld then’ be used as a fixed value for eptimating the slope

..‘using the observed relative ftequenciles as data.

“The results also indicated that the approximatiné varianees approach

clc:sely the obtained variances for the larger .Ssn;ple slzes and at some :

" . T 4 . *

. combinat:l_n_)ns of the parametérs for the smallersample sizes. Thus, the
P - : -t N ! - "t . - LR ) .
approximating variances can be used to indicate the degree of accuracy to

. 4 '

., be expected wheh using two paramete‘f latent trait !theory with fairl:,;

large sample sizes‘ Tbe use-of the approximating varianEes'assumes know-

P

ledge Q)f 91:uﬂ'ent ability, that the logistic model actually holds; and .
1 N .

,- that there 'is no bilas in_est:l.mstion. Thesa a:;e strong assumptionsvto
) e - : Lo
" . make in applidd settdngs "(and in fact, the estimates of ‘the slope wili
be biased)"’so that the approximating variances ‘should be seen as s‘ Jlower

[

bOund which would probably not be achieved_--even by the regular method,

13
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o
.! . *

L ]
tl

In relation to cl@ssroom testing, unles's moderaqe Bample sizes are

used (say 100 or. more students) the latent trait parameter estimates will

. be fairly inaccurate - (with: the degree af accuracy also depending on*the ’
. actual parameter values). However, the broblem ;f nnaccuraeY in estimating g
the classical indexes also™axists (Baker, 1965) In comparing’the results
of the present ﬁtudy to those of Baker (1%65), it appears that the estimates
of the latent trait parameters are probably no’ less accurate than those.
for the classical indeges for small sampleé. Thus, 1if it ig desired to
p;psent'item anelfses to ingtructors, no cleer preference emerges for
s A . - . . e

" another comparison of the relative accuracy of estimaticn 4n the classical

and latent tralt theorles.  The choice should be made on ‘the amount and

" quality of information ea}:h.t_l'qeor}"pl':-ovides to the Instructors.

L
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‘I‘able 1. Avarage va]:ues .for the estimated slop.é (a )1 pagamgter

+ 9 ' . v
) ’_‘ [ 3“,1 /
toaE

ST 0
Slope (a) . *} .
— T R
vo- LA S e 115 SN
Location (B). . /*'?\;-'f / S

0.9 0% + 15| 0.0, 0.5 ,1.5. go—‘-'b' ‘76-5"‘35.15
Regular || 0.551 0.504 .0.613] 1.103 1.144 ‘1. 20 T-17680 /1. ?mjr 1993~

Isotonic | o.ege‘,'fquSQ’:*o-.?eq 1.303 1335 z.és 1‘945 1,937 '2.248

*

.0

Regular, ||"0.553 40.582 0.578 1077 Na122 1.3 é-f'.

1

Isotonic (| 0.858 o.q:gs"“ 0.704 1 219 1. Zzo 1 286

Regular 0.534, 0.551 0.534{ 1. 1.039 1.144 11543 3’2595 1:63&

Isotohic || 0.616~ 0,629 0.620| 1.130 1.126" [1.242 ‘1)/655 i‘rog 1,791

Reguiar " 1| 0500 0.521 0.491 1.064/ 1. 034) f 5«?‘2 1.568 15619 %y

. . ) ..’ ;
Isotonic, 0.547- 0.569 0.546] 1. 1.12{ 1.09'6'

- Reguiar || 0.526-0.514 0:515| 1. 1.930 l‘.061{
o . ¢ )

Isotonic [| 0.556,50.545 05s2| 1.043 1.085 1.099;
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P Iabmb,zgr ﬁﬂ???ge valuds for the eatimated‘locatizn (bg) parameter
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Ll

. ro.

" “Location (b)

»

p.o‘ -

k i 005

Slope Sa) ’

jots 1.0’ ‘1'55. .

0.5 1.0

-

4

1.5 ¢

4

" Isotonic

Regular

. Isotonic

Regular

Isotonic

Regular ]

- Isotonic
Regular

Isotonic

Regular

0.061° 0.030 -0.015
0.029 .o.ezz‘=6.014

0.583+ 0.522
Qr448 0.486

*0.513
0.492

'0.012 . 0.042 0.002

0.014 0.038 0.002

0.538 0.500

£ 0.453° 0.470

0.518
0.501

0.021 -0.006 0.00L}'0.460 [0.483

0.520 - 0.505

a

0.507
0.496

0.003 =0.009 -Q..021

0.002 =0.009 -0.021

1 0.502 0.498

07465 0.484

_—y

0.493
0,486

1,565 1.

1,515

-0.009 0.001 -Q.001

+

~0.008 0,001 =0.001

| 02528~ 0.505

0,503 0.496

-

0.490
0.486

1.496

1.470 .1.487

#
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Table 3. Variance anc}{ épproximating variance for the estimated slope fag) parageter. . .
' Al . » c .

e “

~ .

LAF )

I

Slope (a)

R N

e

o Location (b)

-

0.0 0.5 . 1.5{ 0.0 0.5 1.5 0.5 -1.5

*
L

Regular L0697 0529 .0524] .1061" .1593 : 3349 L7532

=

THotonic .0749 0606 0670}, .1265 ,193) .3822 .9016

. A . )
Approx. L0470 .0405- .0220{ ¥10i0.. .0932 .1992 -,2187

3

Regular .0425 ,0547 ...0570 .0255 .1518 .1661 .5360

’

. - \ .
JIsotonic’ L0442 0633 .0595{ .1062 41759 .2033 75322

M o+

Approx. | _.bii;%%E0353 0304 .0165] .0757 ..0699 1494 5.1640

Regular - |WF%0%67 = 0311 .0317) =0781 .0735 _ 1415 2451

L4

[y
‘wtlaotonifg_- '.
APPrO}}}.\r&%?{ )

1

"Regular | .0146 .0126 .0126] .0454 ;0460 ' .0923 ,1188

%‘ - N ‘ a
%E% .0266 .0349 .0334| .084b 0898 _ .1558 2509
4. 0235

4
i

/.0203 .0110{ .0505 ',0466 ! .0996 .1094

4 -

Idotonic .0145 .9126 .0122{ .04%91 0505 . .05959 -1347
- . 4 »

approx. |l |.0041 .0122 .0066| .0303 .0279 .0598 .0656

\E:?ular ot lo126 .o112 :o128| .0249 o195 L0543~ .0645
Isotonic (| |.0124 .0ile .0122{- .0260> .0204 .0552 0644

Approx’ ,0076 .0041% L0175’ [ 0374 .0410

¢
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Table 4. Variance and, a&pr%x'ihti g variance for 1.
, ; the estimated location (bg) parameter -

» i -
i s
1 t ! »
’ ! - A R
A »
Y L

‘i,.’l

) Iiacatim_n (b)
; \

Q o.‘s‘;\

‘.:Slope (a) x |
' \

Ll
-

L

0.5 1.0 45 1°0.5.. ‘1.0
Regular .'3%88T. .0516.' 0804 1-.3212 .0497 .an ‘2733 .2108 0765
L ; . :
2

i

1.5

Isotonic |l% .1215, .0436 . .1595 0405 '.4264 {l.1442. 1296 .0564
e . ! 3 b 3 )

> Approx. - »1423 \.0460 . ; .1467\ L0494

il 1 . v

: 87 .;SQG ©,0835 ..0591
[ P H ' . i ' ! .

Regl\&lar . 01\571 003‘3-8 | .lsgﬁ:l 00{‘131 ' 00¥? —.27'4.? 027Sb -0'6809

.0861- 0282 - 0993, .0365 .0310 {11400 .1566 .0638

-. . ; | N
.106q ‘034,5 . 1101, .0371 .02{5 |}1395 .0627\ . 0443

M \ 1l . ! .
»1035} .0256 21217 . 40290 . -{1198% .D869} .0417
i . ‘: . R - "-k .
.0751" ,0237 . ~0752 1 0256 . ‘1122‘\ -06358 1.0363

Q712 ;'_.oizsd .0130- 0734 .p247 . 109301 .0418 '.0295 |’

4
i L)

11 . _.'tém L0107 . {1043 |.0710 10243,

. L T ] ' { “I pd .
L0385 .ﬂi\j& . 0653 .Q116 . /1488 © .0879 L0258 | -
- h . - ” H B
0325 .0

0427 013 ;D440 0148 -.0086 ||.0558 |.0251 o177 |'
. .~ lJ . i

' . N : l &
N H [ LA
Isotoni L0243 '»0082 . 0 |.0384 .0088 . L0719 .0320

. . , o 1. g .
Approx. .02677,.0086 .0049 |.0275 .00B3 .0349 " .0157
N R l L

0270 .0085 .006k' |.04b6 .0080 . .0985 L0352 '.§155

0153

, ot




o

r . .

P « a ?

- Slopk 255

1.0

* Location (b)

0.0 - 0.5 .1.5 [0.0 0.5 1.5

I E—

‘Regular .0529 .1167° .1799, .3822 [.3817 .3788 .9967

- . . & ..
« “Igotonic .0830 .2181 .3060 .5336 {.6812 ,5733 1.461

Regulﬁrf .0614 (1614 .1664 .3401 |.2849 .1799 .5624

Isdtonic .1014 | .1539 .2487 .4655 |.4642¢ .2027 6252

R

Régular .0337 L0794 .0743 .1277 {.1165 .1505° .2790

Istontc .0516 .1014 .105% .1679 [.1502 .1995 .3354

Regular . 0130 .0467 .Q501 .0518 [.0811 .0969 .1330

I:ptonic k L0174 .0575 .0661 .0600 {.1006, .1135 .1684

]

Regular .0114 L0250 0204 ,0431 |iG448 3.0591 .0656
T ‘.)9 - -

Tsotonic .0137 10279 .0247 .G498. |.0490 .0676
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b 1

.
- 1 '
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. Table 6. Mean squared error for the'estimated location (bg) parametéy

.
»

»
1

idbation (b)

~

Method - , 0.5

., Slope {a)
" 1!

0.5 1.0 .15 | 0.5 1.6 1.5 |0.5 1.0 1.5

Regular .3326 ,0525 .0306 |.3281 .0502 .0305 |.2829 .2165

e

Isotonfc || .1223 .0443 .0281 |.1621 .0407 .0264 |.2457 .1342

Regular || .1572 .0336 .0200 |.1611° 0431 .0230 |.2744 .2873

L}

Isotonic’ || .0863 .0297 .0185 |.0956 .0374 .0210 [.2009 1569,

Regular -1064 .0256¢ .0117 (.1221 ,0290 .0154°[:1993 .0870

Isotonic .0755 .0237 .0111 {.0768 .0258 .0146 |.1356 .07%3

“Regulay .0385 .0139 .0073 |.0653 .0116 .0091 |.1547 .0921

4

Isotonic .0325 - ,0131. .0071 {.0522 .0109 .0089-1.1079 .0712

Regular .0270 ,0084 .0061 {.0464 “.0090 .0076 |.1609 .0352

vt

Isotonic ,0244 ,0082 .0060 |.0384 .0088 0076 {,0735 .0329
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Appendix

A method which provides an approximation to’the Rao—Craﬁer lower :

‘bound for the variances of & and‘Bg (the item subscript, g, will. be

-

4

omitted) were used . ]

-

%
Berkson's (1953) description of-a proof for a sfﬁghtly different

-

psrameterizstion of the logistic model wss followed. ?irst, some results
will be stated regaf‘aing the ‘loglstic dh‘tribul:ion which will be used in
the derivation. ' As ststed in the text, the distribution function for,thef

logistic distribution used here is:  * : .

@) = exp 1,78 (8- b)] /. t1 tew [L7a @ - B, @)

If both numerator and denoﬁi;ator are divided by exp (1.7a (G - b)] then, T

P“"i) = {1+exp [-l.7a ‘91 - b33t
. ) ‘— ./ )
1- P(Gi) =1 - exp [1.7a (Oi - b)] /.{1 + exp [1.73_(01 - 8]}
1 + exp [1.7é (Bi_-'b)] - exp [1.53 (9{ -*b)]

{1+ exp [1.78 (0, - b)])

. o i
=T+ e (172 ©-5)17 \_/ &)

Finally, dividing (1) by (3) we have, . , T
P(9) / [1- P(®,)} = exp [1.7a (8, - b)]. N @

To find the approximating lower bound to the varianmce, it is neces-

sary to examine the likelihood_function;‘ First, ths'iikelihood function

'will be placed in a more convenient fognu




F_rom,tile i:ext, )
. , - m-. L. L] . . -
. L.= 151 rieln P(GL) + 151 (ni - ri) ‘In [1v.- P (Gi)]
m ) ‘n m '
= 151 rieln P(@i).‘+ :I.E], n, In (L-P (Oi)] - :I.El r;ln fli-p (Oi)].

* Combining the first and third terms,

. ‘m o 2
L= §
. 1= g=1 1

-

. m ‘
"ri‘ln {P(Gi) { 1-" '(Gi)}}—I- Z n, 1n{1~P ‘(Gi)]

-

oy subqtituting (3) and (4) into the equation,

n o .. . M

) L= I r‘i.fh fexp [1.7a°(9, = ®)J} + I = n {1 + exp.[l.?a(ei;-b)]}"l
i=1. : i=1 - . .
©m Y m

21,7 £ r, a(@, -b) - . % n
=1 11 1=1

F

i

1n {1+ exp (1.7a (@, = b))} (5)

To obtain the lower bound for the g::riance of 3, 1t is necessary to . ‘

find the first and second partial derivatives with respect to a. Taking -

the first -zd'er ivative we get,

a—Lﬂ}..}' g r, (6 -b)-l?‘g n.(é -b) {1 +e [l?a(e-b)]}-l
R e REPIE Thae ;e L 1

L exp [1.7a (9, - BT,
* "ll

By using result {2) and ree<ranga‘.ng terms, : : or

N

*

) 3L o i
& = 1.7 £ Ty (@i - b} -__1.7 I o

© - b {i+ew [1.720,-0)17"
=1 1 :

L.,

' !

Taking the second partial derivative with respect to a,

. L] - .
azL m - }. . " _2
&= g - 1.7 I n, 8, - b) (-1) {1 + exp {-1.72a (6,,- b))}
aaz =1 i1 ] 1

8 LY

, !
. ‘o exp [-1,7a (E)i - b)l. . (-1.7)-(91 ~ b)

N -

b 2 -2
? ny (6, - b)Yt . {1+ exp [-1.7a 0, - v}
i.l - -

: 23 b oexp {-1.7a~(9; - b)),

-

‘. .72




é?

Note ':har., . _
{1 + exp [-1.7a '(ei - b)]}_z_; f,-"xp [-1.7a ©, - B)},
: ‘ \

= {ltexp [-l.7a © - I &

{1 + exp [—‘1.?8 (91 - b)] exp [i—..?a ‘(Oi - b)}‘}

-

= {1 texp [-1.7a (9, - IV - {1+ exp [1.7a (9, D)1}

'ﬁow, using (2) and (3) the above expression reduces to,.
P(e) [1 - P (ei)] ' : et !

Therefore, substituting back into.the equat:l.on for 3 Llaa we have,

2L
L. a.n? z n, ©, -b)2P@ y[-p ©,)]
932 4 104 g i i

Define,-wi =0, P(Gi) 1-79 (Oi)].

.
(i

Then, . , :

¥y - 2 B
—= = =(1.7) T w, ®, -b)
332 i=1 i- 1.8

2

3 g ) for the variance in_
Jda

and :he approximate lower bound fwhich is -1 /(

estimating a is, . :

1

a.n? W, @ =b y2
=] -8 -

» z

.t

. To ‘obtain the approximate low*b'oqnd*for b, i‘t 1s necessary to f:l.nd' the

first and second partial der_.‘ivati\;es of L with -respect‘to b. Using the fo'ﬂ;l

of L in equation (5),

o 1
it g «1.78 "L r, - Z
b i=1 :l.-l

P JREYS
* Sl

By rearra-ng':l.ng terms and us:l..ng results (1) and (2), RN

m
. 17 T r +17a I n, {1+ exp,-1.73 (0 -oynt
5b AT 1-1 1

) 24

Lo

L]

n, {1+ exp [1.7a (g&- 537} exp [1.7a ©, - b "

("‘11 ?)a .




- 22 -

?inding the second gartiel‘%ith respect to b, .

113 ) - B I‘: -
=0+1.7a L n, {(~1) {1;+-exp [~1.7a (Oi - p)}}-z + exp [-1.7a (O£ -b)]. -

i=1 -

- .- . (1.?&)

-

A N +

Rearranging'termq;

-
-

.-‘(zm e .
= “(11??? 151 n, P(6,) [1 -P (®)].

L3 -

By taking,w, ¥ n, Pﬁei) 1 - Pﬂai)]s

L3
»

2 m
3—% - -(1.70)% % w

b g=1 1

-

A ,
Then the approximate lower bound to the variance in estimating b is,

1

o W
(L.7a)" L w

i=1

i




