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ACCURACY OF ESYMATING TWO--PARA/GTER 'LOGISTIC
4

1LATLATENT ZgAiT PARAMETERS-.ANDI:IMFLICAT/ONS FOR CLASSROOM TESTS

Michael 3: Kolen Douglas 1L.Mhitney

. .1hti;mA. itz of Y_ owe

Abstract
.

4

..-..

v, : , , . . eat.- ...,.21F ,...:,' "if
The -appliCation- of lapni..tetit theory to classroom testsneseegfategs.

,.- ...-- , . ..
the, -use of smaAl sample sizes for parameter* estimation t" C- O-mputir , generated

data were used to assess the -accuray of estijoadrot 'Of.,-the .slope and, locatioh ...-:- . - ,. .

parameters in. the two parameter -logist model with fixed" abilities and Amity-

I
."'

,

,
ing small .sample sizes. 'he ma likelihoOd (144Y;procedure for estimating

.
the pararaeters' Wait compared to a method in 'which the observed relative fie-:

..
4 .

.

'quencies
,
were smoothedUsing an isotonic regression .mathod prior to applying

, . ,

the ML probedure. The isotonic method was considered promising bedause the

I smoothed relativs frequeacied yield" more accurate estimates of the probability
,

of correctly answering a 'test item given .44 particular level of ability then

40 the observed Tslati;ie frequencies.

10.6 .. _

The ropults.mere presented in terms of variance and mean. squared error, of
t .

"N
., ' . .

.estisosting the parameters, The results.inlicated that theisdtonic procedure,
, . . I 4 . . , .

,provided,mor ilcurate .estimates of the locatiOn paratheter wherees the IC pro`-

. cedtare provided more. accurate ,estimates of the slope parameter,. Sinch thee '
. , %..

t isotonic taethod did provide for morraccuiate estiviation of the lopation param-
I .

. .
.

eteri it was concidded that the isotonic iaethod warrants further attention.,
.

, . '.
,

._.The, implications of the results for upe with classroom Uses- were also discussed.
:.
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ACCURACY OF ESTIMATING TWO PARAMETER LOGISTIC.
-

Leipt TRAIT PARiMETERSAND IMPLICATIONS FOR CLASSROOM TESTS

0 (
V

Latent trait
.
theory is analternariv, to classical rheOry for evalu-

sting classroom:tell-0. Receht applications and suggested applicatiohs-
!

'of-latent i'faii-Akeori (e:g Baker, 1977; Hambleton and Cook, 1977; , .

, t.. .,

". ,,, '...

.- Lord, 1977; Marco.0,677;.ana Rent2( and Bashaw; 1977) have mast'often been
.

..-
.

in the context of standlrdized teats or in othavSituations in which a.
/

. . .

'

.

large number of'individuals are'able-to take the teatitems. Since class-
,

1

room tests are quite Often administered to a'small number Of individuals,*.
. .

the problem of *possible low accuracyjnestimation of the latent _trait

pArameters due to small sample sizes must He considered before latent'
I ra

o

trait theory can be useful for elsassrootWtests.

Thistudy was au attempt to assess,. using computer generated data,t
in the two parameter logistic model with yarl-

. 0
the accuracy of estimation

L
..

.

ing small sample sizes and to exligne'dne methoa,offering promdse of
.

improvinethe accuracy. SISecificalljr; the frequently used maximum like-

.
Mood OdLX procedure for estimating the late= traitpafameters was

compared to a method in which the obseried telgtOe frequencies were.
..%, ., .0..

, .

smoothed,uling an isotonic rpgret sion method Vxior to applying the 241.
. v

.
.

. .,
_:..e , ,,

procedure., In the isotonic method, the smoa,hed-relative frequencies (instead
.. .

0 b
s'

4 ivr'
0 0

of the observed relative frequencies) were used as the datsin the usual
.

f

.

maximum likelihood_ procedure, The isotonic meihod wael,coh iaered promising,
.,. . ,,

because it results in-the imdpehdd. relative fregnenciestwhi ha are entered
. .%

. 1,

into the maximum liic.elitiood prdceddre to0be moriotonan non-dtereasing-,,,
.. K ..

=7. r

t '''; e .

....
Jo s.

I
$ .

c-

along the ability Acale.
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.

. a

$e' a.

1. II I

...1
a

, .

I "'

4
.

.'` 1,.



I 2

It was believed that the isotonic method might lead to more accurate

estimation of the latent trait parameters because smoothed relative fre-
.

.

quenCies exhibit a monotonic nondedreising relationship that is conatstext
_ , -

. . .
..,

.
,

N35hthe assumptions. of the ML procedure. They night, therefore, yield more

.

,
. .

. .

accurate estimates of the actual prObabil4les than do the obiervichrelative

.:

frequenciei (Ayer, Brunk, Bwing;Eeed, and Silverman, 1955) : The use of the
.

N , . ft

smoothed relative frequenciqs alio ensures -that a non-negative slope estimate

'will result when the. logistic parameters are estimated.

ft

P

Comparisons of accuracy in estimation were based on mean squared

error, variance, and bias in estimating the parameters. In addition, the

obtained average variances were

lower bohnd for the'variance in

t'

t.
compared to an approximation to the Rao-Cram Ar,

estimating each of the twd parameters.

METHOD AND (DATA GENERATION

.

This study uted the two parameter logistic model (Birnbaum, 1968):'

exp [1:7 a 09 T b A .

P (4111 .
g g

(g .:., k) (1)g
1 + exp (1.7a

8
(fl - b

8
A 1

In this model, P
8

(0) is the probability that"an examinee with ability 0
1

answers item g correctly, ag'and.ba,are parameters asao iated withitem

g (g 14 2, .., k), and.k is the:number of items on he test. The.

. parameter a (often refacred'to as an index of item die

a slope parameter and bg Often referred to' as an index o

representing the ability leveat which 50% of the indiv duals

expected to correctly answer the item ---Baker,,1977) i lou
. .

item,

' r-

difficdltY

would b

tiotcr

1

A
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piiireetv. 'The constant of
... *.

:,.., -:."
,.^ li

Parameters wouidcoriespond
-. .,.- ..

. f

Marginal dist];ii4tion

../ 1

ability was assumeeto be a logistic distribution with the distribution.
. .

function: .4 .

4

--3

1.7:wae chosen so that the probabilities and

closely to those of a normal °give.

ofability. The marginal distriiiutioni

a
.

exp

,. -

..
'A --: c' il,

'' a,
.

.,...f.,.(
''

.fi49,.. ...

:

. t .4.;

dm,

0) ,

sl

tiibution wasdivided into 15 equal probability intervals

that were fixed for all rggicitions.

used-as the ability level of allscores in that interval,in subsequent
.

calculations.",

The median of the interval was
A

1 + exp (1

Item characteristic curves: The actual item

Mere constructedusing the two parameter logistic

characteristic curves

model, with a
8'

taking

she values 0:5, 1.0, and 1.5 and b 'taking the vafUes 0.0, 0.5, and 1.5
. .

Sample size fh) was allowed to take on the values 45 60,490, 150, and
. 0 t

.340.0 These values were chosen to cover the range of possible item para-
..

meters and sampTesizes that are likely to occur with classroom tests. '

$ . ,.. %, I. . . .
.

.. . .

.

, of the relttive
.

frequencies, After the logistic

..; . > ' .

parameters' enc sample size were fixed, the relative frequency of individuals
' go ,4,

..4.'orrettly. answering the item within each of the fifteen intervals on the.
... ,..

.... . . t. .. .
.

ability scaIe.;Was.randimly generated using-the IMSL (1977) Fortran IV

subioutine4,IGGSLit . The generated binomial variatee were based on.the
ft*. . .. ..

actual Pg 00
.

valbi-fiom the two parameter logisticOodel (i.e., the
,-. .,.

probability of :444,1y tnswerIng the' item for individuals .gat the median
. , ..,

4, - . , ' .....
. a the interval).aW00 sample size in the interval. The randomly

t'
,..

.
. -

.

geneated 'Yalue.tgrifisOnded'io the relative frequency of individualk.
. . ..t, . . .. ,

..
it- i. .

.' 4
With abllitre that.porrectly answered the hypothetical test item

' i l'i.P . - t. -". ., 4. : s

M. ;

'r.

4
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. Maximum likelihood estimation method. A al4mum likelihq. prOcedUres
. . '.

.
,...- were ustd w estimate the, a and b parameters. The likelihood function

,..../ V .
_Ig g , .. ,

'Or the two-parameter logilic- model for an individual item is proportiodal
, .

..;

$

z'a

a

to el. (Pinney, 1971) where,

.

L r .11; 01 .)] + .711-1.) in (1 - P (01.)1)i .g i1 4 g

.-*

i represents ouh 'of the to = 15 -intervals along the ability- scale, Oi *p. .

, - 6

the median hbility for the ith interval, ni is the' numbeoof inaviduals

in interval i, ri 'is fhe number answering the ited correctly, and Pg ..:

, .

'

-, . n

, 0
i
j is as given in equation,'(1). The maximum l &kelihood -solution

.

.

.

Involves

.

finding the a

g

and a values which maximize L. Irhe maximum
= ---

likelihood equations ere obtained4by finding the partial derivatives of 1
. .,

, $
, . . .

L with respect to a
11

and b
11

and setting them equal to Taro. Direct dolu-,

boas are not possible, so the Values of ag and bg which maximize -.pre

found by iteratively solving these two maximum likelihood eqiations;

.mor

: o%

;

. ,. ,

.

[P ) -

rJ

--1 ... 0

ri
. iE 0 [P )g n

is 0

(2)

.
i;1 :g ni ..

1
1 .

, 4 : . .

The maximum likelihood 'solution was achieved by substituting statang'
. - , .. .",

: $ :4.

441. s2
;

values for a
11

and b
g
into equation (1), the equatiOn for P

g
0
i
)Jana using

an iterative scheme to find theal and S (We eerimeteeeremetet) slues .

4'4. ;4
whiZh maximize' L.

t

t
4

v

La 4:

.;1 41;
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PaTameters a
g
and b

g
were estimated using the IM$1p(1977) Fortran IV

subroutine ZSYSTM which uses Drownts algorithm: The convergence criterion

. 1

as satisfied if, on two successpe iterations, both estimates'agreed to

jl-significant digits fp order to minimize the number of iterations and

.,
'lack of convergence problems the actualyalues of a and b were used as

8--

the starting values for the iterative process. Fortran IV double preci-
.-

sion arithmetic was used for all of the computations.

Paraaeter estimation iethods. Two procOures were used to estimate

4,

the paramet rs: In the first (ret4ar), the ma*mum.likelihood solution

was applied directly to the observed relative frequencies. In4the second
- -,

procedure (isotonic)-the obsirved felati'Ve frequencies-were'initially-
,e

smodbled using an isotonicreeession method.. In this procedure, the ran-
. . .

domly generated` relative frequencies of individual's correct,answers were

checked to determine if 'phey were monotonic'nondecreasing along the ability,

scale. Whenever a pairof relative frequehaies did not meet this'condi-
-

tion (a reversal),' the pair was averaged. The procedure continued until

no reversalsremained. The maximum likelihood solution was then applied to

the smoothed relative frequencies.

Data generation. The relative, frequencies were randomly generated 100

times for each of the 0 possible combinations of ag, bg, and N. The
8' 8'

parampars (a
8

and b
8
) were eitimated.for eichof the replications using

both of the procedures. Theindividual ability parameters were fixed and

assumed known for all replications.

Assessing the accuracy of estimation. The accuracy of estimation was

judged by comparing the mean squared errors (mean squared deviations About

the actual parameter values) and variances (mean squared deviations about

the average iltimated parameter values) in estimating a

g

and b

g

for each

4

8

41b
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combination of the logistic parameters, sample size, and estimation 411

.

method. Mean values of the idameter'estimates were also exams ed.in (air

to chess the amount of bias resulting from each of the est tion

methods; The logistic parameters oh some of the replications were not r
.,.

estimable by the maximum likelihood method. For comparative purposes; /

only those replications for which both the regUlar and isotonic methods "

.proved estimable were included in the computations of the summary statis--

tics.

Approximating variances, the formulas for which are derived in the

Appendix, were also calculated. "The approximating variance for the slope
. ,

/parameter:is given by
I

.

2 mApprox. Var. .(a ) = [1.7 wi 0) - b
2 -1

g i=1 g

and the approximating-variance for the.locaiion-parimeter is given by

where

' , 0,,, .
:. .

m
Approx. Var. (b.) = [ (17-a.)

2
E w4]-1,

.

-
g .._.-.16 L.I. 4

.. . .

4

w
i
= n

i
P
g
0
i
) [1 - P 0 )).

. g i
. .

. .

. .

. .
.

Theie approximating variances hold when the Pg (01.) values follow the two

Parameter.logistic distribution, the samples are random at 'each ability

level ability leisels being fixed, and the number of individuals at,
. ,..

each abi Tlevel is large'(Berkson, Z933). Becauie the first iwo of these

f.
conditions were met in the design of the present study,, the results may", ''

be used to assess how large a sample sims is needed for, the approximating. -
4 . .

ifeL variances to provide close approximations to the observed variances.

9
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1.

Results

.

41 solution was attained for 99.44 of' h solutions attempted using

the regular method and.for 99.43% ofthe itions attempted using:the

isotonic method: The replications in which. solutions were not found '

tended to be thogie with smaller sample sizes and Larger parameter:vilues.%

The only combination of parameters andsample siie ,in which fewer than

90% of the solutions attempted were attained was with N*45, a *14, and

b *1.i. For the regular method, 81% were si,lved and forthe isotonic
O

method, 83% were solved in this case. Only.those items for which both,

the regular and isotonic mettiods produced solutions were included in flab-

sequent analyses. For these items, the average Tinder Of iterations was

9

t5.82 for the rewlar method' and 5.92 for the isotonic method.

Mean estimates of the parameters. 'The mean values of thq slope

/
paramkter__(a.:4_enftimates-at-e-jiresented-in-Table--1 and thq mean values of --

1
&

. '

,the locatiOn parameter (b& ) estimates are presented in Table 2. For all

combinations' of method, sample sine,.and logistic parameters exceptagne

`(regular 910thod, N=150r, ag*0.5, and bg*1.5), the mean estimate of the

'slope parameter was greater tiian the respective actual slope parameter.

In addition, the isotonic-method produced larger, estimates of the slope

parameter than did the regular method in all cases. The bias evident_

by examination of Table 1 is in the same direction as the bias reported by

Berkson (1955). There was a weak tendency for the bias to lessen as

. 4 --sample size increased. a)

The means.of the estimated location paraileter values,do not appear to
4

be consistently biased in either direction (table 2).. However, the means for the

regular method were consistently Greater in absolute value than were the

means for the isotonic method. \

r1.61:°

Insert Tables 1 4nd 2 about here. ,

10
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liccuricy -of Estimation

,

,

I

4

The variance and,approximafing variance for the slope.and loedtion para-
. ti
meter esamatesare presented in Tables iand 4% The mean'squared'errors

in the slope Sad location parameter estimatesare presentea-in.Tabies 2, .

. .

5 and 6.

. .

.
1

V

2
.

Insert Tables. 3, 4, 5, and, 6 about here

1

,

Slope Parameter. The regular method provided more accurate-estimates
. .

.
... . . ?

of the elopelparameterthan diethe isotonic 'method (Tables 3 and 5) for

- - ,, %, .

,
,

most combiaktions Of-dieParimeters, and sample Sizes. The relative

differences ih-accuracy for the two methods were greater in mean squared

because the isotonic estimates of theerror than in'veriance primarily

slope. parameter were moreased

relati4e difference 1.it accurady

4

than were the replsr estimates. The

for the two...medic& decreased as sample

size increased. (This is as expected, since, as the sample size increases;

.tge observed relative frequencies leas frequently require smoothing.

!location Parameter. The isotonic method%provided more accurate
s,.

estimates of the location parameter than did the regular method (Tables

4 and 6) for all combinations of the parameters and sanplv'sizes. 'The

relatiire differencts between the mean squared errors and variances were '

in general, very small.

:

.,Approximating VarianceS. The variances for slope parameter estimates

were in all cases larger than the asymptotic variances (Table 3). The

approximating variances substantially underestimated the obtained variances

fbr smaller bamples .(at,expected) and larger.patameter values. The

variances (and mean squared/errors) for the isotonic method were very

stager to approximating variances for estimating the location parameter.

.

4

ar
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9 'The .ipotonic:metholgtended to tesult,in.variances that were actually

lower than the approximating variances for small samples and -.lower values of

+the location parameter.' The,variances'(andmeen squared errors) for -the
P 1

4

regular method were similar to tie approximating variances for the larger
4

( -.
.

.

.. sample sizes. .

.

A . C . a
:9

.

. ,

! bitcnAsipn-

.

4

.

The average slope parametereatimites were larger-for the isotonic .

. _ . - , ,
.

,
._

method than for the regular method. 'A possib/e'explatation for this

result may beattempied using an analogy-to linear least squares regression
.. .

. .,
..

Analysis. The latent trait maximpm likelihood estimation problem may Be
.

solved using weighted linear regression, analysis, with the"predictor being
.

ility and the criterion being 1.71.6"(401..). In this solution, it is

f,,.

necessary to iterativel y solve for the'parameterp and for the weights which
. ,

. .
. . ,

.. .

areita,funstion of the parameters (for example, see Befkion, 1955),. The
.

,
,

isotonic method initially results in,the predictor
.

and criterion being in ,;

r9t

the same nondecreasing monotonic ordering due td averaging the criterion values

involved in reversals. If the isotonicmethod was used prior to linear

'least squares_ regression, the covariance between predictor and criterion

(and, therefore, the slope) would increase in compsti

would be obtained the isotonic method had not be

to that which,

sed. (The iatiance
. .

the predictor remains udchanged,) If this anaj.ogy -and reasoning holds,
. . . i, : 0 1

A

it would explain why the slope estimate is.tteater under the isotonic method.
,

the smaller location parameter values found with the isogonic method

?
are more difficult to explain. at may be that the slopand location

parameters -are telatied in the iterative scheme BO that an increase in the

slope results in a durd414 in: the location paiameter.
. .

Oo

r

0.



5. 0

o

° a

-'" - 10 1. .

. ,s

- The regulat method led to more accurate estimatio4 otthe:Slope
. -

.

0
4

parameter whereb-the isotonic met
I

of the iimailon parameter.
-1

yiqlded more accurate estimation

The
.

isotonic method was not more accurate

foObothilaramettra and does not provide a reduCtion in,compUiitional
.

labor (no.teduceion was noted in the nyder rgf iterations required):
. . ...---. . .' 4 ,, . %

It prohably,-iiterefore, should not used .exclusively in practice.
. .

* . -

. .

t<
qk'itc'usme that wouldle beneficial would -be to-fit t e data with both

methods and to use the regular method to estimate the,slope parameter

and the isotonic method estimate the location pa'ratmier'... However,
.

,," -.
.:

- .

the gain in accuracy over using just the regular method might bot

justify the idditional'computationallabor. Another scheme would be

I

toe estimate the parameters using the isotonic netball. 'Ignoring the

re -4tor
isotonic estimate of the slope, the isotonic lestimate of .the ocatitz

.

parametei would then be used as a fixed value for estimating the slope

,,*using the observed relative ftequencies as data.

41

The results also indicated that the approximating variances approigh

closely the obtained variances for 'the larger.gample sizes and at some

f 4
combinations of the parametArs for the smallermsemple sizes. Thus, the

;
.10

approximating variances can be used to indicate the degree of accuracy to
4 ..

be expected when using two pdrametek latent trait theory with fairly

.

large' sample sizes. The ,use of the approximating variances assumes know-
.

ledge4bt stuirent ability, that the logistic model actually holds; and ,

that there 'is no, bias in
.
estimation.' These are strong assumptionsto

) .

.

". 'matte in applied setangs.(and in fact; the estimates of 'the slope will

be hiasedrip that the approximating variancei"should be seen elattet
:- %. ...

bound which would prObably not be achievedr-eyen by the regular method.
.

. .

.
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In relatioh to clOsroom testing, Unleds mi tideraA4 sample sizes are

used (say 100 or. more students) the latent trait perimeter estimates will

'be, fairly inaccurate4with:the degree of 'accuracy also depending on'the

actual parameter valuep). However, the problem of inaccuracy in estimating

the Classical indexes alsehxists (Beier, comparing'the fesults

of the present study to those of Baker (1965), it,aPpears' diet the estimates

of the latent trait parameters are probably no'less accurate than those

for the classigal indOes for small samples. Thus, if it ip desired to

i ' prpsent Item analyses to instructors,' no clear preference emerges for

' another comparison of the relative accuracy of estimation 'in the classical

and latent trait theories. The choice should be made on 'the amount and .
lf-

. .. .
/ , ,

.

quality of information eaEh.theory provides to the instructors.
..,
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Table 3. 'Variance an4/Ipproximating variance for the estimated (a )sparameter.. .
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Table 6. Mean squared error for the'estimated location (b g) parameter"
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Appendix

A method which provides an approximation tthe Rao-Crager lower

'bound for the variahces of and '8
g

(the item subscript; g, will.be
i . .

. .

omitted) were used.

)4.,..,

Berkson's (1953) description of-a proof for a szightly different.

parameterization of the logistic model was. followed. 'First, some results
.

B. ..

will be stated reihaini th;'loiistie dtgpibution which will bessed in
.

the derivation. 'As stated in the text, the distribution function for ,the
k

logistic distribution used here is: :

P(Di) = exp tltin .(91'- b)) /.11 4. exp 11.7a (Di b)j). *(1)

If both numerator and denodnator are divided by exp [1.7a (ai b) then,

Also,

P(ei) = fl + exp -1.7a (pi -1. (2)

I - P(eij = 1 - exp [1.7a ODi 101 / 11 + exp 11.78.(ei - b)))

1 + exp [I.7a (Di -'b)j exp (1.7a OD ; -'101

{1 ± exp [1.7a (ai b)))

. It + exp [1.7:01 OD -10))-1.

0
Pinallx, dividing (1) by ('3) we have,

p(oi) / 11 P(ei)) = exp. ( 1.741 (pi b)).

To find the approximating lower bound. to the variance, it is neces-

sary to examine the likelihood function. First, tht'likelihood function

'will be placed in a more convenient form.

'22

(3)

(4)

.
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Prom,the text,
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.

a- m .-
. t c- 4

L = E r
i
.1n P(0) + E (ni - ri) ln (1,-- P (0i)]

i=1 i=1

`m iD

E r ln P(0 ).'+ E n in (1 (0i)) E riln ti P (0i)).
i=1 i=1

Combining the first and thiid terms,

m - m
E ri-in (po ) / Li - P 0i))) -I- E n in (1 --P -(eimi _ i

. i=1. .1.'4

By substituting (3) and (4) -into the equation,

2-
= E r' ill {exp (1.7a (0i b))) + E ni ln exp (1.7a(01.:-b))1-1

-

m
1.7 E ri a(Oi

i=1
-

- b) - E n in (I + exp (1.7a (O., r..b))) (5)
i=1

.

-

To obtain the.lower bound for the- riance of 3, it is necessary to

find.the first and second parti4 derivatives' with respect to a. Taking

1.the fiXst.derivative we get,

3a
1.7 E r

i
(0 b) - 1.7 E n

i=1 i =1

By using result (2) and rearranging terms,

Oi - b) -Fexp ( 1.7a (pi- b)]] -1

exp (1.7a (Oi b)r.

4 I

, 1.7 E ri (0i - b) - 1.7 E .n (0
i

b) + exp (-1.7a(0i-b))) 1.

i=1 i=1. .

Taking the second partial derivative with respect to a,

,2
2J.ZI 1.7 E n

1

b) (-1) {1 + exp (-1.7a (0v.- 1;)i}-2
aa i=1

ni

' exp (-1,.7a (0i b)1. (-1.7)40i b).

*ss 7)2 n (0 - b)4 (14 exp j --1.7a (0i - b)1}-2

P.

23 exp (-1.7a(0i - b)).
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Note that,

{i. + exp "( -1.7a - b)))-2.:1xp (-1.7a (3 - b)1

t t.

M.

*-1 .

= (1 exp (-1.7a (01.
{1 + exp (71.7a - exp (1.7a lei b)1?

= {1 -kexp (-1.7a (10i b)j)71 {1 + exp (1.7a i -.61)-1..

Now, using (2) and (3) the above expression reduces tot..

r(©i) - P (eki)J.

Therefore, substituting back into,the'equation for a2L/aa2

a
2
L
1=

aa

-(1.7)2 ; n
i

OD - b
g
)2 NO ) P 5]

Define-wi = ni P(0i) (1 - P

...

Then,

Oh
2

-(1.7)2 E w )i - b
g
)
2

as i=1

.11

we have,

3
1

2 L)
and the approximate lower'bound jwhich is -1 / for

aa
2

estimating a is,

1

51
(1.7)

2
Z W b )2

i g

.
.

. To 'obtain the approximate lowbhgnefor
Ireib,

, .

O first and second partial derivatives of L with

of L in equation (5),

(6)';

the variance in,

(7)

b, it is necessary to find the

-respect to b. Using the form

co' ti

-1.7a 'E ri E n {1 ,exp (1.7a b) J } -1 exp (1.7a (Oi b)] (-1.7)a.

i=1 i=1

By rearranging terms and using results (1) and (2),

m m

91,
= -1.7a E r

i
+ 1.7a E n

i
(1 + exp4l-1.7a Q)

i
- b)1)

-1

i=1 i=1
.

re
24'

,
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Finding the second partial with respect to b,

32L
2

in 0 + 1.7a E ni (-1) O. 4+ exp
3b i=1

Rearranging terms,

21
3

b

L
2

(,2
E ni P(0i) P (0i)].

3

(4.7a (91.

By taking,fwi = ni fl P(Di)],

3
2
L 2 11

4' -(1.7a) E w,

313
2

i=1

b)] }
-2

exp (-1.7a b)]
7

(1.7a)

A

Then the approximate lower bound to the variance in estimating b is,

4r
soil.."

ra,

1

2 m
(1.7a) E w,

4t

1

25

0

4-


