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COMPARISON OF A BAYESIAN AND A LEAST SQUARES

METHOD OF EDUCATIONAL PREDICTION
Abstract

The prediction systems under discussion apply where the following
conditions obtain: Predictor data are given on the same scale, criterion
scores may be given on different scales, and it is necessary to pool data
even though criterjon ccale differences exist. Such a system may be
needed for minority group or graduate étudent ﬁrediction where the group
sizes are small. Least squares aﬁd Bayes methods are used in a cross-
validation study conducted for comparison purposes. Data for the study
were tzken from the files of the Validity Study Service of the College
Entrance Examination Board. A very limited amount of data were supplied
by a few American graduate schools. The Bayes method was better, but it
was found that both methods yield negative regression weights; when. the
absolute values of the weights were used, the methods were both improved
and yielded resuits which were very similar in terms of evaluative sta-

tistics computed in the cross sample.
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COMPARISON OF A BAYESIAN AND A LEAST SQUARES

METHOD OF EDUCATTONAL PREDICTIONl

Introduction

Very often the evaluation of the effectiveness of test scores for pre-
diction is infeasible because those interested in such evaluation are unable
to assemble a group of examinees for whom comparable criterion scores are
available. 1In some population segments, such as minority groups, graduate
students, and possibly various occupational groups, one often cannot find
enough people at a single place where an acceptable criterion éxists to con-
duct a statistical study of the predictive validity of selection instruments,
or at least a stucdy in whose results one can have confidence. It is more
common to find small groups from the population of interest interspersed
through a variety of locations, performing gasks that seem reasonably
similar, Evaluation of the performances is made with reference to the group
at a location but without reference to performances‘outside of that group.
Thus, the groups may differ from each other in terms of average performance
or in the variation in performance, Eut these differences may not be infera-
ble from the corresponding statistics calculated using quantitative evalua-
tions of performances made at each location. This type of problem was
encountercd in a study of the use of the Prueba de Aptitud Academica (PAA)
in predicting the success of Spanish-speaking students in American universi-~
ties (Gannon, Oppenheim, & Wohlhucter, 1966). 1In that study, efforts to
accumulate usable data from six locations that apparently promised a reason-
able supply of Spanish-speaking students yielded Spanish-speaking U.S.
citizens in group sizes of 72, 8, ?nd 15, and noncitizens in group sizes

of 22, 23, 6, 27, and 32. Because of such low numbers of available cases,
:
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one would usually abort o study in which only separate validicy stuaievs at

each lecation were contemplated, In a later attempt to vepeat the study by
Gannon ot al., Sorlson (1967) hod to deal with sroap -izes as Tow as nine,

similar problems were encountered in the Jdevelopnent of the Comparative
Cuidonce and Placement (CGP) batrery of the College Butrance Examination
Board (CEEB), which is a batterv of psvchelopical tests intended fer guidance
and placement use in American junior colleres. One research problem in ihe
dovelopment of this battery was to choose n oset of tests that wonld be valid
for prodicting success in cach of o number of curricula. Although anv one
junior collese would have a freshman class large enough to use in conducting
a studv, that class, when broken down by curricula, would become highly
fractionated. Restrictions in class size were also necessary in order to
accommodate institutions with limited testing facilities or with other
problems in producing data. In this research (Fdvucational Testing Service,
1963), the median of the average class sizes for tne curricula was 69, but
these average class sizes ranged down to 23 and 36, with an administratively
enforced lower bound of 20. In a later reconstitution of the curricula
groups these problems were alleviated somewhat, though for some new curric-
ula groups it was necessary to use data from schools which could supply as
fow as 25 cases.

The problem of few cases at many locations arises also in research on
black students., Cleary (1968) and subsequently Temp (1971) have encountered
this problem in conrnection with the study of the validity of the Scholastic
Aptitude Test when used for blacks and whites at racially integrated schools.
The stﬁdy was undertaken, in part, to determine whether one should use the

same prediction system for forecasting grade point averapes for blacks as for

Ay
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whites, or, in effect, whether the two regression lines are the same. To
conduct the study, Cleary located schools with sufficient numbers of rases
$o that a school-by-school approach cculd b used; Temp's study followed
the Cleary approach, In the opinion of the author, the Cleary approach is
an excellent one, but whether it leads to results that are applicable to
mest schools, or perhaps to most blacks is open to question. 'f a study is
limited to schools which enroll many blacks, then one has not observed
schocls where there are few blacks, and in other phenomena of racial mixture
the nature of outcomes to be observed.may depend on rhat mixture. A study
of a large number of schools with few blacks remains of interest.

The problem of locating minority groups becomes even more difficult at
a more selective level of education. In an as yet unpublished report,
Schrader and Pitcher (1972) compared the regression functions for blacks
and whites in American law schools. Of the five schools from which suffi-
cient data were available for this study, one had data for only 44 blacks
and the cther for only 31; these cases were accumulated cnly by combining
data across three and two vears, respectively. 1In another unpublished
Study, the author (Boldt, 1971) reported a study of the validity of the
Admissions Test fo: Graduate Schools of Business in which the group sizes

od from 7, 10, and 12 up to 31. In thie latter study, a large number
of schools had been approached for data, and six thought they had sizable
groups. VWhen it came to producing usable cases, however, the very small
groups listed above were 'all that were forthcoming.

Even without the complication of locating minority group students,
the problem of conducting validity research on gpraduate education has been

long exacerbated by a dearth of usable data. Summarizing attempts to do
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validity work from 195] 1967 on the Graduate Record Uxaminations (GRED,
Lannholm (1968) reportved 22 studies in which perfeormance prediction research
was done and the sample sizes by department are given, In these studies the
comhination of datn by dinstivution was acolded ) Dot wirthin o department i

wias sometimes necessarvy to accumulate data over several vears., The average
group size per department in these studies was 51, the smallest being 7 and
the larcest being 185. Re far the largest of these groups were from the
education area, the group of 185 being in sccondary education, an area where
the course work and majors are not interchangeable because different academic
dareas are involved, Indeed, as far as numbers of people are concerned,
education is in a favorable position since graduate work is required for
promotion or certification in manv areas. But education also has many
specialties with different requirements and very different course work, It

is suspected that pooling people for a study because they are all in an
education department may not be appropriate anq, in any case, education
departments are not representative of the rest of the graduate world. If the
nine studies reported by Lannholm (1968) which deal with education departments
are removed, the average size of the remaining group is 37 per department, the
smallest still being 7 and the largest being 96. In 10 of these departments,
50 »r fewer cases are involved.

Lannholm, Marco, & Schrader (1968), being aware of the sample size
problgm, attempted to nccumulate graduate school data by inviting 32 Jdepart-
ments in 15 different universities to participate in their research. As a
result, data were received from 21 departments of 10 universities, with
sample sizes ranging from 8 to 116. The average size of the groups by
department was 45 even though these authors made a good attempt to get

better and more numerous data than had been made by other authors.



Lannboeln continued hi shronoloey o walidity studies with his 1970
summary of CRE validity studies fronm lth_tu 70, In these stadics the
education departoents continued to provide sirable oronps of cases, cieldine
an o average or 1o cases; though gyroup siczes as low as 12 and 7 Were reported,
In departments other than cducation, the averace number of cases reported was
03 with a range from 5 to 147-=it should b mentioned that one of the schools
with a pgroup size of 137 had aceumulated its data over a period of 11 vears,

Clearlv, heroic measures arc needed to produce a4 stude,

Central Prediction Approaches

Even though the problems of the availhilite of comprrabie data re well
known to researchers in the social sciences, the commonly available regres-
sion models contain no provisiqn for inclusion of sets ol criterion data that
do not lie on the same scale. In addition, there are problems where sets of

predictor data mav net lie on tle same scale. For example, the grade point

b,

average at one undergraduate institutibn may not be comparable to that from
another sending institution for predicting performance at the graduate level.
croom and Perers (1961) were among the ecarlv resea chers to investigate the
problerm of grade adjustment with very sienificant resalts, thoueh results have
not held np in later studies.  Tucker (1963) has mentioned certain technicai
problems that might account for this and developed 5 number of formal models
for central prediction. These models were developed in the centext of pre-
diction ar ;hv underpraduate level using empirically adjusted high schoaol
srade point averages as well as empirically developed adjustments for the
srade scales of the receiving-colleges. Tucker's models are least S.g.nres

medeis, whereas these discussoed by Potthoff (1964) in a paper sponsored by

the Hducational Testing Service (ETS) are models using maximum likelihood
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estimation under the commonly made assumptions of joint normality. Bashaw
(1965a, 1965h) nhas reported central prediction meldels that are formally
identical to that of Tucker, though with a somewhat differen: computational
scheme. Linn (1966) in surveying rescarch on grade adjustment in the sending
institutions has supplied a more detailed discussion of these problems and
models,

Tucker's paper includes a prediction model which is responsive to an
cven more weneral fermulation of the problem of prediction in allowing, in
addition to adjustments to grades from the sending and receiving institutions,
for differcences in the tvpes of institutions involved, e.g., an engineering
school as opposed to an institution concerned primarily with liberal arts.
The research problem to which the present paper is addressed is quite a bit
more determined than the problem to which Tucker's predictive model is
addressed because onlv one kind of sending institution will be studied in a
particular solution and no adjustment of prades from sending institutions
will be contemplated. Nevertheless, the least squares approach applied here
is in the spirit of Tucker's predictive model where the residuals whose
squiared sum is minimized contain no adjustment on the criterion. This is
opposed to Patthaff's maximum likelihood solution which determines a trans-
formation on the criterion scores; i.e., the prades at the receiving institu-~
tions. The least squares =zolution used in the present paper is described in
Appendix A and was originally developed by the author for uvse in the Gannon

ot al. (1966) studv and was subsequently used by Carlson (1967) and in the

development of the CGP battery (ETS, 1968). Appendix B contains a least

squares solntion that adjusts the criterion =cores and, although it is not
4¢ desirable from o prediction point of view for that reason, it has ceitain
computational advantages that would be usceful in test selection procedures.

'~

(9
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Bavesian Approach

The approach taken by some of the researchers in central prediction is
fte  etain an assumption of structure similar te the linear form used in
multiple regression but to allow additional linear adjustments that
account for the socurce of the particular Jata set. Thus, the large body of

data is summarized in relatively few pairameters, though more than would be

iol

required by a single regression model and less than would be used by the
fitting of a whole set of individual constants to every data set. But the
previously discussad central prediction procecures have no way to take
advantage of partial, or vague, informarion available prior to the estima-
tion study. For example, if one were to estimate the regression of college
grades on ACE scores, one could examire results from a variety of studies that
would indicate something about the likely range of the coefficients to be
found. Reasonable ranges for the means and variances could be set up as
well as for the correlation coefficients. Surely, such a study would not
be the first of its kind with entirely new knowledge being made available,
but it would be at least a partial affirmation of existing knowledge though
applied in a slightly new context. Where several schools are involved, one
would want to {ncorporaFe the notion that they are more or less similar.
One would certainly not want to proceed under the assumption that all schools
are uniquely different, conceivably, and that no prior information is in
. 2

gexistence,

Being awarce of these problems through discussion with M. R. Novick,
Lindley has developed a Bayesian approach to the type of probleﬁ of interest
in the current studv. Indeed, a series of Educational Testing Service

Research Bulletins (Jackson, Novick, & Thayer, 1970; Lindley, 1969a, 1969b,



, 19798) thave Jdocunented the Jdevelopment and discussed applications of

the Bavesian approach to probhlems in educational prediction and puidance.
Lindlev's approach has the incorporation of vague prior information, allows
nees in reeressien eruations, and produces a method of
proper balancing of sparse local data against data from the entire set of
schools under studv. The estimation procedures use a likelihcod function
weighted by a prior distribution, hence are more similar to Potthoff's (1964)
methods than to least squares. Compared to that of Po:ithoff, Lindlev’s
method would clearly seem to be the method of cheice, since it employs a
predictive model In the sense of Tucker and because it incorporates the
desirable Bavesian features mentioned above.

Lindley's model (1970a, 1970b) incorporates the following: the like-
lihood is characterized bv grades and predicted grades for which linear
regression holde and whose discrepancies are normally and independently
distributed; coefficients of linear regression have independent priors
across colleges but within colleges have joint normal priors which are, for
a college, characterized by a vector of means and a dispersion matrix which
is exchangeable with the veccors of means and dispersion matrices of other
colleges; the priors for the exchangeable vectors of means and dispersion
matrices are uniform and Wishart, ‘respectively, in form; tiue dispersion
parameters fror the likehood are exchangeable and have independent inverse
chi-square priors whose central tendency parameter has a prior which is chi-

square in form.

Need for Comparative Experiment

The 'ist of assumptions above is rather lony and parts of it mav be unten-

ablr:  the normalitv of errors of (b) is e¢learlv incorrect because all of the
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variebles are bounded, because, cven 11 college erades were normally distrib-
uted, the test scores are not; and because the homasc;dasticity implied by the
independence assumption is incorreet. Furthe rmore ) the assumpntion of mnifors
distribution on the means of (¢) is auite unreascnable considering the rather
narrow range that can be involved. In fact one could probably reject any
assumption cne could test, given enough data, and vet it is not proposed to
ahandon the approach. Rather, the assumptions, topether with the estimation
procedure can be used for data for a back sample, and the prediction system
can be tested in oa cross sample as is often done to observe the effects of
shrink due to capitalizacion on chance in the back sample. ‘f one system
works better than another, it is hetter even if arrived at throush some
questionable assumprions.

Novick, Jacison, Thayer, &  ,le (1972) conducted such ar experiment
using data from the Basic Research Service of the American College Testing
(ACT) Program. Their comparison of the Bayes prediction system was made
with reference to the standard least squares procedure where estimates are
made ac each location and independently from the others. 1In this study, 22
scheols were chosen, and data from cach provided a back and a cross sample.
The back sample, which was used to develop regression parameters, was
collected in 1968; the crosg sample, used to evaluate the prediction system,
was collected in 1969 from the same schools.  The back sample sizes averaped
246, with a high of 739 and a1 low of 113; these sizes are considerably in
excess of the troublesome enes with which one often deals, and one might
expect that shrink c¢ffects usually observed in the cross sample would be at
a minimum.  in fact, the drop in validity averaged over schools is very small,

going from .51 to .47. This suprests that capitalization on chance is not a
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verv potent factor and leads one to expect that the use of prior information
i . s _ N
af forded in the Ravesian system would not be crucial,

To compare the Bayesian and least squares results, Novick et al. (1972)

¥,

uged four indices. Fach of these indices usés a predicted score.and an

actual score. The predicted score uses a prediction function whose parameters

are computed in a back sample and whose argumen%f are the four variables of

/

the American College Test: there is a different set of parameters  for each
school, and Ncvick et al. (1972)_présentod the four indices for each college.

\ .
Tha indices were (a) the familiar fean square error (MSE), which is the
- ' - - /

- ¢ S

L S A \\ . \ .
average of the squared differences between the predicted grade and the

. Cy : . .
observed grade, (b) ‘the average absolute error (AE), which is the average

of the absolute values of the difference batween rhe predicted grade and
the observed grade; (¢) the zero-one loss (70L), which is the average of a

variable that is zero if the prediction is within half a standard deviation
of the actual grade on the observed grade scale and one otherwise; and

- ) o
(d) the correlation between the observed ssgzés and the ‘predicted scores

~

(COR). =~ The averages\wQ;e of the indices, giving least squares results first

-~

and Bayes second, (a) .56 and .55 for MSE, (b) .58 and .58 for AE, (c) .56

s ——\ N
and .56 for ZOL, and (dQ .47 and .48 for ?OR. Although the sample sizes
- -
‘are not glven for the 197 samples, the a&thor seriously doubts that they
LT ; u . ~ AN

-

~ / N

. . AN .
are large enough to detect signifiggg;e for the small differences shown;

if they are different, the difference is certainly not of mich practical

interest,

—

S
Tn smaller samples, the effects of capitalization on chance are more

\,
N\

N s
marked, and one would expect to observe an ¢.aancement of the value of the
5 Vi . . .
i o ~ \
2

Bayes approach over that of the usual regression approach in small samples.

1 \, B .
ERIC \ ; .

Aruitoxt provided by Eic:



O

ERIC

Aruitoxt provided by Eic:

-] 1-

To observe whether such might be the case, Novick et al. (1972) drew a 25%
random sample of the 1968 data for use as a back sample and crossed the
results into the 1969 data. The aQeyage values of the resulting goodness of
i
fit indices are as follows, giving the least squares results first and the
Bayesian results second: (a) .62 and .56 for MSE, (b) .61 and .59 for AE,
(c) .59 and .56 for ZGL, and (d) 142 and .47 for COR. A further advantage
of the Bayes approach was that it did ﬁot yield negative regression coeffi-~
cients as did the ieast squares method; except in special cases oné does not
usually accept negative coefficients in a system in this context. The aver-
age back sample size was 61, with a range from 26 to 184, which is not as
small as sometimes occurs but is small enough to indicate some supériority
of the Bayesian method to which the indices above testify.l'Novick et al.

(1972) point out that relatively more gain would be made with even smaller

divisions, such as splitting the college groups by sex.
{

Ty
P

S/
Least Squares vs, Bayes

Althoigh the Bayes approach due to Lindlev appears ppromisirg in the
work of Novick et al, (1972} as described above, the question can be raised
-— \ .

as to whether the superiority of the svstem as compared to the least squares
R \

-V

! )
system is b¢cause Bayes is better than least squares or whether a poor

N

least squares approach was used. Most researchers would not use i standard
Voo . . . . 5, o - :
rengfSLOH in a situation like that of the 25% ACT sample. Tndeed, Novick

and Jdckson (1974), using (probably different but) exchangeable regression
L}
i

coefficients across schools, but with different intercepts at eaeh school

~

recently reported that the mean squive error in a cross sample approached

that of the Bavesian method. In Gannon et al, (1966), Carlson (1967), the

N

CGP battery (1968), and Boldt (1971), the lezst squares method of Appendix A
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was used in order to get over the problem of the small number of cases at
each location. 1In this method, the number of paramcters to be fitted is

.
equal to the nurber of predictors less one, plus twice the number of schools;
with a large number of schools the relative weivghts for the predictors
would be greatly overdetermined, and one would expect the system to be quite
stable with few cases per school. Since a least squares approach which
features more overdetermination would be more appreopriate and would seemingly

be competitive with the Bayes approach, a studv comparing the two was under-

taken.

Sample

In spite of the researcher's ineluctable confrontation with the sample
size problem when attempting research at the graduate school level, it was
hoped that the present studv could be accomplished usirg data from that
source. The letter in Appendix C on GRE Board letterhead was sent to the
graduate deans of 95 American gradiate schools. The appropriate second
page was included, depending on whether the school would be asked to contrib-
ute data on psychology or economics graduate students, or on both. Eighty~
one departments of stchology and 54 departments‘of economics were approached;
these departments were listed by Lannholm (1967) as requiring the GRE apti-
tude examinations as well as the advanced examination in the field of
specialization. Enclosed with the letters to the deans were copies of the
GRE Validity Study Questionnaire and letters to the appropriate department
chairmen. These approaches were made in November 19705 four months later a
follow-up letter, i sccond copv of the questionnaire, and a copy of the
original letter to the department chairmen were sent to each nonresponding

department chairman. These solicitations emphasized intended convenience in

o



—13-—

supplying data and solution to the common problems faced in doing research
at the graduate level. I'm particular, the departments were urged to respond
even though they might have few cases to supply. Fifty-seven or 70% of the
psychology departments and 36 or 67% of the cconomics departments eventually
replied. Of thosce who responded, 32 psychology departments and 15 economics

departments either indicated an unwillingness or refusal to participate or

Y

stated that they would not be able to provide uséTul‘data. Reasons included
the fact that no data were available for Ph.D.'s, that no graduate grades
would be made available because of confidentiality, that GRE score require-
ments were not actually enforced and were available on only a few people,
and that no advanced test scores would be available. Also, five economics
and nine psvchology departments indicated that to search the graduate files
would work a hardship on their clerical staff. Two cconomics and five psychol-
ogy departments gave boih kinds of reasons of the total yho responded, 25
psycholegy departments end 21 economics departments were usable in the study.
0f these, 16 of the psvchology departments and eight of the economics
departments actually computed routinely a graduate grade point average.

The eight largest of thé 16 psychology departments were contacted.
Based on response to the GRE Validity Study Questionmnaire, data for approxi-

|

mately 60 Ph.D,'s and 6C master's graduatéé\should have been received, rang-~

ing from 40 to 80 for the Ph.D.'s, and from 15 to 105 for the master's. Of
these, only four supplied any usable data on students for whom grade point

averages were also supplied, and these gave 4, 21, 8, and 7 cases at the

)

Phoh. tevel and 35, 30, 60, and 17 at the master's level. These four schools
also supplied data for 31, 7, 24, and 4 students who got both the master's

and the Ph.B, degrees.  One school provided data for two doctoral candidatesy

orie school ran into difficulties when it came to actually accomplishing the

i

-4 o
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clerical work, and at the last school it proved impossible to call - get a
return call from the appropriate contact.

Three of the largest economics departments were contacted based on
responses to the GRE Validity Studyv Questicnnaire data for approximately
45, 40, and 30 Ph.D.'s and 75, 70, and 60 master's candidates.~ Actug%ly,
no data were received; one school would not respond to telephone calls, one
required financial support for the clerical work, and one reported it was
"plodding.,"

, .

Clearly, if the GRE data were to stand on their own, the project was
in troubie; the remaining schools that provided graduate grade ~oint averages
had only a few candidates and with similar attrition would not be helpful,

—
and the schools for whom transcript analysis would be requirez_were also

schools for whom few returns _ould be forecasted, If the present study had
been one with the main emnhasis on the validity of the GRE, one would have

seriously considered a course of action in which a large number of graduate
schools with only a few students would be solicited for data; in doing s0,
one would be in.the kind of situatinsn for which tﬁe models under discussfgn

are designed. Sincu .he point of the present project is methodological. a

better source of data Y  .equired.

Analysis of VSS Data

The files of the CEEB Valiaity Study Service /VSS) were examined to
find data in which colleges had, on two successive occasions, participated
in a validity study using compavable groups on both occasions. Data for
12 such colleges were obtained, with data for both males and females. The

back sample consisted of 25 cases pulled at random (Tausworthe, 1965;

Whittlesey, 1968) from data collected in the first year of participation by
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the colleges in the VSS. Since there were samples for males and females for
all but two schools) the randomization was done using a list of males sepa—~
rately, a list of females séﬁarately, and then a merged list with no control
on the composition by sex., Two of the schools provided data for females only;
hence, the back sample for the analysis of "combined" data consists of an
independent random sample from the same group used in the analysis for
female cases. The average cross sample sizes are 134, 173, and 285, with
lows of 48, 74, and 74, and highs of 204, 353, and 555.for theé male, female,
and combined groups respectively. The low for the female group is equal to
the low for the combined group because the sample with 74 cases was not part
of the male group, but wasltaken from one of the two colleges fér which no
data for maleswere available. Tables 1, 2, and 3 contain summary statistiés
for the schools involved for males, females, and combined groups, respectively.

As with the study of Novick et al. (1972), this analysis is concerned
with the relations betweer a predicted grade calculated using a predicticn
function whose parameters are developed in the Egck samp}e and whose argu-
ments are the test scores (V and M) and a grade point average (UR) observed
in the cross sample.  For ecach studert in the cross sample, there is a pre-
dicted and an observed grade point average, The correlation between these
is COR, and the difference between these is called the "residual." These
residuals are used to compute AE and 70L, as defined earlier. In ddditibn,
an average residual (AR), the.variance of the residuals (VR), d the low
and high residuals will be reported. All of these indices o% goodness of
fit of the prediction systems will bq(reported by school for both the

Bayesian and teas: squares svetems as applied to the data of males females,
R . (N b

and the combind group. Thev will also be presented for various combinations
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of the Scholastic Aptitude Test Verbal (V) and Mathematics (M) and the high
school record (H). No adjustment of the H is included in the models con-
sidered.

Tables 4, 5, and 6 show the results for the index COR for males,

females, and the combined gample. Notice that in these tables the Bayes and

least squares predictions are about equallv good with the exception of the

O

negarive entries, For these entries, the vagaries of the back sample are

such that a negative multiplicative constant is needed to put the predictions

on the grade point scale for the particular college because the predictions
correlate negatively with the grade point average.. For example, at collége G
the V scores of the males correlated —-,01; therefore, the sign of that.pre-
dictor will be reversed, But even if the back sample results indicate it,
one ddes not accept that the correlation of.V with grade point average is
negative at this college or probably at any other unless the grade point
scale is inverted; in practice, the negative weight would simply nct be used
on a priori erounds. The author is awar. 1 this sort of reversal, ha..ng
encountered it in the data for black students at the graduate schools of
business (Boldt, 1971), and feels that, where such sign reversals are found,
é reasonéble‘practice to adopt would be one in which the ahsolute value of
the multiplicative constant developed in the back sample is used in the cross
éample together with an additive constant whigh is adjusted (as described in
Appendix A) to account for the change in sign of the multiplicative constant.
The additive constant wculd not affect Tables 4, 5, and 6 since the correla-
tion coefficient is invariant qugzuan additive transformation, but the sign
would be reversed and one can see that, with the sign reversal the Bayesian

and least squares svstems are about equally good. The author wants to stress

that this change in the sign was not a change suggested by the data but was

1.
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intended for use prior to the collection of any data in connection with
this study. A further consideration of the sign change appears in the
Discussion and Conclusion section of this Bulletin,

Tables 7, 8, and 9 contain the average values of the residuals (AR)
found in the cross samples, Though the entries where the negative multi-
plicative constant occurred are footnoted in these tables, the Qalues
entered are calculated with the adjustments referred to in the paragraph
above. Examination of Tables 7, 8, and 9 reveals a slightly larger number
of cells in which the average residual from the Bayes system .3 smaller
than the average residual from the least squareé system, These errors are
not trivial in all cases and arc highly responsive to fluctuations in the
additive constant, a matter which will be referred to later.

As in Talsl 7.0 = Lnd 9, Tables 10 through 18 contain entries which
are corrected for the negative correlations of predictor sets with the
¢riterion in the back sample.  However, Tables 10, 11, and 12 contain as
entries the variances of the residuais, VR. Like the data in Tables 7, 8,
and 9, the advantage seems to be slightly to the Bayes system in terms of
the frequency of cells in which the VR is smaller for Bayes than for léast
squares. On examination it can be seen that cells which are footnoged c
are not necessarily the ones in which the least squares system fits less
well than the Bayes; the use of the absolute value of the multiplicative
constant seems to have been reasonably successful., It should be noted that
the index VR does not provide information about the additive part of the
transformation that puts the predictions on the college scale, since VR is

invariant under linear transformation of the variables.
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Tables 13, 14, and 15 contain the values of Z00L, and Tabies 16, 17, and
18 contain values of Ab. No particular ;1«1\’;111[;1;;1_3 for the Baves svstem is
observed using the ZOL measure,

Tables 19, 20, and 21 contain the parameters of the Bayes and least
squares solutions. Note that in contrast to the studv by Nevick et al.,
some of the regression coefficients are negative in the Bayes svstem, Table
22 contains validities of the predictions using the Bayes solutions shown in
Tables 19 through 21, as well as‘the average Baves weights and the least
squares weiéhts. Table 22 also contains the validities that would be
obtained if the Baves sclution were obtained merely by reversing the sign
where the weights are negative. Note that a solution with positive weights
is better than one with negative weights cven for a cross sample on the same
school from which the negative back sample weights were derived. This
reversal of weights is treated further irn the Discussion and Conclusions

section of this bulletin,

Analysis of GRE Data

Despite the scarcity of data from the graduate schools, a back sample
analysis of the data was conducted. 1In interpreting the results of this
analysis, the reader should keep in mind that the returns are highly selec-~
tive in the sense that the ability to supply data for the study classifies
the participating institutions as atyvpical. Data were received from four
schools and cases are identified as receiving a doctorate or as terminating
with a master's degree, allowing eight classifications of students. Table 23
contains descriptive data by school for these groupsvand for the combined
educational groups. Prediction analyses were conducted for each school using/
all eight classifications (Combined 8), the terminal master's onlyv (Master's),

(/.
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the doctorate only (Doctorate), and the school, ignoring the degree received
(Combined 4). Validity coefficients for these groups are presented for vari-
ous combinations of system predictors in Table 24. These system coefficients
squared give the percent of variance accounted for over and above the group
means by the predictors. The computation of the coeffiéients for the least
squares system is described in Appendix A, equation (1l1), and for the
Bayesian system the system coefficients are calculated by cowbining correla-
tions of weighted sums, the weights being the regression parameters esti-
mated using the Bayes approach. Examination of Table 24 shows that the
highest system ValidiLy'Coefficients are those in which the most parameters
are fitted. For example, parameters are added as predictors, and one may
note from Table 24 that the coefficients increase as one moves down the table.
Also, the Bayesian gsystem fits more parameters than does the least squares,
especially as predictors are added. One may also note that the discrepancy
between the least squares validities and the Bayesian validities increases

as predictors are added; as each predictor is added, one parameter is added
to thg least squares system, hut to the Bavesian system &s many parameters
are added as there are schools (four in this case). Thereiore, the trends
noted in Table 24 may be the results of capitalization on chaace, rather than
reflections of reliable trends in the data. As a check, Table 25, which
gives system validity coefficients in the back sample of CEEB Validity Study .
Service data, is offered for comparison with Tables 4, 5, and 6. It can be
seen that the least squares and Bayesian coefficients are about the came for
larger numbers of predictors. Bayesian coefficients are smaller‘for the
single predictor case (the single predictor case involves more coenstraint for

Bayes than for least squareg).3 In Table 25 the validity of the VMH composite

/

d
~
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{s about that of 1 alone, and in Tables 4, 5. endl o the school coefficients are
about the same as in Table 25, Similarly in Table 24 rhe least squares vaiild-
ity of VQPU is about that of U alone: thus, it a similarity with CEEbB Validity

Study Service data holds, one mav expect svstem cross-validities of about .3
to .35 using the least squares predictors. An important question about the
data in Table 24 is whether the large validity coefficients for the four
predictor Baves systems would hold up under cross—validation. It is the
author's impression that they would not since the Bayesian system is adding

only about 18 correlation points for an iacrease of almost 12 parameters.

It is, of course, a matter for additienal study whether the Bayesian system

produces results that would stand‘ﬁppﬁith such a paucity of data, but in the
author's opinion it would be extremely optimistic to accept the validities
in the range of .5 from the bottom line of Table 24. Tt may be reasonable
to expect, however, validities in the mid-thirties, provided the undergradu-
ate average is included.

A further reason to question the validity of the regression composites
in a cross sample comes from examination of the regression coefficients. In
the Bayesian solution for the Combined 8 groupings, only for U alone and for
Q and U together were the regression coefficients positive for all schools.
For the doctorate groups, the regression coefficients were positive for all
schools only when U was used alone. For the combined grouping, regression
coefficients were all positive only when using P or U alone, Q‘and U together,
and P and U together. This means that, for all other combinations of varia-
bles, one would be using negative regression weights in a new sample, and
these combinations include, f{or example, the four variable predictor set that

yielded the back sample system coefficient of .52 in Table 24. The author
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does net aceept the conclusion that negative coefficients are correct for

other samples but considers them an accident of these data.

Discussion and Conclusions

Problems in data collection have been discussed in some detail, where
only a few cases are available with criterion data on a common scale, or at
least on a scale which is known to be common. Minority group research is
#iven as an example of a situation in which such problems arise, and the
problems increase when graduate student populations are involved. The dif-
ficulties encountered in this study definitely make it clear that improving
tﬁé state of knowledge in these very important areas will require the
cooperation and effort and even some trouble on the paft of many institutions
that could provide data. To gain the cooperation of institutions probably
requires convincing them that the solution of the problem to which the study
is addressed is one in which theyv have an interest, Unfortunately, since
the methodoloey under studv is one designed to deal with small samples at
many places, the sample size itself may preclude the development of a per-
ception by the parent institution that the group for which the data are
collected constitute in themselves a cause for concern, or a reason to take
the trouble. It is hoped that some effective approachAto the data collection
problem will be found in the context of graduate education.

The present st:dy asks whether the Bayesian svstem and estimation
procedures, used by Novick et al. (1972), would prove superior to the least
squares system used here (Appendix A) which, in contrast to the usual regres—
jion system, allows ponling of data across colleges., It was found that, if
negative multiplicative parameters are developed using the least squares
system are converted to positive and if the additive constants are adjusted

4
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accordinyly, the lTeast squares avaten and the Baves sveten are about equally
sood in a cross—validation <tudy ot prediction of first—=vear college wrades.
Five indices were used to indicate the it of the prediction in the cross
sample:  <the validity (COR), the average residual (AR), the variance of the
residuals (VR}, the zero-one loss (ZOL), and the average error (ABR), The
difference between estimation methods produced verv little variation in these
figures of merit.

The least squares estimates were subjected to sign reversals where
negative multiplicative parameters occurred (the entries where this happened
;}e noted in Tables 4, 5 and 6). Cleariy, had the reversal in sign not
occurred, the values of COR would have been negative~-prediction would have
been bacrward. Other indices of fit in the back sample with the exception
of AR would have suffered as well., But in the tables the Bayes and least
squares results appear to be about equally as good. Therefore, before the
sign chanpge Baves was better,

Realizing that the treatment of tiie two methods had not been entirely
symmetric, the author examined the Bayesian regression coefficients to see
if some of them were nepative and might be changed.  Some were indeed found,
their signs reversed, and the results of that reversal are presented in
Table'22. It can be seen rthat reversal of the negative signs in the Bayes
formulae improved the Bayes predictions, also, as the author expected,
Symmetric treatment, treatment which leaves the sipns alone in both svstems
or treatment which changes the signs in both systems, seems to leave the
Bayes system with a slight advantage.

Readers will undoubtedly differ on whether the sign changes are

acceptable. The author justifies tlem on several prounds. First, experience



stous that when aptitode and srades ave ased to predict tater grades, the
regression weipghts are overwhelminglv positive vhen samples are adequate.
Second, the back samples are small,  Third,] the changes were possible without
post hoc.reliance on cross sample criterion data. » yecessary characteristic
of any acceptable estimation procedure. Fourth, positive weights make better
policy sense.  These points are amplified below.

The least squares system used here is particularly prone to sign change
errors by college as examination of Appendix A reveals. There it can be
seen that the prediction formula is of the form Az + B Qhere z 1is a
linear function of the predictors; the parameters of =z do not depend on
the particular college. Thercfore, the coefficients of Az + B are
estimated by the formuia for regression of grades on 2z at
narticular collewes, These weights are based on onlv 25 cases so if
cne obtains a negative multiplicative constant for one college and if one
must recommend a prediction formula for that college, one has to believe
that aptitudes and prades predict backwards at that college to recommend
the use of the nepgative value (in the present data all thg scales are
arranged so that '"good" grade point averages are large ones). Therefore,
in substantive terms a negative value for A means that increasing Verbal,
Math, and undergraduate, grade point average implies decreasing grade point

/

averages. The author/heclincs to accept that the colleges here are that
strange; therefore the sign reversal or a zero weight is indicated. Zero
micght be considered as a solution because one might think that a negative
weight estimates 2 zero; the zero might also be accepted as the estimate for
a least squares objective function like that of Aépcndix A but with the

explicit constraint that multiplicative weights must be nonnesative; but iy
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oliel studles the predictors aned here vield positive correlations with vollege
srades with overshelning frequency and the use of a multiplicativc weight of
zero wvould limit one to cross validities of zero——one knows one can do better.
Accepting that positive yclghts arce needed, what should their magnitude
be?  Tutuition savs that the variance of the predictions should probab;y be
somewhat less than that of the criterion: as a hasis for producjng that
variance one might assume that the correlation coefficient was about right
in size but wrorz in sign. If so, the weight should be reversed in sign-ag
was done with the results here. But other solutions in the form of other.
least squares objective functions were sought; only one appeared worth
checking empirically, 1In this alternative least squares method the. quantity

. : /
w for a college was taken as proportional to the inverse of the multiplica-

tive constant for that college thus ensuring the existehce of a relat{;é,
minimum for the objective function in the region where the multiplicativey
constants for the colleges are all positive. Tn this case the estimator of
the multinlicarive constant for a college turns out to be the ratio of th@\

standard deviation 0% the grades at the coliege to the standard de&iation of
the . z's at the college; the estimator eguates the variance of the pre-
dictions to that of the criterion. As one might expect from the intuition
mentioned above, this estimate does not work as well as the simple sign
change that was actually used. Results obtained using the ratio of the
standard deviations were not tabled since tﬁe estimate is of no fgfther
;nterest.

The discussion above deals with the least squares estimates. Baves

'weighté were also reversed to attain a symmetry of treatment of the two,

methods, since in the author's judgment jositive weights would improve

i
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rrediction, in part because the overvhelming body of evidonce indicates
that such weights should be*positive. The other part of the reason for
rejecting negarive weights can be appreciated if one supposes that a nepa-
tive weight for math was obtained at a college, and that that weight was
incorporated Lnto the admissions policy. Then one would almost certainly
encounter a candidate whose grades and verbal scores were good but whose
math was so hWigh it offset his grades and verbal ability and led to his
rejection. To explain to the parents and other institutional officials
that the high math score makes him losce the admissions race would seem to
the author to be exceedingly difficulr, Especially would this be so where
the © ~ights arise from iimited quantities of data for the college, a situa-
tion for which the current methods are intended. For political reasons one
would want to be absolutely sure that the negative weight is correct, and
this certainty would be needed in a situation where the great bulk of evi-
dence suppests that the weiohts are positive and that the negative weichts
are a product of instability due to the limdted sample size., The author's
judgment was that the noepative weiehts are probably not right, and that
prediction would be improved i1 the signs wvere reversed,  That proved to be
the case,

The sign reversals used in the present study could be applied in pre-

diction contexts less familiar than that of educational prediction where

such well=known variabtes as V, M, © | are used. If one were using the

Aleast squares method, one would merely reverse the signs of the few schools
N b

which scemed to work backwards from the rest. If one were using the Baves

method, one would reverse the sipn of the predictors where only a few dif-

fered in sign from the others, [(n cither case, 1f more than only a few
s
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parameters showed ditference in sign, one might suspect that instritutions
are being grouped which sghould not be. Where such sign reversals are done
in the least sduares system, the additive constant is determined by choosing
a value so that the average back sample residual for a achool is zero. This
change is rather simple, but the change in additive constant for the Baves
model is more complicated and has vet to be worked out.

It is interesting to note that the arbitrarv sign changes are much in
agreement with that part of the philosophy of Bayesians which says that prior
knowledge should reascenably he 2xpected to influence the inferences one makes
from sets of data. 1In this casc one would prefer, of course, that the Bayes
system be set up so that the occurrence of negative weights is unlikely or
simplv impossible. But Lindléy and o oer statisticians write for many
applications and the generality of their metheds would be limited if they
included priors where nepative coefficients were not possible. It is reason-
able to suppesce that measurement specialists might seek prior distributions
which are appropriate to their special context of application and that such
changes would improve estimation in that context, even though the results
would not be o generally applicable as would Lindley's, Such change and
improvement in the models for use in the data of interest to educational

measurement would constitute progress in the science of the subject.

N
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Footrnoteg

L]
This research was supported by the Graduate Record Examinations

Board. 1Its conclusions are those of the author and not necessarily those

of the Board or Board members.

zln practice, even rescarchers who use c¢lassical statistical methodology
use available prior information quite often. For example, if a negative cor-
relation of verbal test sceres with college grades were found, the researcher
would examine the computation processes very closely, as he would the sample,
probably until some reason were found to judge one or the other .pathological.
And his behavior is not entirely unreasonable because he "knows' that if a
new sample were correctly drawn and correctly analyzed, thevresulting
validity would be posi;ive. He would behave similarly if the analysis pro-
duced a validity of .95, though he might be somewhat less reticent to record

the result.

3

For the single predictor cases, the least squares and the Bayes systems
fit twice as wany parametgrs as there are schools, but the Bayes parameters
are interconnected throug? the prior distribution. There being no intercoun-
nection of the least squares parameters, one‘may regard the least squares
validities as being more subject to shriqk in a cross sample. But as predictors
are added, the Bayes system adds one éarameter per school per predictor while
the least squares system adds‘only one paramefer per predictor. Even though
thé Bayes parameters have some interconnection through the prior distribution,
it seems to the author that for larger numbers of predictors the Bayes system

must be more subject to shrink.

So
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I
4 . . .
It is commoer to compare correlation fgitins to the number of parameters

Pirted,  Thic 7o e Locanse the Lt tial Tor validity shirink in a new

sample is greatly increased s the number of parameters is increasced.

Although this practice has grown up in a least squares context, it is sup-

posed that the same comparison would appilv with the Favesian svetem. A gain

N

of 18 correlation points for 12 parameters is quite small from this point of

view.

T



Table 1

Summary Statistics on High School Record (H), Undergraduate Record (UR),
CEEE Verbal (V), and Math (M) for Undergraduate Male Cross Sample

A 3 ¢ D E i3 G H I J K L
lo. Cases 179 48 116 204 151 109 93 123 112 202
Means
ve 51 30 57 52 47 60 47 43 39 50
2 56 34 60 56 51 63 49 46 41 54
H 3.02 2,57 3,10 3.05 2,62 3.13  2.84 2,49 1.94 2.91
UR 2,54 2.03 2,52 2,80 2,20 2.05 2.3l 2,01 1.80 2.53
> >
Standard = é
Deviations © ©
v 9 6 9 11 9 9 9 Z 9 8 2 9
M 8 6 9 12 10 8 10 Z 8 8 Z 4
H b .57 .59 .53 .62 43 40 = .56 55 % 41
UR .61 .68 .70 47 .62 .81 .58 .84 .69 .56
Correlations : )
v M L34 .45 .38 .68 .64 .52 .55 .56 .57 .50
VH 14 42 17 47 .50 .14 .30 .29 .36 48
v UR .39 46 31 .15 40 .20 .34 .33 41 .36
M H .32 .22 40 49 .59 .20 .37 .33 .28 - 45
M UR 31 1 .16 .08 43 14 .30 .33 .31 .32
y UR .63 31 43 .33 .54 é;B .58 .53 b .55
aReported on one-tenth Ccllege Board scale.
LJ'J
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3,04
2.73

.39
)

.30
32
.40
28
40
.39

50

3
3.20
2,75

b
52

W)
Wl
32
33
46
65

[ &,

N



No, (ases

Means
\]a
Ma
H
(R

Standard
Neviations
v
M
H
(R

Correlarions
VM
VH
VIR
MH
M UR
iR

378

31
54

3.13
2,60

44
.60

A2
23
X

i
e L

30
66

j o

141

29
32
2,61

0
61

A5

3
49
.23
26
W4l

236

5]

58
3,77
2,64

(a
[ ]

43
20
40
A0
25
b

54

5
3.2
2.90

49
b

.9
b
22
42
15
A4l

aReported on one-tenth College Board scale.

Tible 3

.63
0

.98
.30
47
31
40
61

60
60
3

2

O OO

20
10

.46
J1

47
21
23
Jl
23
48

{8
2,97
2,53

bl
Bl

56
2

)
Jl
.03

i

28

4

4
o
Lv-]
:
-
i
H
%

.63
81

b0
.38
45
4
W40
/65

o7 Undergraduate Cross Sanple, Both Seres Corbined

2,09

7

54
38
0

A4l
.60

2

SIEE TABLE

3.10
2.6]

.39
3l

52
47
44

A1

.36
63
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Table 4

S . . 4
Values of COR” in the Cross Samplce: Males

Predictor Combination

. College System Type v M H VLM V,H M,H V,M,H Sample Size

A Bayes .39 .31 .63 .43 .60 .62 .69 179
L.s.° .39 .31 .63 .43 .69 .64 .69

B Bayes L4619 .31 L4448 .27 .40 48 )
L.S. 46 -.19% .31 .36 L3¢ .33 .38

C Bayes .31 .16 .43 .29 .48 .41 A7 116
L.S. .31 U160 .43 .27 47 .42 .46

D Bayes .15 .08 .33 .14 .29 .31 .30 04
L.S. .15 .08 .33 .12 .32 .30 .30

D Bayes 40 .43 .54 46 .56 .56 .57 151
I..S. L4043 .54 46 .56 .56 .56

F Bayes .20 .14 .48 -19 .48 .48 .50 109
L.S. .20 .14 .49 .20 .50 .48 .49 ’

G Bayes .34 .30 .58 .36 .50 .58 .60 93
L.S. -.34¢ .30 .58 .36 .60 .58 .60

H iageb WOMEN CNLY

[ Bayes .33 .33 .52 .37 .56 .46 .56 129
L.S. .33 .32 .53 -.37 .56 .55 .56

B Bayes L4100 U310 L44 .38 0 .48 48 .50 112
I..S. L4100 031 L4440 49 L4749

K Bayes WOMEN ONLY
IL.S.

L Baves .36 .32 - .55 .39 .56 .56 .56 al 002"
1.5, .36 .32 .55 .39 .56 .55. .56

dCOR is the correlation of predicted scores with observed scores.

b

L.S. stands for least squares.

c Co ; .
Multiplicative parameter was negat jve.
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Table 5 ~.

ol . . .
Values of COR" in the Cross Sample: Females

Predictor Combination

College System Type V

v M H V,M  V,H  M,H V,M,H Sample Size
A Bayeg 43 3% 68 .46, .68 .66 .59 159
L.S. : .43 L34 .63 46 .76 .69 .70
@ -
B Bayes .49 .28 .50 .49 .55 .51 .55 93
L.S. .50 .28 .50 49 .58 .52 .58
C Bayes .54 47 L43 .58 .62 .40 .59 120
- L.S. - .54 .47 .43 .58 .59 .51 .60
D Bayes $24 027 0 L46 029 0 (300 L4200 .43 220
L.S. =026 —.27%  L44 —.29% 43 45 .43
E Bayes .53 .50 .66 .58 .70 .67 .70 116
L.S. .93 .50 .66 58 .70 .67 .70
F Bayes .27 .37 48 .36 .50 .45 47 142
" L.S. .27 .37 .48 .36 .49 .50 .50
e, G _ Bayes .57 by .62 .58 .73 .64 .72 138
L.S. .57 s .62 L 58 .73 .65 .72 )
H Bayes .40 43 .60 47 .52 .63 .63 344
L.S. .40 .43 .60 47 .62 .63 .63 '
b Bayes 56 .52 .72 .60 .76 .75 .77 Lss
- L.S. 56 .52 .72 .60 .76 75 .77 -
J Bayes . .52 .66 . 60 .70 .66 .71 128
L.S. . .55 .52 .64 . 60 .71 .67 .71
K Bayes .40 .40 L ) Ny .46 .50 74
L.S. Ay .40 .39 L 46 47 L4749
L Baves L5246 .65 .56 .68 .66 .68 357
L.S. .52 46 .65 .56 .68 .66 .68
\ N -
4cOoR 1s the %orfelationiof predicted scores with observed scores,
L.S. Stands for least squares,
7 .
CMultLplicative parameter was negative.
\\




Values of COR? in the Cross Sample: Combined Males and Females

Predictor Combination

. . College System Type V. M H v,M V,H M,H V,M,H Sample Size

A Bayeys L4000 .30 .66 .42 .70 .66 .70 378
L.S. .40 -.30% (66 - .42 .70 .67 .71

B . Bayes . .49 .26 .41 .45 .52 .45 .50 141
L.S. k L4926 L4100 L49 .50 .43 .50

C Bayes L4000 .25 46 .41 .51 .42 .53 "236'
L.S. L4000 -.25% L4600 L4l L5400 L4754

Do Bayes .22 .15 .41 .22 .37 .38 .39 424
L.3. .22 .15 .41 .22 .39 L4000 U39

E Bayes 47 .40 .61 .49 .62 .59 .63 057
L.S .47 .40 6L .49 .64 .62 64 “

F Bayes .23 .23 .48 .26 .49 .48 49 251
L.S. .23 .23 .48 .25 .49 .48 49

G Rayes .46 .31 .65 .46 .63 .64 .69 231
L.S. L4600 031 .63 .46 .69 €4 68 -

H Bayes .40 .43 .60 .45 .62 .64 .63 344

- L.S. .40 .43 .60 A .62 .62 .62

1 Bayes .45 .40 .65 .48 .68 .67 .68 284

L.S. L4540 065 47 .68 .67 .69
4

J Baves . 50 L4l .60 .51 .66 .55 .65 240

1.S. .50 .41 .60 .52 .66 .62 .06
) 5 Baves L4040 .39 45 .48 .49 .50 2

L.S. A0 LAD U39 46 LT b4 48

L Bayes a4 036 .63 .46 .57 .60 .65 555
L-S. L46 .36 .63 .46 .65 .64 .65

“COR is the correlation of predicted scoves with observed scores.

b o
L.S. stands for least squares.

¢ . . .
HMuli ollcative parameter was negative.




~38-
Table 7
Values of AR® in the Cross Sample: Males

Predictor Combination

School  System Type V. M H v, V,H MH V,MH

A Bayes .20 %06 -.20 -.16 -.27 -.19 -.20

L.S. -.38 -.19 -.27 -.23 -.30 -,25 -.28
)

B Bayes .34 .31 .27 .34 .32 .31 .29
L.S. .38 .37¢ .37 .37 .37 .37 .37

C Bayes .02 .06 .09 -.02 -.02 .06 .01
L.S. -.06 .06 .11 -.02 .07 .09 .06

D Bavyes 023 .31 .16 .27 .18 .19 .21
L.S. .18 .15 .12 .21 .15 .16 .16

E Bayes -.12 -.05 -.09 -.06 -.08 -.06 -.07
L.S. -.13 -.01 -.12 -.05 -.11 -.09 ~-.10

F Bayes ~.35 —u34 - 47 =34 —.47 <45 ~—.46
L.S. -.32 -.28 —.47 .27 =45 -.44 -.44

G Bayes -.02 .08 -.02 .04 -.02 .00 .00
L.5. -.06¢ -.02 -.05 -.05 ~.06 =-.04 -.05

H Bayes ) .
L.S. WOMEN ONLY

I Bayes .06 .11 -.01 .09 -.06 .02 -.01
L.S. .16 .17 .04 .17° 02 .07 .04

J Bayes .03 .07 .21 .14 .27 .31 .29
1..S. .09 .20 .24 .21 .28 .28 .30

K¢ Bayes WOMEN ONLY
L.S.

L Bayes .10 .20 .14 .16 .14 .19 .15
L.S. .08 .18 .21 .14 .18 .24 .20

aAR 1s the average difference between predicted and observed grades,
b

..S. stands for least squares.

c . . .
Multiplicative parameter was negative,

/ ’ - '/5 N




-3~

Table 8
Values of AR? in the Cross Sample: Females

Predictor Combination

. School System Type V M H v,M V,H M,H V,M,H
A Bayeg .13 ~-.03 -.02 .08 .02 -.11 -.03
L.S. .11 .03 -.07 .05 -.01 -.10 -.02
B Bayes .11 .07 .07 .15 .15 .11 .14
L.S. <12 .15 .15 .15 .20 .19 .20
C Bayes ©.21 0 .19 .23 .20 .29 .26 .27
L.S. 30 .22 .28 .29 .33 .28 .33
D . Bayes 2835 .21 .27 .22 .23 .20
L.S. .25° .26 .17 .26° .20 .20 .20
L Baves .04 .08 .14 .06 .11 .11 .10
L.S. .05 .11 .13 .07 .11 .14 .11
F  Bayes -.30 -.29 -.31 -.28 -.28 -.28 -.27
L.S. -.16 .22 .28 -.17 - 23 -.25 -.22
G Bayes ©.240 .27 .16 .24 1S .15 .16
L.S. .21 .22 .10 .21 .13 .14
H Bayes -.07 -.01 -.05 -.( -.08 -.06 -.10
- ‘ L.S. -.05 -.04 -.06 -. . -,09 -.06- -.09
-\, 1 Baves .09 .09 .06 .08 .00 -.02 -.01
L.S. .06 .07 .02 .04 -.05 -.01 -.05
J Bayes .20 .19 .19 .23 .21 .21 .22
L.S. .26 .30 .22 .27 .21 .24 .22
‘ K Bayes .16 .15 .08 .10 -.13 1.46 -.32
L.S. -.10 -.36 -.15 -.35 =.27 =-.39 -.34
' L Bayes .20 .25 .08 .14 .09 .11 .09
L.S. .17 .19 .10 ! .10 .11 .10

a . .
AR is the average difference between predicted and observed grades.

b
L.S. stands for least squares.

C 3 . . . Q
Multiplicative parameter was negative,

s
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Table 9

Values of ARa in the Cross Samples: Combined Males and Females

Predictor Combination

School System Type V ! H v, V,H M,H V,M,H

A Bayeg .08 .05 .03 .07 .04 .04 .04
L.S .04 -.01¢ .02 .03 .04 .02 .03

B Bayes .04 .01 -.02 .06 .04 .00 .03
L.S. .04 .05 .03 .05 .05 .03 .05

C. . Bayes .06 .12 .15 .07 .13 .17 .13
L.S. .08 .12¢ .17 .10 .16 .18 .16

D Bayes .26, .25 .20 .24 . .17 .17 .18
o L.S. .20 .19 .17 .19 .17 .17 .17
E Bayes -.04 .04 .01 -.02 -,05 .00 -.02.
L.S. -.046 .09 .0I" -.01 -.01 .02 .0O

F Bayes -.53 -.50 ~-.54 =-.54 -.55 -.56 =-.55
- L.S -.47 =-.52 -.57 -.47 -.53 -.57 =-.53
G Bayes .24 .29 .25 .26 .25 .24 .25
L.S. .32 .34 .27 .32 .29 .28 .29

H Bayes  -.13 4.14 -.16 -.14 -.16 -.17 ~-.18
L.S. ~.22 —.22 -.22 -.22 =,23 -.23 -.23

I Bayes *© -.0l -.05 .00 .00 .04 -.02 .02
L.S. .02 -.00 .01 .03~ .05 .02 .05

J Bayes .18 .16 .30 .21 .37 .33 .31
L.S. .29 .23 .39 .30 .40 .40 .40

K Bayes .11 .15 -.09 .09 -.10 -.15 =-.23
L.S. -.07 -.07 -.09 -.12 -.28 -.18 ~-.29

L - Bayes .19 .24 .19 .19 .21 .21 .18
L.S.. .20 .24 .20 .21 .18 .21 .19

®AR is the avérage difference between predicted and observed grades.

bL.S. stands for least squares.

c ‘ .
Multiplicative parameter was negative.

4o
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Table 10

4

Velues of VR? in the Cross Sample:

Males

Predictor Combination

College System Type v

A

C

1

G

Baye
L.S.g

Bayes
L.S.

Bayes
L.S.

Bayes
L.S.

Bayes
L.S.

Bayes
L.S.

Bayes

‘L.S.

Bayes
L.S.

Bayes
L.S.

Bayes
L.S.

"Bayes

L.S.

Bayes
L.S.

» 31
.36

.38
.37
.51

.27
.27

.63
.63

.30
. 34¢

.63
.68

040
.40

M

.34

.33

.aac
.45

.50
.51

.30
.22

.37
.38

. 64
.66

.31
.32

.65

.69¢

.43
.46

H V.M V,H M,H V,MH
.23 .30 .25 .23 .20
.24 .30 .21 .23 .21
42 .39 .36 .43 .39
A2 42 400 42 41
410 46 .38 - .43 .39
41 .51 .39 .43 .40
.25 .31 .31 l26+ .29
.23 .26 .27 .23 .27
.33 .36 .32 .32 .32
.33 .37 .32 .32 .32
.51 .63 .51 .50 .50
.50 .66 .49 .50 .49
24 .30 .27 .25 .23
.30 .32 .31 .29 30
WOMZEN ONLY

.53 .63 .50 .58 .51
.56 .70 .53 .56 .53
.40 .41 .38 .39 .37"
.40 .41 .38 .39 .38

WOMEN ONLY
22 .27 .22 .22 .22
26 .26 .26 .26 .26

aVR is the variance of the residuals.

bL.S.

stands for least squares,

c : . .
Multiplicative parameter was negative,

.
e
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Table 11

~ S < -
Values of VR in the Cross Sample: Females

Predictor Combination

College System Type V M i V,M OV, MH VMW
A Bayeg .23 .31 .19 .27 .18 .19 .18
: L.S. .29 .32 .18 .28 .18 .19 .17
B Bayes .26 .30 .25 . 26 .24 .25 .23
L.S. .27 .30 .26 .26 .22 .25 .22
C Bayes .21 .23 .25 .20Y .19 .25 .20
‘ L.S. . .22 .25 .24 .22 .20 .22 .18
b Bayes .18C .18C .16 .18C .20 .17 .17
L.S. .18 .19 .17 .18 .15 .15 .15
E Bayes 36 .37 .28 .34 .26 .27 .26
L.S. .36 .37 .29 .34 .27 .28 .26
F Bayes .36 .34 .30 .34 .29 .31 .30
L.S. .37 .34 .30 .34 .29 .29 .29
G Bayes .20 .23 .18 .19 .14 .17 .14
L.S. .22 .23 .20 .20 .14 .18 .14
H Bayes .42 40 .31 .39 .33 .31 .30
L.S. 47 .41 .38 .43 .35 .35 .34
I Bayes .40 .43 .28 .38 .24 .25 .23
L.S. .38 .41 .30 © .36 .28 .29 .27
J Bayes .44 .48 .36 42 .31 .35 .31
L.S. 47 .50 .36 s .30 .34 .30
K™ Rayes .22 .23 .23 .21 .22 .37 .25
L.S. .27 .44 .25 .31 .23 .26 .23
L Bayes .20 .21 .16 .19 .15 .16 .15
L.S. .21 .22 .17 .20 .16 .16 .16

VR 1s the variance of the residuals.
b
L.S. stands for lcast squares.

c .
Multiplicative parameter was nerative.

4.
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Table 12

- a . : . . -
Values of VR in the Cross Sample: Combined Males and Females

Predictor Combination

College System Type V M H V,M V,H M,H V,M,H
A Bay g 30 .33 .22 .30 .20 .23 .20
L.S. L3 L340 .23 .31 .20 .22 .20
B Bayes .31 .35 .32 .31 .28 .30 .28
L.S. .33 .36 .32 .32 .29 .31 .29
C Bayes 36 .38 .32 .34 .30 .33 .29
L.S. 37 .38% .32 .36 .29 .32 .29
D Bayes .23 .22 .19 .24 .25 .21 .22
L.S. 27 .24 .19 .31 .23 .20 .23
u Bayes L3800 .42 .31 .37 .30 .33 .29
[.S. L4000 41 033 .37 .31 .33 .31
F Bayes .48 .48 .39 .48 .38 .39 .39
1.S. 51 .48 L4200 .51 W40 L4140
G Raves .27 .31 .22 .27 .21 .21 .19
L.S. 3L L3 21 24 .20 .20 .20
I Bayes A2 42 0320 0600 300 .29 .30
LS. .42 L4431 .40 .30 .30 .30
i U Baves 0 .5k .58 .41 .52 .37 .38 .37
T .53 .56 .41 .52 .37 .40 .37
j Baves Ry .51 .38 .43 .34 41 .34
1.S. L4500 .56 .39 43 L340 .37 L34
‘ ' K Bayes L2222 220 20 L2000 L2000 .19
[L.S. 20 22 .22 .21 .20 .21 .20
) I. Baves 14 26 18 24 A .20 .18
L.S. 25 27 19 25 .19 .19 .19

a . . .
VR is the variance of the residuals.

b -
I..5. stands for lTeast squares.

¢ . : . .
Multiplicative parameter was negative.
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Table 13

Values of ZOL? in the Cross Sample: Males

Predictor Combination

School System Type \ M H v,M V,H M, V,M,H
A Bayes .36 42 L45 .40 .37 .45 /N
L.s.b .32 .34 40 .36 .59 41 41
B Bayes 35 .28 .23 .31 31 L .25
L.S. .33 .23 .25 .25 .27 o 252
C Rayes 49 .39 L4l .49 46 41 42
1..S. .37 .39 40 45 43 .39 Ll
n Bayes .32 N .39 .32 .38 .39 .40
I..S. .35 .37 .40 .37 43 40 41
B Bayes 42 L4l .42 L40 L40 .45 W43
1..S. 41 b4 .39 42 42 43 40
F Baves” L47 .48 A . 6 L
I..S. 45 45 A A .46 R 46
G Bayes .37 .33 41 .33 .37 .39 41
L.S. .33 .31 .35 33 .35 .37 .35
H WOMEN ONLY
I Bayes .40 42 42 41 42 4343
L.S. .43 % .43 .43 .40 42
J Bayes 46 A .46 .46 .43 b .40
L.S. .39 42 A Y SRR Vil 42
K WOMEN ONLY
L Baves CL4h 40 L4b 38 .45 .39 .40
L.S. 43 41 .38 41 42 .33 .39
<1

201, is the average of a variable.

bL.S. stands for least squares.




-5~

A\ Table 14 i!

N
A

. [ 3. . . s
Values of ZOLT in the Cross Sample: Females

_Predictor Combination

School  System Type v M i v.M v,H M,H V,M,H

i A Baves .38 42 .50 .37 .52 .51 .51

[..g.b .37 e .49 .37 .51 .48 .48

B Baves b 4043 Y RS B

.S, 43 .43 45 b4 Al 47 L4

C Baves .33 .37 .28 .37 .38 .27 .35

I.s. .30 .30 .28 .35 .36 .30 .36

: D Baves .30 .26 36 .30 .33 .33 .35

; I..s. .35 .35 .35 .35 .35 .33 .35
/ I Raves 47 49 .50 L0 .53 .54 .93
/ ne ¥ 47 4 48 .54 .52 .55

f .\

/ I 53(1},'(*5 V42 40 a0 42 .39 b4 42
1..5. A0 A6 VA2 46 A G2 42

@ Javes ’ L4 .33 Al 43 .51 a1 .50

[..S. L4 L34 A 43 .53 46 .51

H Baves 41 42 .51 A2 47 47 .5})

I..S. 35 40 43 38 bk .46 47

I paves .39 42 .52 40 .58 .55 .58

1..S. .39 b4 .54 L43 .54 .57 .54

A Sayes L4 VRN 48 .48 .55 .48 .55

1..S. 42 44 48 b4 .55 .48 54

. K Baves R 30 34 .34 b6 28 31
1.5 39 35 18 .26 .38 1A .36

¢ ‘ 1. : Baves ol Y} 47 A 48 48 .50
i.S LAY V] 47 LG40 .50 48 48

a. ) . .
Z0L is the average of a variable.

b . .
L.S. stands for least squarcs.
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Table 15
- a . .
Values of Z0L° in the Cross Sample: Combined Males and Females

__Predictor Combination

School System Type v M H VM V,H M,H V,M,H
A Baves .39 .39 .50 .39 .52 .50 .52
.s.D 4037 L5 40 L5249 .52

B Baves Ao L4 .38 .42 .41 41 N/
L.S. L42 A .37 L4l .38 .38 .39

C Bayes A2 .37 .36 L42 .39 .33 A
I..S. .39 .32 .35 42 41 .36 .39

D Bayes 32 . .39 .35 .36 .38 .38
I..S. .35 .32 .39 .33 .38 .39 .39

E Bayes 45 41 .48 L4373 .51 .46 . 50
L.S. L43 .38 A6 A3 .49 L46 .49

I Bayes L350 .32 .32 .35 .32 32 .32
L.S. LA .31 230 L42 L34 31 L34

G Baves .38 .32 .40 .37 LA .40 .39
L.S. .31 .32 L4 .33 .40 L4 .40

H Sayes 42 .35 48 .40 51 .50 .52
L.S. .38 L35 .48 .39 .50 .50 .50

I Bayes 41 .40 48 42 .50 48 49
L..S. .40 .39 .48 42 .49 .49 .50

J Baves .48 .43 46 .48 41 Ch4 L47
L.S. L4l LAl 42 .43 .40 .40 L4l

K Bayes .32 .35 41 .34 46 L4 .46
[L.S. .35 .35 41 .39 .43 L42 42

L Baves .39 .38 A4 .39 42 L42 46
L.S. .40 .37 L4373 .39 A5 42 A

a, , )
Z0L is the average of a variable.

h .
L.S. stands for least squares.
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Table 106
Values of AE® in the Cross Sample: Females

Predictor Combination

School System Type Vv M " .M V,H
A Bayes A A4 .35 42 .35
L.s.P b 6430 43 3%

i Baves .39 42 .40 .40 41
L.S. .40 W43 43 .40 .40

« Bayes 42 43 L46 N 42
I..S. 47 46 48 45 45

) Baves .42 47 .37 .42 .40
L.S. .40 L4 .36 .40 .36

b Baves = L4k .48 L43 .45 L4l
L.S. L46 .48 A4 .45 42

13 Baves .50 .49 .48 .48 .46
[..S 46 46 .46 44 44

G Baves .40 .45 .37 .36 .33
L..S. L40 b4 .37 .38 .32

H Baves .51 .51 42 .49 .45
..S. .56 .52 .49 .53 L47

| I Baves .53 .53 42 .51 .37
L.S. . 50 .53 L42 .49 41

] Baves .55 .56 .48 .53 S45
I..S. .57 .60 LA .56 .45

K Baves LA 42 .40 .39 .38
L.S. L42 .59 .40 . 54 41

L. Baves A0 42 .33 .38 .32
.S, .39 40 L34 .33 .33

a ) . -
AE is the average of the absolute value of the difference
predicted grade and observed grade.

L.S. stands fur least squares.

|
W (W]

ML VLM
.35 .34
.35 .34
.40 40
41 40
.48 42
46 A4
.38 .37
.36 .36
A2 A
43 472
46 46
.45 A
.35 .33
.35 32
A 42 °
47 47
.39 .37
L4 40
.48 .45
.48 45
.62 .49
.51 45
33 .3
33 .33
between the
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Table 17
Values of AE" in the Cross Sample: Males

Predictor Combination

School System Tvpe v M H v, V,H M, H V,M,H
A Raves .49 A6 L42 LG5 47 41 .40
L.s.b .58 .49 46 48 45 b4 .45
B Baves .59 .62 .60 .60 .57 .62 .59
L.S. .60 .65 .63 .63 .62 .63 .62
C Baves .50 .54 .51 .50 47 .51 .48
L.S. .55 .55 .51 .53 .48 .51 .49
D Baves b4 .48 .38 A R .39 .40
L.S. .42 .40 .37 42 .38 .38 .38
E Baves .50 A 47 .49 .46 .45 .45
L..S. .51 L9 .48 .49 47 46 .46
F Baves .63 b4 .63 .63 .63 .62 .63
L.S. .63 .64 . 64 A .62 .62 .62
G Bayes 45 % .41 46 44 42 40
; “L.S. .50 .48 L47 .49 .48 L46 47
H WOMEN ONLY
I Bayes G4 .64 .59 . 64 .57 .61 .58
L.S. .66 .67 .60 .67 .59 .60 .59
J Bayes .48 .51 .52 .51 .53 .54 .53
L.S. .50 .54 .53 .52 .53 .53 .54
K WOMEN ONLY
L Bayes 42 .46 .39 .43 .40 42 .40
L.S. 42 .45 44 .43 .43 47 L44

a , .
AE is the average of the absolute value of the difference between thc
predicted grade and observed grade.

bL.S. stands for least squares.
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Table 18

Values of AET in the Cross sample:  Combined Males and Females

Predictor Combination

\ T
| School System Type v M H VOV, M v
A Baves 44 4637 403538 .36
1..s.0 45 .50 .38 45 L3¢ .37 .35
B Baves A4 AT 46 A .43 45 44
1..S. A5 .48 L4h .45 L4 .45 A
¢ Baves 45 .50 .48 45 45 .49 43
L.S. 48 .57 48 47 45 .43 45
b Baves .43 .43 .37 .43 .39 .37 .37
L.S. 43 42 .36 b4 .38 .36 .38
L Baves .49 .52 b .49 .43 .45 42
L.S. .49 .53 46 49 bk 46 b
P Baves 66 .64 .64 66 .65 .67 .65
L.S. .63 .65 .69 .63 .65 .68 .65
N
G Baves 47~ .52 S43 47 42 .42 41
LS. 52 LS54 3N .52 il 43 b4
H Baves .52 .54 N R 43 .43
I.S. .54 .56 L 5 DY 45 L bb
| [ Bayis. B R S SRS 58 .48 .49 .48
| LS,/ . .59 .60 .57 .58 .49 .50 .48
B J !
S Bhves ! .58 .53 .53 Y, .56 .52
Bl N .57 .62 .57 .56 .56 .57 .56
K Baves LA40 L42 .38 .39 .36 .38 .38
1.5, 39 19 .38 .39 .40 .18 41
' [ Jves 42 45 .38 42 .40 .39 .37
1.5 43 46 39 43 .38 .39 .38

a, ... ) B L
AE Is the averaee of the absolute value of the ditference between the
predicted grade and obscerved grade.

“

L.S. stands for least sduares.
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Table 21

Yaves and Least Squares Paraneters: vorhined Hales ar o Females
Schools o
ictor Averayge  Least
et Parameter A El £ D k ¥ & i ! 4 K L Bayes = squares
v Vb .03 R 03 L3 .03 .03 01 .02 .01 .03 RN W3 W13 1.0
a 129 1.10 WRY .19 .95 LYy 1.05 1,40 L9 T Lo 1.3 1.67
ALI Llee Luled L0307 RIEITE LR Jostd GuldAn L0212 0y RTINS TN
B® 17072 1.3892 = 3335 L7165 (6R25 1089 1,8045 1.6288 0955 - (a0 L,2269 1,7637
M }i .02 .02 .02 02 .02 2 02 .02 .2 02 02 02 N 1.0
a 1.67 1.32 34 1.64 1.36 1.51 1.35 175 1.35 1.16 1.70 1.54 1,49
Ac‘i - 0085 L0166 - 0141 L0247 0204 ,0217 0236 L0125 ,0465  ,0051 .0328 0115
B 3,0282 1.3518  3.3576  1.3500 1.2027 1.3248 1.0676 2.0607 L0837 1.6517 11,2031 1.R38%
1 iy s T Y L 3 ) N N Y ) R R O
a .08 37 W1 LR .65 .70 .48 Y4 .55 .39 .9y .0l YA
;\.! LS134 0 ,3949 0 ,5748 0 L6319 L3846 1.08S) L7895 ,69%7 5603 L7917 L5098 L5264
B¢ L9698 L8654 L5890 L6938 1,2440 - LA006 - L0831 ,754% (6541 - L1230 1,27%3  LB196
Vv Ve .02 .02 03 232 .03 .03 .02 .02 L2 .03 .02 .02 2 L9693
.‘*12 .00 .01 .00 N1 O .01 .01 .01 .01 .01 .01 L0 1 2458
7 1.32 1.01 .86 89 76 .63 .88 1.30 .60 .35 1,38 1.17 .93
:\; L0123 .0167 L0450 L0384 L0310 L0403 L0106 L0213 L0335 L0422  .0202 .013%
B 1.8026 1.2701 - 4504 1692 4936 - 3426 11,5981 1.3964 3773 - 2766 1.G255 1,685
VH @ .02 L2 01 .02 .02 .01 .00 .01 G2 .03 020 =01 .01 0287
%LE .52 .48 .52 .54 W32 .77 .65 .55 .1 .65 .32 .56 53 .99%96
o .16 .07 g8 - .32 A5 - 42 .36 .36 g3 - .91 .82 1.07 14
.»\Ll L5098 L4337 0 LS5136 LS4BL L3539 L8043 L4706 L6056 L5481 L7188 L5419, 3802
) L2282 ,3809 - L0348 - L1265 .8573 -1.3161 2023 L1439 - L0360 -~ ,7949 5846 ,764]
i .‘if .00 01 - .01 0L .00 .01 .00 .02 020 - .01 03 - .01 .01 L0100
}L; .54 .53 .57 .98 47 .81 .67 .ol .51 .76 232 .60 .58 .9999
a B4 .16 .99 .25 1,23 - .50 .06 17 .08 W45 .66 .92 W43
1,3 L5063 ,3822 0 ,9h53 L6061 L3512 1,0183% L7124 ,6952 L5488 .7629 L5541 L4294
B JIZBY L7711 G201 L4431 103465 -1,2038 - L2064 L4097 .4289 - L3RZ1 L9551 .9107
VM V2 02 .02 W01 02 .01 .01 .01 .01 .02 .02 .01 .01 .01 0273
M‘? L0 .00 .00 L0C .00 .00 .00 .00 .00 .00 .01 .00 .40 .0042
H; .53 .53 .53 .53 .52 .53 .93 .93 .51 .53 .52 53 W53 .9996
a .23 .04 .21 L1 33 .05 21 .26 W02 03 .35 BTA .19
.-‘\i S069 0 ,4224 0 5150 L5935 L3443 L8029 L4678 L6109 ,5397 L7097 L5424 - ,3599
B 6260 ,3787 - L1319 - L1979 L8600 -1.4473 L1483 L0304 - L0718 - L8514 ,5227 7976
es where V, M, or il appear give the multiplicative Bayesian r/tnefficiont for the parameter V, M, or H,
ool parameters on lines marked a are Baves n.lditive constants,
ool parameters on lines marked A are least squares multiplicative constants.
wl parameters on lines marked B are least squares additive constants,
- > v
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Tabhle 22

Cross Sample Validities Obtained Using Various Regression Weights

Least Averageb Absolute value®
School Predictor Set® Squares Bayes Bayes of Bayes
Males RS n B ’HL
School F (v, H) 500 A8 ) L8
School ¢ (V, H) .60 .50 .59 .60
School B (M, 1) .33 .27 .33 .34
School (M, H) : .55 A .55 Y
School B (v, M, H) .38 .40 .38 41
School {0 (V, M, Hy .56 .56 .56 .56

Females

School D (v, H) 4 .30 43 .43
School € (M, ) .51 .40 .52 .45
School D (M, 1D .42 45 43 A
Tschool B, ) L49 .50 .48 .47
School B (v, M. D .58 .55 .58 .56
School € (V, M, H) .60 .59 .60 .61
School D (v, ¥, ) 43 L43 b4 .46
School B (v, M, 1D .50 i .50 .51
Comb ined
School G (v, 1) .69 .63 .69 .64
School 1. (V. H) .65 .57 .65 .65
Sschool € (M, ) 47 42 47 47
School b (M, H) .62 .59 .62 .62
Schout I (M, 1D .62 .55 .62 .62
School 1. (M, H) .64 .60 .64 .64
School A (V, M, ) .71 .70 .70 .70
School B (V, M, D .50 .50 .50 .50
School € (v, M, ) .54 .53 .54 .54
School B (V. M, 1D 64 .63 .64 .64
“scheol G (VL M, D .68 .69 .69 .69
School J  (V, M, H) .6h .65 .66 .66
School 1.0 (v, M, H) .65 .65 .65 .65

dnly those sets ire used where negative weights were obtained in the Bayes Solution.
The Baves weights used were those obtained by averaging over schools.

C. ‘
The absolute value of the Baves weights were used.

s bt
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Summary Statistics for Craduate Student Data

Master's Noctorate Combined

School School Scheol

No. Cases 3 30 60 17 35 28 1 1 h9 58 92 28

Jeans
GRE-V 579 603 576 608 600 617 603 639 588 61l 586 620
GRE-Q 581 568 50 . 517 581 91 574 512 582 590 5%5 575
CRE-Psych, 381 595 601 H4 596 614 642 655 588 604 615 612
g 3.2 305 306 3.06 119 L4 308 113 %2 3000 306 3.09
b 3,7 %60 359 3,59 3.8 L6t 37 A 307 360 .64 364
Standard
Deviations
i} 68 74 75 83 11 il 85 0h il 1] 80 74
G 87 94 95 101 82 83 11 18 84 89 58 93
P 50 i 78 bt 5 51 11 69 54 60 18 3]
U ) 50 43 40 0 45 i 48 29 48 42 A3
¢ 13 .26 2 0 d9 1 W1 22 A2 24 25 28
Correlations
VQ A7 - 29 b .28 38 b 40 22 .08 30 43
VP 34 46 2] Al Ol AT ) 80 A A7 39 b4
W Rl 00 A3 Ao =07 33 A7 060 =05 13 25 13
Ve 09 -.08 b DY =04 10 29 =28 07 =01 16 33
QP -0 -.09 2 42 4 07 J7038 6 -0 2 Il
QU =20 =44 =06 260 -5 35 .00 g -39 <100 -0 W26
0C 05 =09 A6 =02 01 00 A2 A 030 <09 24 02
PU J6 =01 09 25 J00 -.06 39 04 A1 =005 18 16
P 22 3 08 39 A8 =13 28 -2 21 16 i 20
e . 23 V22 43 38 20 18 A .62 18 20 .36 b

N

Pl -
Undergraduate average,

b . .
o Craduate grade point average. .




wstein Valldity Coefficients for GRE Data in the Back Sample

e bSL s Bayes
Combined Combined Combined Combined

Prefictors & 4 doctorare Master's R 4 Doctorate Master's
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System Val,dity Coefficients for CEEB VSS Data in the Back Sample

_lLeast Squares _....Baves
Predictors M F C M F C
\Y .35 .50 .39 L2327 .46 .35
M .37 L4323 .31 .30 .39 .23
H 58 63 56 .55 60 54
M .39 .53 .40 .39 .48 .38
VH .59 .67 .29 .59 .69 .60
MH .58 b4 Y 59 67 59
VMH .59 .67 .59 .58 .70 .58

RE N
N
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APPENDIX A

In the present studv, one hopes to produce numerical weights which can be
used in conmbing: ion with predicror seores o compiice predictions of jprade
point averages that wvould be achieved in graduare schoel. However, ic is
known ahead of time that there will not be enough cases tco dc a separate,
stand-alone studv at each schoel; pooling of dara will be necessary, and this
pooling will c¢ntail the usc of some convention to relate the weights used for

different schools,  In this Arpendix, the weights used at the different

schools will Lo proportional, l.e., that the ratio of weights will be pre-
served.  In addition to the proportional adjustment of weights at euach school,
a shift of meuns will also be incorporated. The hope of this appendix as well
as of Appendix B is that, except for Jifferences in difficulty and reliability,
the grades measure the same thing.

For estimation purposcs, it is assumed that data are available for
samples of students trom each o) a number of institutions. The weights to be
used would be chosen so as to minimize the sums of squares of errors of estima-

tion of the observed grade point averages bv the weiphted sums of prediccors

scores. That sum ot squares is written as follows:

. ,
= w (Y, - B~ hoN )T (1)
N i e iy
1 I
whoere
i is @ subseript indicating the school;
j I8 a subscript indicating student within school;
§ is a subseript indicating the predictor variable;
W Is an arbitrary welight which was traken as uni tv in the

present studvg
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Y is the grade point average of the jth student at the ith
1] ? - — —
] V//
school;
B. allows for a shift of means;
i
b is the weight used for the gth wvariable at the ith school;
ig = £
X.. 1is the score achieved on the gth predictor by the jth person
ijg — —

at the ith school.

[t is a well-known result in least squares analysis that the value of Bi .
that minimizes + is the mean of the rest of the values in the parercheses

4

of (1). That is,

B, = 7 - ¥ b, X, L(2)
- e 18 1.8 .

o

where the bar-dot notation is the familiar one indicating the averaging
process, If the right hand side of (2) is substituted into (1), the effect
is to replace the observed predicter and criterion scores by their deviations

from school means. Then (1) ¢an be rewritten

2

b= L ow.(y..~Fb, x.)%+2 5 A (b, -aB) N
1] ivij 2 ig 1ijg ig 1g 18 18 ‘/

+0(P- 1L 6 2,1 ) : - (3)

g g 8 2324 )

including all of the desired constraints. The quantities ) are Lagrange

«

multipliers included to incorporate the constraints that the weights will
be proportional., Note that the constraint includes a product of the value

di which is the constant of propoftionalityvfor school i ,'and the weight

-,

Bg for the predictor varfable. Then the a's could all .be multiplied by

some number and the 2's divided by the same number and equation (3) would

)

——



1

n

remain essential}y unafﬁected. The cholce of the scale of the a's and B
is immaterial, ?ut for/;umcricAi purposes one must be chosen., ’This chioice is
made according to the relationship in parenthescs multiplied by 8 in equa-=
tion (3). 6 fis also a Lagrange_mu]tiplier used to enforcb'ghe constraint.

P i3 pogitivé, and the r's form a matrix of full rank.

To obtain (4),; €(5), (6), (7), and (8), fuarrange the result of differenti-

ating (1) with :respect to h, ’, a., , B, A, ,and 8 respectively.
| i

s ig ) i g ig
) '
! . (
w (v, - ?fl)i ., ) %, ALo= 00 (4)
; S 1 iy ijg'- i ‘ o
; N R ST g
Co= . | . 5y
S a4 ‘
&
o ,
S A ke D =0 (6)
S T L 41
i it
b, = a. - . . \ D)
i I ¢ :
- ) LMoo, =P . ' » (8)
- . g > y)y .
) g & B8 ) )
4
Maltiplying (6) by Ty summing over - g -, and using (5) and (8) it can
ot t . .
be seen that equals zero. Then multiplying (4) by ﬁg' , summing
. [ - .
° - N “
over g and using (5) and (7) vields
A= 0ovo Co s 0l Gk x0T L (9)
i .0 O 1] ) w S S Ljg 138
j ] gv I g ),i' . 24 i
Multiplving (40 by a, , summing over i1, using (6) and (7), and
. Yooy .
- r‘-mvmbm:im',\‘ that vquals wero, obtain b
Woaoaxo o w = W, L v W . (10)
R O S T A B A R B L
_H ! S ' ! ]
\ Y.‘
| .
. )
{ .

O
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Bquations (83, (9), and (10) provide the iterations by which a solution is

found, In the program which was used in the present studv r . was taken
) ) 28

344
e iy i ! , R . . . .
as unity if g=g' , zero otherwise, and P was taken as unity, A starting

point for the iterations is to set all the 's equal to unity divided

bv the square root of the nmumber of predictors. Then (9) can be used to

find the a's , the resultinege a's can be used in (10) to get

which can be normed to satisfv (8) and the results substituted in (9)
1

and so on. When the 's and a's cease to change from iteration to

iteration, equations (73 and (2) mav be used to recover the b's and £'s

Une can develop an analog to the multiple correlation ccefficient
in that $ 1is a sum of squares of residuals that can be subjected to a
percentage comparison with the sum of squares around institutional means.

A svstem coel ficient that has the desired property is

R = /1 - () wiyi_) . Can

The denominator of the quantity in parentheses in (11} is the sum of squares
of residugls after fit ing the institutiqnal means; the numerator of that
quantity is the sum of squares of residuals after fitting the institutional
means and the predictors. Unity‘minus that fraction can be interpreted as
the percent of variaunce attributable to the predictors,and the square
rooting completes the analogy to the multiple correlation coefficient.

on uccasibn, in some sets of data where a school is represented

1

by very few cases,One will occasionally find a multiplicative constant,

a , to be negative while the others are positive. This mav be due to

a reversal of the grade point scale from that school or 1o some real

. . -.A.v'
“difference between that school and the others in Lhe analysis., Most

ERIC
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Vikelv, if the criterion seale is not reversed relative to the cthers, the
reversal in siyn is not te be believed, in the opinion of the author. If a
prediction on the prade point scaje is to be recommended for that school,
one should use the same sign displaved bv the rest of the schools as a sign
for the multiplicative constant for the school whose sign differs, then
usine (2) to adjust B for that school. However, with so little data an
attempt to put the predictions on the scale for the particular school would
probably await the accumulation of more data, using only the relative
welehts, the 3's | to wet predictions which are in good order but not on

the grade point scale.
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APPENDLX B

As in the method of Appendix A, the present method accomplishes a

pooling across institutions and does so by linear adjustments which

~differ at each institution. However, the adjustment is applied to the

criterion score rather than to the prediction. It is assumed that the
samples available are the same as those in Appendix A, and that the symbols

i i ., g -, Y.. , w, ,and X,_, all have the same interpretation.
’ ’ ij i ijg

* The sum of squares to be minimized, however, is

) (1)

where the M's allow for adjustment of thé'means, and the A's adjust

the criterion scores. The symbol hg stands for the regression weights

and only requires a single subscript since the step of partitioning the

weight into regression coefficients and constants of proportionality is already,
in a sense, accomplished. As in the method of Appendix A, the value of

Mi is equal to the mean of the rest of the values in the parentheses of

(1). That is,

M, = A, ?._ - Z°h X, . - (2)

[f the right-hand side of (2) is substituted into (1), the effect is to

replace the observed predictor and criterion scores by their deviations

from school means. Then (2) can be rewritten
. - L2
o= rw o (Abyoo - Ehoox 3oy (Q-Tw A T o2 (3
£
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where v . is a [Lagrange multiplier which imposes a scale constraint on

the criterion scale. The constraint is needed because, as examination

of the squared quantity in (3) shows, a trivial minimum of ¥ can be
obtained by defining all parameters equal to zero. The Lagrange constraint
ensures that such a solution will not be obtained.

After differentiating the following normal equations may be obtained:
i

A, C_ - C° H-y =0 , ' (4)
i iyy  i'xy iyy

; Vi A i'xy Y1 gbxx =0 ’ )

Q - ; WAL i‘cyy =0 . (6)

The subscript ('s are defined as follows:

coo= 1 oux, x,. ,
i xx l’ ; Lig ije
L C TR S ’] s
i xv = ‘ . Tije i
| il

'j
C = Y.
i vy }i1

Multiplving equation (4) by Wy summing over i , and using equation (%)

vields

= (0 - w00 ) (Tw, C) ’ (7)
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which may be substituted into (4) and the result solved for Ai to

obtain

-1
= ¢ C* H + . C: W) (x c .
AT iy 1y (Q ) Wi Cy (_i " 5%y) (8)

The expressions for Ay from (8) may be substicuted into (5) to obtain

-1 -1
)) C - I C C - z
[ wi i xx . wi 1 xy 1 yy icxy ( id xy)( wi icyy)
i i i i
( wi icx Y] . H = -3—-‘;—9"‘—(,—— bX wi iC . “ (9)
1 Y i tyy 4 Xy

i

The equations (9) éan then be solved for H

The advantage of this method comes when variables are to be added
as in a test selection scheme. The matrix to the left of (9) mus: be
inverted in finding the vector H , but one could choose a method which
could be worked a line at a time, such as the square root method. As :
variables are added successively to a probtlem, the repeated development
of the matrix tr be in;erted is unnecessary, whereas the method in Appendix A
requires storage i all the covariance matrices for each institution.
Also, it can be shown merely by substituting in (3) for the A's and h's
that % = yQ,aad since ¥ 1is a sum of squares of residuals, /T:V is the

analog to a multiple correlation coefficient. Reference to (7) shows

that the computation of vy does not require acc to the covariance

matrices by institution. Furthermore, the formula for the covariance, C ,
ZE

of an outside variable z , with the residuals € , after predicting y

with the variables x 1is:
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¢ = {iw, C ,(:"l T o= (w, Y w, . C )—1(5: w., .C")
rA ., L 1 y2 1 yy L xy ; 1 vz ; 1 1Yy . 1 1 Xy
i i i i -
. N - < ~ “l v A
- 3w, C - ) .C ) C ) (10)
Wi XZJ H Q [ wi 1 yz] [i wi i yy] .

i 11 1

If all possible predictor variables x included the variables x and z
in (10), the distinction being that x had been used in previous calculations
as predictors and 2z had not, then the quantities needed to compute Cze

would appear in matrices needed for (9) if all possible predictors were

included. ©One needs also to keep a column whose entries are I Wy iczy .
i ,
i . ~-1/2
Then at each stage compute K = C /(Zw, .C ) for all =z
z z iizz

I

and choose  as the next predictor to be selected the one that yields the
/

largest value of K . More complex variables selection schemes could be

4

formulated, but this one seems simple and is analogous to the familiar

Wherry-Doolittle.
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APPENDIX C

To: DLr. W, F. 2old:
Senior iesvarch Psychologist
I[ducational Testing Cervice
Princetor, Mew Jersey 02534

GRE VALIDITY STUDY QUBOSTININATIG,
Institution:
Department:

Name and Title «f rerson to Be Contacted:

Name and Title of Yerson Completing This Form:

I. Approximately how many applicants have you had, on the average per year,
for the past three years? -

IT. A. Do you routinely compute a graduate grade point avcrage? Yes No

B. If answer o A is No, would you be willing to make copies of transcripts

available to GRE Board for such computations? Yes No

(@}

Please indicate the numter of quality points used in your grading systen.
For exarple, a four point system without D's and E's and in which with-

drawals {W's) are simply rot counted might look as follows:

8 Y b 3B 0 R DATandE M lendF -/ Other&dag@()tlzez*

Please enter velow the facts describing your system.

A I5i C D E ¥ Other Otner

1. How many cegrees wrre granted by your department last year?

TYFE OF DEGHTE NUMBER GRANTHD:
h.u.

o boourpe degree, during trhe period 3cpierter 1.
"1y 1969, The i-tonwd criterion for inclusion here is wh
cermlated except Tor comnencement.

vecazte iillcate toe grad.ate degree grarted by vour institution.

cracr than the e

‘

ERIC

Aruitoxt provided by Eic:
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A. Are records for students who applied for admission during the period
1965-06 and 1966-67 available now (including those rejected)?
Yes No

B. If answer to A is No, what is the earliest date for which complete

records including rejectees would be available? :

For purposes of the study, certain information will be needed for each student
who was granted a degree or who successfully completed a final oral examination
during the period September 1, 1968 through August 31, 1969 and for those who
applied for admission in 1965-66 and 1966~67 (or during~the two years following.
the date given in question IV B, or until the prasent). The first group will
be called "praduates" and the second group will be called "applicents." The
final form .n wnich data will be sought on graduates and applicants will be
highly dependent on the respcnses given by the institutions contacted. It is
therefor: urgod that you .ndicate below whetiher you can supply each type of

information regquected.  Please do not hesitate Lo include extended comments on

the CONTIINMIATION CHERTS which are at the back of this questionnaire.



Can supply date Can supply data Cannot supply

for applicant  for graduates

#0000 LOCUL QUPUIVPL LGS UUALY

any data

L0 10 ]

H

B

1L

JH N O R O §

i
[

|

T

I

B
-

frarermery

[ I I

NI

L 10 |

|

1

|

(i

[}

. late of first enrollment as a graduate stucent at your

Date of avard (or expected award) of degree

. jType af degree awarded (to be awarded)

Jnacent name

ot I
L Gau

L

S fale Yerale
Gl ¥ Deore __ lione received [_ﬂ

L
Ui Score tone received [:]
hrea of advanced test (il other than economics)

None received [:]

Jndergraduste grade point average on a 4 point scale (GPA), or

Mvarcad area test score

rank in class (and nurber in class), or percentile rank in class

Undergraduate Institution

Date of first application of candidate for graduate work at

yoo institution

Tern to which the admission decision applied

Natire of the first admissions decision  Accept he ject

institution

Date of last enrollment

i

If “ne ¢.gree is other than a Ph.D., is grafuate work toward a &@}

- desorate suggested? {In plainer words, is he generally con-

sidered Ph.D. material?) fes Mo



-69-

CONTINUATION GHEET
Institution:
Department:

ITEM NUMBER COMMENT




Gracuate flecord Examinations Board

PRINCE "ON NEW

ilephan B Sourr
" meesgily of Mich gan
Chacrman
.
*Aichses J firennen
Brown Uriversity

Bryce Crawturd r
UVinversty of Minnesota

Staniay Froet
McGol University

Wayna C Hall
Nationet Rasaerch Counc:)
Nationa! Azacdtmy ° Scisnces

Joseph L McCarthy
University of Washington

Edwarc C Moure
Massachusetts Board
of Higher Education

J Boyd Page
Counce of Graduate Schoots

Michaet J Petczar, Jr
'Uriversity of Maryland

Aichard L Predmore
Duke Usavarsity

Mina Rees
Yhe Cily University
ot New York

S 03 Shiriey Spragg
Unwversity of Rochester

Georgus ¥ Springer
Uriveraity »f Naw Mexico

Alien F Strehler
Cernagie-Mellon Universit

Qonais W Taylor
vale Lniversicy

Qarwin 7 Tyrner
Unwversity of Michigan

O

ERIC
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Trig Ao atan of Diraddante Sonools,

l I A LA YICOHN WIT H

i

P The Crouool of Gradusue e nools
!

Novemuer 4, L7

The membhers of the Graduate Record Examinations Board, which
formulates policies guiding the Graduate Record FExaminations (GRE),
have been aware that research information supporting the use and
interpretacinon of duta on which admissions decisions are based 1is
indzed cparse. Suitable criteria for evaluating the cutcomes of
graduate education need to de developed, and the relations between
these criteria and information available for admissions decisions
must be discovered. The Board is committrd to mount systematlic
criterion develorment and admissions research efforus.

To these ends, same steps have recently oeen taken. ,1e Board
and the National Science Foundation have jointly begun an empirical
search of data fram Ph.D.'s in science areas to learn about special
population effects on the relation between GRE scores and ihe time
needed to campiete the doctorate. A study has been conducted re-
lating the Test of English as a Foreign Language (TOEFL) and the
GRE with foreign student success in graduate school. The develop-
ment of a biogravhical inventory to control the effects of motivation
is being explored. The 'nature of the flow of graduating seniors to
graduate and professional schools is being broadly surveyed under
the auspices of the GRE Board, among others. cwever, these and
other research efforts are camplicated by the scarcity of clearly
relevant evaluations of graduate school performance, and the limited
applicability of standard research and statistical techniques in the
face of the very limited amount of data available.

This letter has two purposes. The first 1s to inform you of
some of the research efforts of the Board as desciibed above. The
second is to request your support in developing prediction techniques
which are particularly applicable to graduate schools. Special new
statistical techniques are needed in graduate admissions research as
a consequence of the relatively small numbers of graduates produced
at, 1ndividual institutions {as compared with, say, recipients of
baccalaureate degrees). These small numbers are further reduced at
the departmental level. The techniques, being new, must be proven
out on real data. Enclosed are some forms that will assist in the
transier of data from your institution to the Educational Testing
Service who will conduct this project for the Board. Two studies

N
LA

(
{
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w{ll be: excecuted, cne in deparnments of psychology and the other in departments
of economics It "o our hope that these departments w1ll supply necessary in-
formation and pdrtlclpdte in this study.

We would appreciate your forwarding the enclosed materials to the chairmen
of the departments of economics and psychology at your 1n5u1Lutlon Please’ be
assurea that every attempt will be made to minimize any inconvenience for YOUT
institution and its departments and to maximize the return Lo you of heipful and
interesting results. ALl data received will be held in the strictest confidence
and no institutional or student ident.ification will appear in(any reports.

We hope that the criterion studies and the statlstlcal technlqueb w1ll ‘be

successful.  The need for better research information in graduate adirissions and
gradusate performance evaluatlon is urgent.

" lncerely,

\/@Lﬁ\ _ ’\ }c%k

Stephen H. Spurr
Chairman

Enclosures
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Woo..r eRUnoe 1, e W aspallilenls ol Loy

foo Loy Ang o obiieln il Qupal Ui Lo
R RN ST it ioowr hope that these departments will supply necessary in-
U OITIA LYy Gl ‘;J,r“ i.{:f!;{x{,»_.‘ in thigs StUJ:/.

Wiowouid s rec e your forwarding the.enclosed materials to the chairman
fthie et t of seonomics 2t your institution. Please be assured that every
atvenpt will o made to minimize any inconvenience for your institution and 1ts

/ departments and T nadimize the return tn you of helpful ana interesting results.
AT wtta reeeived wo o e herdt in the oty lctest oond'ldence and no instliutionad
o otudent Treenn LUl sation Whon dppear incany reporus.

Q%? Cder soopes thou tre criterion stucies and the ctatistical techniques will. be :
lecesstul o Tne neor or betber research information in graduszte admissions and
goadaate port omance evaluation. 1s urgent. ‘

' Sincerely,’
A . C__» \
P a o
N . Stephen H. Spurr »
Chairman
SH/ h
Breslosurso
t.
' N
z
S
N »
;
- . . .

O
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will be executed, onc in acpartments o psychology and the other in departments
of economics. It is our hope that these departments will supply necessary in- -
formation and participate in this study. -

We would appreciate your forwarding the enclosed materials to the chairman
of the department of psychology at your institution. Please be assured that every
attempt, will be made to minimize any inconvenience for your institution and its
departments and to maximize the return to you of helpful and interesting results.
All data received will be held in the strictest confidence and no institutional
or student identification will uppear in any reports.

We hope that-the criterion studies and the statistical techniques will be

successful. Th»y need tor better research information in graduate admissions and
graduate performince evaluation is urgent.

Sincerely,

\::&3@—0\94\ . J(&LMJ\/\__’
Stephen H. Spurr

Chairman

SHS/hw

Enelosures -
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Lopmental Research Dirran

“hee members ot the Graauate hecord Examinatlions Buard, which formulates
volicies puiding vhe Graduate Heeord Examinations (GHE), have beer aware that
research infHmation sunporting the use and interpretation »f data on which
dimicssions declsiong are bas2a is indeed sparse. Suitable criteria for evalua-
ting the outcomes of graduat: educatlion neea to-be developed, and the relations
petween these criteria and intormation available for admissions decisions must
be discuvered. The Board 1s commitied to mount systematic. criterion develop-
men' no admissions research oo0rorts.

.

I3

.

I early November 1970, we contacted the Graduate School of youwr University
pact.y in hopes that certain records might be made available for research purposes.
Hater{ﬁ'; inc luding the enclosed letter and questionnaire accompan : the letter
1 initlal contect ana we hoped that information describing your department might
be entered on rhe questinnnalre and returned to us. We still hope so and urge you
©oosuppivous with the intormation golicited on the enclrsed questionnaire, and to
gt ioipate in the otudy by making certain of your records availlable to us.

The Loformation Hn the gquestionnalire will be valuable 1o us even though it
My onot preess Cedagibls ur yeou uo participate,  However, we would appreciate the
pportenity toory to overcone the difficulties that may @t this tine seem to
pronibit o your participat oon. Of course, the information f1om yvour department will
be held in strictest conlidence. Your department will not be identified in any
way in any report of this study without your permission.

[nomy letter ol November ¢ I emphasized that the transfer of datia would be
arranged so that.it s at a minimum of difficulty for you. T fully intended ana
still intand that to be the case.

Sincerely,

L7 el —
_ R. F. Boldt
! Chairman; Measurement ystems
/ ‘Research Group
BFB/ ik

o
Eniclion res

ERIC
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Dievelopmerntal Research icision

Le:aar Oir:

, The members ot the Graduate Record Examinations Board, which formulates
poricies guiaing the Gruduate Record Examinations, have for some time been aware
that research findimgs on the validity of our examinations are inadequate, being

tew and not represcnrative. We would like to see that more studies are accomplished,
bur in attempting to ao so encounter criterion problems and problems arising from
the scarcity of suivable data. Her -2 we are developing plans for criterion research
andg also initiating methodological studies on techniques for pooling data for use in
irferent ‘receiving institutions. This letter requests your participation in a
vaiidation study being conducted by the Educational Testing Service for the Graduate
record Examinations Hoard. The study will cempare 4 variety of complex regression
systems, both Bayesian aner least squareg, and will be condncted in departments of
cconomrel.

The methods vwoer wiit, hopetully, prove to tolerate situations where very few
cinenoare ooatlanle per achool.

Vool DL 0w gata relflect ing yous experizrce ond 2re enclosing a form
deowWniono i can Lhefietite the type and avaliabitiny ol data you may h. re available.
Gl oy o interer powsing your aata e cen if there wre not many cases.  Based
Jour ceoronser e WL propoase A means of wvransfersing deta from oyour files to
Urs with @ minlroun o0 comps Leation Por you. '

‘he need ror Lettoor research intormation .n graduate adiiissions is urgent and

RS SNy may neip uc orrovide it. We hope you will participate in this study.
St oarely,
A Pl S
k. F. Boldt

chairman, Measurement Syster:s
research Group

»
post
7 e
AL
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March L,
Dieceivpmental Research Division

Dear Sir:

The members of the Graduate Record Examinations Board, which formulates
policies guiding the Graduate Record Examinations, have for some-time been aware
that research findings on the validity of our examinations are inadequate, being
tew and not :epresentative. We would like tc see that more studies are accomplished,
but in attempting to do so encounter criterion problems and problems arising from
the scarcity of suitable data. Hcnce we are developing plans for criterion research
and also initiating methodological studies on techniques for pooling data for use in
different receiving institutions. This letter requests your participation in a cross-
validation study being conducted by the Egqucational Testing Service for the Graduate
Record Examinations Board. The study will compare a variety of complex regression
systems, both Bayesian and least squares, and will be conducted in departments of
nsychology

The methods used will, ropefully, prove *o tolerate situations where very few
cases are available per school.

We would like to use data reflecting.your experience 1.} a;e enclosing a form
on which you cap indicate the type and availability of aata F72u may have available.

We do -have an interest in using your data even if there a. >t many cases. ‘Based
on your responses we will propose a means of tranaferrlng - 3 from your files to
ours with a rinimum of complication for you.

The need for better research information in graduate admissions is urgent and
this study may help us provide it. We hope you will participate in this siudy.

Sincerely,

A BtA =

R. F. Boldt

Chairman, Measurement Systerms

Research Group
I3/ jh

knclosure




