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erxpectations with respect to the structure and meaning of these texts.;

e

: Previous work ‘on the structure of texts, primarily for
y;=‘vsimpie ‘harrgtives’, iS’reviewed . Problems ‘with earlier formalisms and
& scoring me thods ‘are d1scussed “and heur1stics for- av01ding theSe pro-
‘;blems are presented o : ‘

I . ’ . . e -

K '€ Uh" Three types of . texts werg selected for study - One. type was '
~ | . the Simple short story, ‘a type closely related to (and,: in’ some cases,A
' identical with) the kinds of ‘texts studied by other researchers. The

gsecond type studied were instructions.l The third Tty type was- definitional -
explanations, a  type well characterlzed by popular science articles.

'.Detailed analyses of the text structures -and textwsemantics for eight-

texts (three stories, two instructioné ~and three’ definitions) are.’ .
:presented Texts of the different types .differ from. each other in
/ consistent - ‘ways ‘on, two: d1mensions First, the text structures of
,Adéfinitions tend to be organized horizontally rather than vertically,

.| ‘ag are the text structures-of storiés and instructions. . Secondj the
" semantic representatlons of stories are composed of specific concepts,
-in schema theory terms, while the semantic representafTbns of 'instruc-

tions and defirnitions consist primar11y of generid concepts. On the' ,
‘basis. of these differences among the texts,; we predicted that stories

v would’be better’ remembered than, instructions, which wbuld, in turn,,
| be petter remembered than definitions, Three exper1ments‘were con-
‘ ducte@ to test this’ hypothes1s.> S d" o _'_ S

. + o
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i o " In experiment 1, subjects read and summarlzed six texts agd//jy‘ti-‘ .
, ; ‘
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‘later recalled three of these texts. Analy51s of the summary dat
'iﬂchateé that texts of different types are summarized to. about, .

.game extent: - The. recall data,. however, suggests that text type/may - ,',Afﬂ, .

'-determiné the amout recalled. Analysis of the recall dat#,showed - thab»” S

R ./although storiep were remembered best (as had been pred1cted), the ’ '
prop si onal cEntent of defin'itions was remembered better-/ ]

- ins€rucEions/;” It was hypothesized that rereading and summgrizing may
have" had -a® 1fferent1ally facilitative effect, for later 5éialL, ‘berie-
fiting t e recall ‘of dqflnltlons more. than 1E¥tructio;j/ o

A
[ ;'-In order. to test thls hypothes1s, eiperlmedzs 27and ¥ wete - T
Rerformed N SubJects heard tape recorded texts. (in eﬁper1ment 2 .the _
\¢§%me.§§t of texts used ‘in experiment 1; in experlment 3 a- somewhat ’
;dlfferent‘se‘), and, after perform1ng a br1ef 1nterfering ‘task,
“"'recailed each text after heaking it. They Were therefore not able to
' reprocess texts.as they had been able to in experiment 1. In general, .
‘ the results. of these. exper1ments confl med our predlctlons stories were- ¢
'recalled better than 1nstructions, whlch in turn,’ were recalled better
than def1nit10ns SubJects recalls in' these experiments were also
scored for the amount of reordeang of ‘the. textual material, This
analysis showed ‘a very powerful effect ‘due to text type.. Recalls of
'definitlons showed s1gn1ficant1y more reorderlng than did. rec.ﬁis
" of . 1nstruct10ns, which, in turn, had,’ more reordering then did the
‘récalls of stories.- These results are also in accord w1th our theory
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that stories have more hierarchical d1fferentiated text struqtures than
do instructions or - definitions and .that definitions have- 1ess hier-
archical structures tham do instructions. o "
. Subjects in these two experiments were-also requested to
'cluster the texts in natural groups, according to. their types, as

they ‘perceived them,

Their groupings were remarkably consistent with

our own c1ass1fications.

!

~

v

»

"+« "The research presented demonstrates the. need, for a more
thorough {fnvestigation both of the nature of people's: expectations °
foy differencgs in dlfferent types of text, and.of the effects of

such expectations ‘on Understanding and memory. Further reseanrch is
also.needed to'explore the ‘hypothesis that texts of different _types
. may benefit differentially from the application of particular 1earning
strategies ‘such as rereading and summar121ng
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. . ,f;f_ A theoretical orggntatlon fog?the stdﬁy of d1ffereng types
o " of- ;exts is. presgnted ‘Schema theory 1s proposed as a useful meta—

‘theory 'within which to develop specific theories| about reading Both

- theories- about the processes,of reading and theofies abouf "the structure

__ of what is read can be readily formulated‘in sc a theory terms. It

L is_propgsed that readers make judgments’ about the typbs of texts- that -
they read and that ‘these "judgments brlng about’ the actlﬁht;on of ,
expectations with ‘respect to .the setructure and‘meanlng ‘of* thése texts.

trﬁcturepof teth} pr1mar11y forA o
. MProblems withusearlier formalisms and
apd: heur1st1cs for *avoiding these pro- -

. [}

‘{ Previous ‘wor
gsimple narrative
scoring methods'are discussed

- hlems are presented : Y, v S N :
.\, ‘. .', -, X ‘-,_.'. ~ X . “_..-.. Y ‘: .
o ~ Three types of texyé“;e;e selected for study “"One type was

the simple short stery; a type closely . related to . (and in some cases,
_identical: with) the kinds “of Lexts studled by other searchers The
.. sefond type studied were 'instructions." The third ty .was’ def1n1t10na1(
explanatlons, a type well characterized by,pbpular seience articles. s
’- Detailed analyses of the text structures and. text .semantics for eight
' -texts (three stories:, ‘two instructiqns, and. three. definitions) ‘are
presented * Texts, of the djfferent types differ from each other in.
L consistent ways on two diménsions. First, the text structures of .
T def1nitiohs tend to be organized horizontally rather than vertitally,‘..
- . as are the text structué%s of.stories and 1nstruct10ns. Secodd the ) .
". .. semantic representatlons of stories are ,composed of specific cancepts ‘
in schema theory terms, while the semantic representations of imstrue-
,* v tions and.definditions consist primarily- of generic concepts. On the
basis of thesé- differences among theAtexts we predicted that stories ;\\,.
wopldgbe better remembered thag,instructlons, which would,.in turn, ¥
_ be better rem hered than definitions. Threé"experiments were con-
K aucted to te!t.thls hypothes1s A S ' '

- In exper1ment 1, subJec{s read and summarlzed\slx texbﬁ and
later recalled three .of these texts. Analysis of the summary data
, indlcates that tekts of different- types are summarizéd to about the
.;_;{,~same extent The recall data, however, suggests that text type may
. determine the amouqt recalled. Analysis, \of the recall data showed ‘that;
: Aalthough stories were reMembered best (as ‘had been predicted), the =
7“propositiona1 content of def1n1tionswasremembered better than that of
¥ ' instructions. It was hypothesized that rereadlng and summarizing may have
' . had-a differentially facilitdtive effect for ‘later recall, benefiting
' the recall of definitions more, than 1nstruct10ns : .

-

SO In order to test this hypothes1s, exper1ments 2 and 3 were
.performed. gubJects heard taﬁk recordeg, texts. (in exper1ment 2 the
samé_ set of texts used in exper1ment\1; -in experiment 3 .a somewhat
difﬁerent_set), and, after performing a brief interfering task,

B ) T e - - - N
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‘recalied’each text after hearingsit. They ﬁe;e'tﬁerefore notiableJto
reprocess texts as 'they hiimzéEn able to in experiment 1.’ In general,

.the results of these expe nts confirmed our predictions: stories were
recalled better than instructions, which, in tutn, were .recalled better
.7 than definitions - Subjects' recalls in these experiments were alsqg ..

' scored for. the amount of reordering of the textudal material. = This
. analysis showed a very powerful effect due to text type.  -Recails of
-definitions’ showed significantly more reorderipg than did recal ls
of instructions, whiéh, in turn,_had more reoﬁgering than did the -
" recalls of stories. These results .are also in accord with our theory:
that stories have more hierarch1ca1 differentiated text structures “than
" do instructions or definitions, and that definitions$ haVe less hier- ’
1.karchica1 structures than do instructions )‘ ‘ N

Y

s ' N
. . . ’
s - b . "

= SubJects in»these two exper1ments aEre also’ requested Ep
, clusYer the texts in. natural grohps ac ording to their_types, as’
. they perceived thenl“ Their grouplngs gere remarka‘ y co_sistent with

,~w

our own classifipations o g L;Jf; .

s - . “
= B S A
R - “The rgse ch presented demonstrates the* need f0r a more-
. o thorou h investi tion\both of the. nature of people '8 expectasiond-
: for. di%?erences ik different typep of text, and<of the effects of A
such expectations n understanding and memo: vy urther reseanch is also
‘needed to explore -

he hy&gihesis that téxts of di ferent types may e

Ve

» ben&ﬁht differegtially frym :the application of p_ ticular\learning
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I. - INTRODUCTION - : o .
- - . e ’ . ., '3}“:‘1 3“ } -
A small number of psychological researchers Qave recently begun

to’ study the nature of people s kndwledge about text structure and to
'1nvest1gate how such knowledge may guide the1r understanding oz texts
during rgading Rumelhart (1975) préSented a "schema” for stories.. In

h1s theory, stories’ have both a grammarﬂ which contrains the way ‘in wh1ch

~———~—ﬁ—const1tuen%s—{in~particulary-thehma}or»meaning bearlng components) _of _ aMNw_mi;__
- . : ~a. “ .
story may be ordered and a semantics, which contrains the meaning rela-

(3

tionships that can hold among the constituents of the story. Rumelhart

Y

w

also presented a.@et of rules for producing summaries. The'se rules wérte SN

i

-

to produce all the acceptable summaries of a story when giyen as input

i

the semant1c structure of the story Thorndyke (1977) proposed a grammar

for the structure of stor1es. The,structures produced by such a grammar

for particular stories were used to 1nterpret phenomena assoc1ated with

i

the recalls and summaries of those stories. Mandler & Johnson (1977)
. P
“also present a structural analysis of texts that includes semantic aspects.

]

- They introduce the concept of transformations in textual structure. In .
addition, they use the1r structwres for stories to analyze the recalls of

'both children and dults in a deelopmental study, ‘ S .

This work/and other related stud1es (Graesser, in press; Kintsch

-1975; Kozminsky, McKoon, 1977; Meyer, 1977) have opened a new field -
; of cognitive and reading research. Using new analytic techniques borrowed
s ) . s

in large measiire from linguist1cs, these researchers studied ghe effects

of. supra-sentenﬁial relations on the understanding, recall .and summariza-

" tion of texts: In the process of attempting to adopt the theoretical

.4

formalisms of Mandler. & Johnson, Rumelhart, and Thorndyke, we found certain
. : . ) ‘ ) " s . ‘ i

) . -~

Q -~ e . . . ) -
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N

' formallsms to convey d1fferent functions and in part to occa51ona1 1n-

cal ol

1nconsistenc1es 1n the treatmengs proposed ‘by the dlfferent researchers.

; Although each of these researchers has written as though the work of the

others could be takén as at least partlaI conflrmatlon of’hls or her ;
’ ’ o

, work there are some d1ff1cu1t1es in comparlng bhelr publlshed results.'

) These d1ff1cu1t1es .are due in part to the use of the same or 51m11ar

e

con51stencres‘1m given researcher's use of a formal meifanlsm., Although,
R ~ . ‘ )

P
{0
i

»,Qiffe;ent/reSea ch groups have.sometimes used the same texts,'they have

‘nevey an#lyzéd these ‘texts in the same way. These problems are dlscﬂs/ed

[N - .

| 1n deta 1'in "Text Ana1y51s Methods" below and expllelt conventlons are

f;,wout to apply‘the technlques&developed by Ru&elhart Mandler & Johnson,_i

T S A : ' : A
g;undbrstanding of and memory for texts has been devoted tos; studies of

‘a very~large number}of posslble text~types, at least-from the‘viewpoint

_p;opbs d These conventlons shou1d enable rep11catlon of our text analyses
P » ¥ . .
‘;'ﬁfaf Prev;ousawork on_the relatlonshlp between text structure and the e

TR o . t .
S8 } . R . 2

\_,A

B

S mple storr’zv There are ‘many other types'of texts‘asfweli -‘We set

N

and Thorndyke to ‘text types other than stor1es Only by study1ng a
varlety of types of texts can one come to know what aspects of ‘text

proc9551ng are un1versa1 .and which are governed by the reader s
g R

knowledge of the type. of text be1ng processed In our v1ew, there are’

: of'the’sophisticated‘reader“ In our exper1menta1 work reported below,

£

three different types of texts were studied. These were stories,

texts of the same type as those stud1ed by Rumelhart (1975, in pressJa),

1 “«

Thorndyke (1977), and Mandler § Johnson (1977), def1n1t10na1 explanatlons

) ) .~ ~ »
& . )




. €L - , L C BT B .
: ~ texts that introduce new technical concepts;.,and instructions, texts = " .~ ‘
I T . NS s R

that.giVEJa prescription for achieVingvsome goalgfaThe text. structures

'proposed for these types of text are presented beldw in theLsection
.o ¢ : : S e -
llText Types R . . ) . ' E ’ . " r
. 4 \ ' : ‘ - ,- . . LTy » . . .. ’ ) ': {
Theoretical Orientation . - ‘ " ' e R Z o

Cao Our wor\\%s an\zktens1on of a broader model 1n wh1ch read1ng‘/<r\\

viewed as .a k1nd of externally gu1ded thought\(Rumelhart '1n press-b B

a

Rigney,& Nunro, 1977). According to thlS theory, many dlfferent ponteptual ] Y~\

, R > : N A
"entities, called schem:ZL,_are act1vated dur1ng read1ng? Some of these ,'

| : L § e

e N

) ‘ .schemata are activated by the presence of particular letters fh.the text
- ¥ ‘

otherS'by particular words. dfome schemata represent other fam111ar concepts,
K o ST
not expressibleﬁin,a single word,'that were evoked”byitﬁe téXt.‘ In addition;

N

a schema .may be act1vated that has the ent1re text: 1n 1ts scoPe. . (See -

(g
" Munro & R1gney, 1977, for a dlscuss1on of the)scope of schemata Y- Suchla
text-schema 1nc1udes the.reader's knowledgeiapout whatmkind oi structure} )
thehte#t will have. S S R o
, 4: ) Figure 1 .sketches.the teit-understanding procesi. ﬂReading the'. ;

text results in the activation of a number of old schemata.. These include
pre-existing representations for words in the_text, £or4some supra-lexical
N : ' . ] S, I : . - -

concepts conveyed byvparticular combinations of”words, and for_the text

“type. Some of these{pre-existing schemataiareesufficiently actiuated\

that they:bring.aboutlthe creation of new schémata tosrepresent thefmeaning oo
of the text as the reader understands it. These nem’schemata'constitute
a‘record-in long term memory of therreader's understanding of“the text.

Figure 2 sketches our.view of what happens when a reader is later

. : -

asked to recall a text that was previously recad. The recall cues given’ -

in the instructdons activate some of the schemata that Wer@,created}in the
‘course.of the. text underst?pding process. These schemata activate wore of
. _ -3- 7 ‘ s w .

Q - ) S : . . : 5 ’
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.. ' the recoripiof the text, including the specific“text schema'for that'

o text. All these activated schemata then cooperate" with the generic

Schema for the text type of which the particular text was perceived to_
» be a‘member; motor processes are activated a%d a recalled text is
. ’ . ‘e S
| There are, we beiieve,:a variety'of text-type schemata-; .
'fﬂ . essentially one for eaﬁh ﬁajor type of text that a reader knows about.

LN

thn a reader reads a‘story, his or: her Story Schema is‘likely to be i

t

activated When a text gives instr ctions on how to accomslish something,

readers shou1d exper1ence an activatdeg of their instructians sehema.
. : | _\Q\/\ s
»oAnd when a text is written to explain' r define some new technical. con-

- -

cept, a reader who is familiar w1th that type of text will have an

i

activated DefinitionaiﬂExplanation Schema

. . A given. text- schema wi11 contain a var1ety\Qf in ormation about
. t I - L ’ - ’ '\
”the.type”of text.it”representsﬁ "It may contain information about the

level of difficulty of.vocabulary’thdt can be é;pectéd in the text-type. ﬁdqg
It.may specify types of stylistic devicesnthat are likeiy.tp“be‘used, or

, -

™ the level ‘of (sentent1a1) syntact1c complexity that is typical of the

text- type The kind of informatlon about texts that most concerns ‘us

b
!
!

. heﬁg\ﬂﬂowever '}s informatlon about the éxpected structura1 cﬁaracteris--
: - - .

.

tics of the text-type. There are two aspects to these structural character-

istics, which we calI\text-structure and text-semantics,
« . a . ’ . .
A text-schema. for a particular type of text will include infor-

- mation about the probable sequence of the major constitutents of a text..
¢ L . . . : L

‘ of that type. This sequence is the text—structure of the type. Naturally,
. . '. . l - .. . \"
these sequence expectations are not simpty lists of the most likely
. 1 v : b .

ordering of text components for the various text typeés. -The expectations

ERIC
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en . . S . N : . - d .
L - K . L : “ C .

* are mord flexibleg‘they'include_specifications forloptional-séquences

v and.optianally recursive constitutents.‘ One convenient way of ‘describing.

7 . sich structural expectations is to make use of the formalism of phrase " &
. . . : . .

N o . v .

. C .
structure, grammars.- A phrase structure grammar is .a set of rewrite

pa—— ¢

] l... s a ) . ) - M . . . )
rules which'generate_syntactic trees. Their use in this work and that.
: . ~ . ' . P . ,

of‘preyious investigators is, not meant-as a psychological model of the )

i ) 'production of texts. A rule such as- _ ' . o o 4
o J' S | PLOT — PURPOSE + ATTEMPT* + OUTCOME o _'\ | .- r
does not‘mean that a story -writer proceeds to construct a plot‘by planning
to" have first a purpose, then some’ﬁrbitra:y number of attempts totaccogk

pllsh that purpose, then an outcome. hat it-means is that‘the reader-

-2

. “

of a story expects the plot portion of that story to set upfgpme purpose v

for the protagonlst, whioh will then be followed by a number of attempts

5
H

o, o - ) ; . _
~v¢w~4§onwthempartiﬂfmthﬁnpiggaggpistwand f1nally, by some outcome.v'The sets i

y L S S

. of rewrite rules used in psychoioglcal theories of text structure are
0 ‘ - s
4 .
generative only in the technical sense. Théy'are meant not as'modelsr
o E R N Y -

of text productron, bﬁt rather as models of" part of the knowledgefthat fl;;;f o~

0

. - contributes to the understanding of part1cular texts.
¢j : The second kind of 1nformatlon about the stfuctural character--
. . N / r
ﬁﬂ 1st1cs of a type of text embodled 'in a text-schemata is the text- semantics

e \ . , = 0\
of the text-type. ‘The text semantics of a téxt- type spec1f§€?pthe expected

‘ meaning relationships that should hold»among the major constitténts of
a‘text. Rumelhartf(l97§) presentedjbne Q;y of characterizing‘these DA
ﬁrelationshipsﬁ In his gheory; semantic:interpretation rules operate on'glj_; 3
'thevstructures produced’hy the grammar components. nIn'effect syntactig _u_:f
ol :

rewrite rules have associated semantic interpretation rules. If Rumelhart

b’

' i
had proposed a grammar rule such as that glven above, the assoc1ated !

o '_ o " B - o o 7
ERIC
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.for all text types. = . . ‘ ’ r:'

a

' N " ’ [ o o & ) v N
' N S T : ‘ T

semantic interpretation rules Would look like this V i
\" MOTIVATE (PURPOSE ATTEMPTs) N N
- co . THEN (ATTEMPTI, ATTEMPT2 2. ’i Tl -

PRV . . R

L g .. GAUSE (ATTEMPT,, OUTCOME) - ' A
’ N Lt u - ,"‘“- .. . ) . .$ ’ ' )
. Howeverx, thi:SEpproach to text-semantics is not equally appropriate

e

“r

, _ "Ij. TEXT-TYPES - L
- . B I ‘ : -
. o A - .

-

Rigney (1976) and Rigney &»Munro'(1977) presented a tentative

' typology for text Vypes ’Four ma}or types of texts were described: -~

L
. . . ‘ . .

narratives, prescriptions, eéplanations, and representations Na%t)tives_

were characterized as: feaﬂm ing temporally-related ep1sodes, protagonists,

' andwjlots Narrative texts dea1 with conggé%e referents and: "have .v\ﬂr

s’

¢

“ae

7. ddiosyncratic funetion.

§.

’retated definitions and descriptions Representations were introduced

e

wrikten rules of thumb to step by-step instructions‘”

rangi in type fro
/ o
ta legZI statutes%f’Explanations were characterized ‘asg sequences of inter-

R )

1

as thé‘text type that restates or takes the p1ace of figural supp1ements

« . J

to texts.. C o . - L B

>

Iq our.current view, this.simple four=nay*typo1ogxr§or.altheth

.:”mayfbe'anzoversimplification,..We believe;that‘there’is‘no nagic number”5 .

of'textmtypes:because perception of text-type_membershiprmay'be an
. . , . . : ) ot

‘I S 3

o RES ' : .
y ~The significance_of.a text-type, in our theory, is that people

' have-ghﬁchema for texts of that type:. That is; they expect that'a“given"

text wi11 ‘have certain structural characteristics--both in” terms of the -

b .”- . - ,|J
sequence of its major constituents (the text structure) and in terms of the

L 4



- meaning relationghips that hold.among these constituents (the text semantics).
+ . Onge alreadqurecognizesjthat the;given text is an.example,of a certain e
o “5¥ ~ - e ‘
type of text, théen the reader w1ll classify the text in terms of that v .
\' ’_ L . M & .
. . L . ~N - . . .

~textftype' Yet,vother readers might say that th1s part1Cular tex{ was an | ~ .

¥ .,r.'

.
¥ a

“instance of some other text type that ehe first Ebader does ndt know bout.
‘H;' If, for example, a young ch11d had read Aand heard only two_igpes of :§§

ts, .’

.

* say sStories and instfuctlons, thgn fupon encountering the first example

. ’. ot a :
Y ;Aof am* expl nation, the ch11d wouPd be 11kely to class1fy«1t'as an 1nstance ’ TN

0f course, this-would .

reSult in many comprehens1on d1ffiCu1t1es for the chald sincefthe sequence

(- e

- of constituents in the text would n t’match ver awefl with whatever téxt-
cons . gt match very. vefl wi

'~ l'aschema was,aitivated. tﬁ\\g S A _ .f'}- o o S
. Wy Yo _ L L : L . '
lyThere are probably a large numbeflof.different text-schemata,'and

R

different}péople possessfdifferent ones of them." A psychology scholar, Yy

Y, /1 2 T
',.pSychological journal article. He or. she may.. even—have d1fferent schemata

"jforqthe structure of articlesrin different.psychological journals. _Some
:péoplepmaylpossess,dlfferent_schema forfthe structurelofistorles.inﬁdiffe;ent_.
types.of.comic book;{ Of course, this does not mean thgt‘thefe are not
-also some more'general text- type schemata that reflect our knowledge about “e 7L
a the similarlty among some of’the_d1fferent types of texts.»tThus,;one o ’/:ﬁ
_PeISOn miEht,éXperience an act1vatlon of_bo%g a Com1c'Book‘SLhema;and a

fad .
Narrative Schema while reading a comic book, and a Narrative Schema while

reading an Aesop's fable, both'a,Seriou& Novel,Schema' and'.a Narrativé

Y

Schema while reading The Possessed, and so on. In some sense the Narrative

. . . N o . . . ) ) . . .
-~ Schema would be expected to make less explicit claims about the structure Lo
Lo . : " v ’ . . l ) T )
7. of the text. being read than would any of the other three schemata jusg

e

ERIC

Aruitoxt provided by Eic:
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mentioned | It may be that some broad class1f1cat1on of texts;-such as
_ )that dnto the c1asses of narrat1ves prescr1pt10ns;.explanatlons: and
' representat10ns--w111 prove a usefui way of character121ng the most general -
A
q . knowledge that peop1e have about poss1b1e types of texts, It 1s not our:
. " b
purposﬂ“bere, however, to defend‘a part1cu1ar c1ass1f1cat10n of texts

3 -a . e - . . -

d1fferent types. = D _

o - - . , .0
j;&f ; »Three,text-;ypes,were chosen for our studies: »stories{iinstrucf
. f.liiéh$; andxdeffnitional,explanations,"~fhe%¢.;ypes are not as abstfact‘

- as typesZﬁikefnarrative; prescription ~exp1anation and representaiso.t
) » i:%s, fewer texts can be\approprlateiy c1ass1f1ed as stor;es than

@
Our‘goal 1s to see. how people remember and summarize texts of several ‘

.0 [RY

.. as narratives; 'fewer texts are Lnstructlons than are prescr1pt10ns,
- A " . .,' .
and fewer:are def1n1t10na1 explanations than are ekplanatlons.\.Texts L

el R S r—
\ - 4 . ) : o
of each type were used 1n the exper1ments descr1bed below.- The three .

- stor1es used were "The Dog and Its Shadow”‘(see below) and "The Old - )

o e — s

Farmer and H1s Stubern Donkey" and "Borrow1ng a Horse" (see texts:

LIRS " -

. . 4 e
‘A-l and A-2 in Append1x).. The two 1nstruct1ons used were'"Redlstrlbutlng

.the F111er in a Sleep1ng Bag" (see below) and ”Mak1ng.a Concrete P1anter" K

4

(see text A-3 in Appendlx ) The three deflnltlonal explanat1ons“u§eddv*’f

were "The Immune System (see below)and"Nematodes"and"Courtly Love

(see texts. A 4 and A- 5 1n Append1x ) In the sect1ons follow1ng, deta11ed

S c1a1ms are made about the text structure and text semantics of these types o

/a”"of texts and about the part1cu1ar examples of these text-types used

Before present1ng these deta1Ied claims, an 1mportant d1fference

between the semant\Es of stor1es and the semantics of the other types

car

of texts shou1d be p01nted out | ThlS dlfference has ‘to do w1th the nature

qﬁ@ﬁf the concepts that are stored as a result’ of read1ng the texxs: When :;

oy N ¢
3 .

'10.' . .()‘ N
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ERIC

Aruitoxt provided by Eic:

one. reads a story, one understands that the ‘new information conveyed Hﬁ#

'»the story can be stored as new spec1fic representations of old gener1c.-

b

. concepts. However, when one reads one of the other types of teXt, which-

we will lump together under the title "expository. text,'" then one
11 lu g p y :

¥dinarily cannot.store the new information conveyed by the text as

specific instances of old generic concepts.- Very often, expository text
. . * . , e ' . . . . .
is intended by the author to convey new generic information, rather than-

\

<new'specific information._

t

Let us br1ef1y review the di st1nctlon between generic and

¢

' specific concepts proposed in Munro & Rigney (1977) and Rumelhart &

Ortony (in press) These are important consgtructs 1n-schema.theory, : :

!

a‘procedural4semantiég—mode1 fot cognitive_processing. -In schema theory,

a generic concept is a cogn1t1ve entity in long term memory that stohes

.informatiOn about types. These gener1c concepts or schemata are storage

'units that have the spec1a1 property of also hav1ng procedural character-

istics. When a schema is activated, as a result of sensory input or

‘~ongoing—pfvte§s;hg, then that.schema can itself direct the flow of pro-
¥ . o . . .

cessing. Specific concepts have a differentvstatus in schema theory.
They are stored information units that do not have this procedural

agpect. When generic'concepts‘are highly activated  (when processin% in

i

context strongly "confirms" a schema), .then the concept is instantiated.
" s

What this means is that a copy of the schema is created in long-term memory.

‘The copy does not have all the attributes of the original schema. For

one thing, the copy does not have thefprocedural character ofvtheao%$§}na1

schema. For another, the copy is not exact. A generic concept has many
associated concepts that are only looseély specified; in effect, these

are variahies of the schema. TheICOpy; on the otherlhand, has more

5
4,

strictly specified associated concepts or arguments; the copy of a schema
oy
<
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.'ﬁasvfilled-pgrémeters. It is thése'cdpies of gederic concepts that we
:'3542fréfep to]gs'sﬁecifié;conééptsﬁ

.stﬁr;ésgﬁin genefal; aré not expected to int;o&hbe hew types.
.’Rﬁﬁher, thé& Present néwjépecific instancesEof.old types., Oﬁe wiil
. sometimes epééﬁqfer a new vocabulér& item or a new concept ih a stbr}, but
Iféédé;s dé dot'eﬁﬁéct.the*introductioﬁ;of such new generic‘qoncépts
toﬂﬁébﬁhéAauthorfé primary phfpose in Qriting'therstayy. ;Expository

text, on the other hand, seems €5 have the introduction of new generic

'concéptsfés'iéé,pfé@?ﬁypical'purpose; The text of the Immune'SYBtém '

%_ﬁ” given'Below,.fof'éxample does not presume that the réader'is already -

] : "wéll-acquaiﬁted with tﬂé concept of the immuqe ayséem, and then proceed
, Lo teach‘thg'reader about-sﬁme spécific instanceg-of ﬁhe immuqe system;
'Rather, its‘purposé is‘to teach the reader whatnthg'immune system is.
Inveffeéi, the author's intention is thét.the undgr@fahding of thevtéxt
'éhould‘result in the éreafion'bf:a‘new schema--én immupé Syster Séhgma--
in tﬁé mind of the readér, sporieg,bon the other hand, are likely
‘only to intrqduce new-instaﬁces (or,épecific coéies) qf existing schemafa.
\ ‘Séécifié ;nd gqheric congepts afe given différent kiﬁds of

semantic representations in schema-ﬁheoty; Figure 3 represenfs the

specific concepts embddigdin the following story;

The Margie Story _
_ - Margie was holding tightly to the string of her beahti-
’ _ . ful new balloon. :Suddenly, a gust of wind caught it. The
? ' wind carried it into a tree. The balloon hit a branch and -
burst. Margie cried and cried. ' '
,Thé Margie Story-is a very simple example of a narrative text. (It is

not an example of a Story according to the definitions présented belbw,

however.) Two types pf,reco:dg are differentiated in thetrepresentationm'

-12--
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Figure 3. A semantic representation for '"The Margié Stary" -
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" of -this tekt-shownvin Figure 3. The pairs of.angfed_brackets'represent'

Concepts of. specific individuals.-lThe ovals represent concepts'of specifio'

predications, these are. specific copies or versions - of the generic concepts

: whose names are used to label the ovals. e S

theory. The following vgry brief text could be classified as a defini-

- Consider now how generic concepts are represented in -schema
: S0 2 LA g

*“‘«‘«- s

e

tional egplanation in_our.partial typology of texts,.

' ) St a ’
I B . L | RO L.
Gastric-Juice o u

Gastric juice is the digestive - fluid- secreted by
the glands in the mucous membrane of the stomach It is
a thin watery fluid having an acid reaction, and it con-
tains several- enzymes .

7

Fighre 4 shows . how generic concepts, such as those conveyed by this ;;

brief text are represented in schema theory. Figure 4 can be thought of

... 28_4a computer program or procedure written in a. kind of- semantic operat--.

T e ®

ing language. It represents a simple schema for the concept of gastric-h ‘

Juice " Each line invthe representation iggéikind of SUbPIOCEdure that

names the other schemata that are called on by the Gastric-Juice Schema

‘ These lines specify the scope relationships that hold among the schemata.

The differences in the nature of the representations depicted !
in Figures 3 and 4 is intended to’ reflect thp functional differences'

between specific and generic concepts in sch?ma theory A representation

4 like that. in Figure 4 1is meant to reflect the dynamic, procedural qualities

of.generic information.v Speclfic information, such as that shown in.

Figure 3 has a more static -quality. An activated generic representation

~ can produce a specific representation, but the .reverse is not ordinarily

‘the case. o Lo e

¢



',GASTRIC'JUICE x), R _ f£~_ .

E . is when o ' B o '

;“.DIGESTIVE-FLUID (x)

- SECRETE (GLANDS (IN (GLANDS MUCOUS-MEMBRANCES (OF (MUCOUS-MEMBRANCES STOMACH))),x)

" THIN-FLUID (x) _ )

. WATERY (x) . . _ o N C
FLUID (x) ‘ - .///' T - ]

- HAVE (x, ACID- REACTION) S ’ S c N
- CONTAIN (x, ENZYMES) ' S o~ o _ .

< s A AL W,
mfwwﬁnd..m««_«w« PP N

Figure 4. A Semantic Representation foér "Gastric Juice."

fy -
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. TEXT ASALYS'IS' METHODS =~ . . &

i*.'g

Previous Models of Text tructure

Text an%f&s1s withi

N ) " ~
the framework of schemastheory has been

focussed for the past. few' égrs on simple stories.. Much work has been’

devoted to d1scover1ng an dequate representat1on of these stor1es and

-to test1ng exper1mentally he predictions based on these representations.

These exper1ments have primarily consisted of ask1ng subJects to summar12e'
.

or recall some texts wh1ch the exper1menter felt fell 1nto the class of |

s1mple stories.

Each of the researchers who have ‘attempted toianalyze simple

e
¢ v

storres has’ presented a d1fferent set ‘of rules. The rules (in'Rumelhart,
1'1975 Thorndyke, 1977 and Mandler 6 Johnson, 1977) have been wr1tten
'as‘rewr1te rules, a const1tuent on the left side of”an arrow with its
component constituents on the r1ght “This formalism permlts the conciseh'
expre551on of const1tuent relat1onsh1ps The spec1f1c rule systems
proposed differed both in what each rule conta1ned and in' what k1nds of
structures (syntact1c and semant1c) were supposed to be representedl
’_Some d1fferences are merely lex1cal--one researcher calls a const tuent | )
. .one th1ng,wh1le another~calls it someth1ng else. For example, é;EThart 's :

.episode seems to mean ‘approximately the same thing as Mandler G Johnson s

event structure. - However,‘some differences are more significant:

'd1fferent constra1nts are put on d1fferent rule systems, different claims
. are made on behalf of theSe systems and different 1evels of form and

content are represented . N _ a 4

- -16- . -,
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'.fW?;f‘.r B N -
e -

R ‘out'discussion biil include critcisms that.concern technical
. aspects of the use of rewrite rules - The techn1ca11ty of these cr1t1c15ms'

o~ does not detract from‘the1r 1mportance. Internal con51stency is, of course,

.
»

_essent1a1.' In add1t1on, it could clarify)areas of agreement'and dis-

2

. agreement %f d1fferent researchers would use the same rewrite rule con-

oo m-.—vwm e S R -

4.

' ventlons. When we undert krthe Present research - We. 1ntended to apply

e o A o

the technlques used by ear11er researchers (these techn1ques we 1n1t1a11y
perce1ved‘as essent1a11y very 51m11ar to each other) to other types of

text than slmple stor1es.. Only in the course of attemptlng to use these";
techn1ques 1nfour own work did we dlscover that there were: rea1 d1fferences
im ear11er treatments.’ |

c.Where’the generalization which a set of rules attempts to captnre

is incorrect, the support1ng data must be re-examined. Where thehgeneral-
1zat10n is. correct then the rules must be rewr1tten to reflect accurately

‘o

the genera11zat10n . Internal- conslstency 1s the most 1mportant constra1nt
on the use of these techn1ques and is no small ach1evement Beyond these A .
techn1ca1 requ1rements lie greater theoret1ca1 and methodologlcal 1ssues.h
AWhat.1s hlS system 1ntended to represent9 What' are the advantages and
dlsadvantages not of some part1cn1ar rule but of the ent1re rule s%stem’
What kinds of standards “should rule systems attempt to meet?- What k1nds “
of c1a1ms or assumpt1ons does any such system comm1t 1ts proponents Ep?'
'F1na11y, how can the ana1y51s of particular texts be related tg the ﬁu1e
N , _ .

system chosén? - I ' _ o : .

| The system_Rumﬁlhart_(1975) proposed forms the basis of«both~the.
'Thorndykeband Mandler G‘JOhnson systems. This system cpnsists of two

parallel sets of rules: gral rules which were to ''generate the,con-

stituent structure of stories,' an semantic interpretation rules which

<17 O
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o

' i_erevto "determine the semantic representation of - the story " AThe'
"semantic interpretation rule,fspe:ify the relationships between the , ". .

' components of the grammar rules, e.g.:

B Rule'l .Story'——o Setgigg + Episode’k.'f (A grammar ‘rule) A
Rnle l ALLOW (Setting, Episode) A (A semantic interpretation rule)

The' examplars of a. syntactic category are specified in terms of the

nature of the acts which can fill the role ~of that component what kind

s ~bf~r“‘m~‘mq—<r(

€ e e i

of agency instigatee the act, the purpose oﬁ EH‘"EEt““etc'~*¥his«datailed.,"¢,_;“
specificatiou—may result in more categories than are actually necessary
It does enable Rumelhart to represent more detailed kinds of semantic

?
relatiOnships than are probably needed to represent a story The kind.

of detail as to what kind of causality exists between two components seems
less a part of a story tha%/a general knowledge of what kinds of rela-
tionships can hold between different kinds of entities in ‘the world;v

" gee Fillenbaum (1978) and Munro 61978)

The anelhart grammar contains constituents which are apparently

obligatory but which are ;arely overt in’ actual dtortes:— FormexAmple+mttt;wrm; ttttt

" he has. the specific category,»intetna’?responsek "The mental responae of

-

4

an animate being to ‘an external event. In both the stories he analyzes

u-in the paper, the content of that category must be filled in by infe nce-

“from the overt reaction it _motivates Thus, at~no.level in this

grammar is there any distinction between what stodies‘must contain and

v

what is merely inferable from them. Moreover, there may,be nouprincipled

way to ded&de whether these inferences are based on -one s knowledge of

the structure of stories or on one 's know1edge of possible relationships
" between events or entities The latéer kind of knowledge should be dis-

' tinguished from that based on the structure of stories, in which certain
' \ I ‘ (/" 0

- -18-



v kinds of relationships are hlghly expectable o o C : )ﬁ.
RS TN b o A s
, f//f Thorndyke, (1977) presents a grammar "for s1mp1e, prototypical : o
a L
narrative structure (this grammar is) similar to _the one suggested by

ot

s \
.

. URumelhart having been simp1if1ed by the delition of a few structural

N

e1ements.V Thorndyke does not specify exact1y what str{ctural e1ements

\

he is referring to, nor even whether he is referr1ng to.conventions ‘or

formalisms or categories.‘ He did reject Rumelharh'sf"vwhich Rumelhart

\ o
used to "separate mutually exc1u31ve a1ternat€ves n Thorndyke appears"

S

»,;;,;ss,,_,,,,,,,,,,,,¢,'*'¢¢f_*f¢f((¢‘ y
" to have replaced this with curly brackets "hough H’"HevEf“makes'explicit«vhnv«l“,“s
~ the use of ‘this formalism He also iﬂtroduces the use of parentheses to - }
¢
‘.indicate that some element 1s optional (In Rumelhart % system, summar%L

".rules can accomplish the deletlon of optional e1ements ) However,

this simplification" leaves Thorndyke w1th more rather than fewer

3

formal devices Thorndyke reduced th "

umber_of;categdries; in his

system, everything f1na11y rewrites t _ her-state or event, Mandler &

Johnson (1977) also employ this.device,.but its usefulnéps'is,not madei'

L . ' _ o ' p
c1ear in either report.. In fact this kird of economy of terminal symbols

is very mis1ead1ng " One of Thorndyke s rewrlte ruTESJ(‘étually, B (N =B - N

his abbreviation for three rules) is the following: ',f

10. CHARACTERS l ‘
LOCATION | — STATE
, TIME

,This ru1e, 1nterpreted 11tera11y, says that any . STATE may f111 the

4

-

role of any of these three constituents (so long, we suppose, as the
-gtate. appears at-the approerlate sequential locatlon in the structure
n'of the story) This is plainly 1ncorrect since some STATE propositlons

are p1a1n1y only about locatlon and cannot be 1nterpreted as sett1ng

forth characters or t1me .no matter where the proposition,appears.




V\ R

'Naturally, it is also true that}bome stative proposition can on1y be_

cabout characters or about time.; Here is another_examp1e<of this type
“"'z . - . .

N of rule: " ' B - 'ﬁ?'_' g; ‘ | .

, . 7. SUBGOAL
oo b GOAL ‘ 'i<e  DESIRED STATE

4

'.What is the point of having tgb gzructqral e1ements that rewrite identi- —_—

-_cally? If x—-y and z2—y, why have both x and z? For .that matter 1if x

w

: can on1y rewrite as one possib1e e1ement y, then why have both.x and y? -

. ,-All_that is gained is an extra layer of structure, If X and z are to re=~ vb

*;*r~¥p:33entodi££eregt;seganticj!Entent representing th differalce high—up e

in the tree seems inagpropriate.v If x_and y are c1aimed_to be in some
.way structurally'different,such a rule might be maintained.but'Thorndyke,‘
: - . . A e

LR

"ok

.

’ _'suggests no such justification. . » S B R
¢ : -
Another kind of formal infe1icity can be found in Thorndyke ]

rule: v C
2 o . ’ ’ n .
2. SETTING ——>CHARACTEXS + LOCATION + TIME
Where "y "indicates the combination of elements in aequential order .
Since there is an available device, (), for. marking the optionality

“~-~-w<o£msumeielement, one can on1y assume that each of the e1ements in ‘this

ru1e is meant to be ob1igator¥ However, in his representations of theﬂ“mvw"h“”*

\ .
_individual stories used in his experiments this ru1e is not obeyed For

' "Circle Is1and" the setting consists merely of a location' while for

’ "The 0ld Farmer and His Stubborn~Donkey" it consists only of characten‘{"'
)Thorndyke's‘applications,of hislgrammar to particplar texts’fail.to meet'
| his.own description of what_a SETTibG'consists of. |

It may'be tﬁgt Thorndyke yanted to represent the SETTING as

.consisting of any of these constituents}orAcombinations of them. (This,

v

£y oy
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v 18 a more reasonable analysis of the struc:\fe of settings ) Thorndyke s

rule fails to capture this. Yet this analysis can be represented withoutj,

ﬁV_’

‘.rintroducing -any new formalisms A simple"hy to represent this situation'

’isllike'this:

co : ! ’ [ . EEN

. ' SETTING .__,,‘ BACKGROUND* S : ‘
fi'. S . . . . » e | o - L
B " (CHARACTERS | - o
S B ' BACKGROUND = < LOCATION R -
g I SR - (TIME - . '
b 4 . . . . !

:u These rules ,whiIe introduéiﬁg a new eiementﬁ(andiththat‘extent com-~

. ag

plicating the system), provide a more adequate representation. The

”‘““CHARAGTE&r~LOGATION,Fand .TIME consitutents still form a 1arger constituent

- '“ . T..,.u -

‘ Besides making any single constituent or combination of them avai1ab1e,_vr“'

T A B et

it’ﬁoes not‘insist that-any particu1ar~1inear.order1ng is mandatory, oL
. which is well since there is no evidence that CHARACTERS must precede o
LOCATION and LOCATION must precede TIME
Mandler & Johnson (1977)provide another 'grammar of simpie
.: stories," different from the tw0 previously discussed .They very ex-"
p1icit1y state the naturé of the narrative‘which‘they'expect to repreéent,'

"A simple story is not defined by its length number of events, or- number

-‘of epis_odes ‘but’ by the fact that it has a single protagonist i{t\ each .
L ‘ I _ —
episode _The events in one ep1sode.may leadHFQ”QBPEb?FHEQHVH:Eh adif - . =

ferentcharacter becomes the protagonist but .within a given, episode only

"
o
]

one protagonlst‘is allowed."
Mandler‘& Johnsonuattempt;to represent in~theirlrewrite rules

.things.which.Rumeihart used both‘grammar and.semantic»fhterpretation rules

ifbr,'e,gr, within their‘rewrite rulesvthey.attempt to,capture thevsemantic,
;reiationships;that hold between consitutuents. Thus, the rules express

both the constituents and: the relationships thatbhoid among them at the .

Vo o t ) .
same level of analysis.
. . ; - l")"‘-v o .
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S '_ i L Handler & 'Johnsxon 'coﬁstraine, '

their'grammar‘in 3uch'a(way that -

: terminal nodea or concatenations of terminal ‘nodes do‘\Bf appear at the N

same level as any, more abstract ﬁode They cannot have rewrite rules o£

. : z
- the sort that would state ‘ U

M
A .o L RS

BEVELOEMENT S— SIMPLE REACTION CAUSE EVENT .

inqtead t ey must accomplish thi using two ru;Fs

Joe

L I

VAN DEVELOPMENT - SDCBLE-_REACTION_ CAUSE, ACTION

* ACTION ——EVE s

This kind of constraint makes for an uneconomical gramm’r. The problem . '_J
"f, growa out of Mandler &‘bohnson 8 requirement that every node'must terminate .

in EVENT or STATE, which are uncharacterized More specific relationships

et e e ™~ # - A

W‘W‘
must therefore Be expressed“BY“more<abstractwnodesl¢ﬂrhis cons;raint RS TR

' ' causes the grammar - to,have at least three ,more rules than appear‘gtrictly

necessary forpurpOSes of merely representing the structure of the stories

_ grories’y

e 'l New and confusing ngtatgonal conventions were adopted by Mandler
;3’&'Johnson.' The symbol * is widely ‘used to denote that a category 80
marked may be optionally rewritten as any number of instances of the

i .cate "y, all.concatenatedg "In the Mandler &'Johnson work a new symbol
;superscript n, is used to convey this functiSn., ‘The symbol * ig then'
.used to indicate that some termina1 node is conjoined with other terminal

-

‘nodes to s high Ievel node thd@;“EVEN%*mcan;contain.SIATEs.' Confusion

'could have Bben av01ded if the gymbol * had not been given a new function. -0

;s

Instead the convention in-general use could have been mainta1ned and.

s - . . . . Cear L

oy

‘3;‘. '-," v:", ) .ﬂf . ) . ' v . ,
1The three rules"areg' “Action —= Event
C iR -Gbdl —e Internal State
5 y .., Y °  Emphasis —= State
‘.’ ' PR .L.-_ - ...v‘,..‘ 3 ) "".-"' .,'..1, - N B . . g IR ) .
- - .',.a
- - 7 .
{ -~
! iy £y oy A
30




: e -o“
_some new. conVention should be*introdUced to represent the non-“hasic“

'natqre of the‘node represented by them as EVENT* (Since the "basic ;;.

3 -~

'inode" is their oWn con.iigct, its symbolic:representation!is entirely K

:within their,control.) In general, this system attempts to‘carry too

~ much semantic’ information atvthe-same level, obscuring structural ,'f;‘u TR
e - : B g T . J ot

generalitys_ .

J?Standaids'for Modeling Text Structure T e R

o .v The technlcal dlfferences and 1nconsistencies in the ‘use of

1..) S BN . . R |

v

_symbols Sescribed above makes clear, we. believe, the need for sone set

.

w'Ans'of guidelines for the'construction of grammars of‘text'structure;'_lnﬂ
. A 1
Mthe process of. tryﬁ‘h to understand the detallﬂd implications of the

S ,..NMW‘M,N_JW“, s

e formalizations used by earlier researchers and of constructing and re-

N
S

%

s - vising our own textstruCtures,.a.number'of heuristics,evolved, These
. | . - . . . . . - co \‘
fall into two.classeszuﬂrules'for using the réwrite formaliSms and

¢
. 3

rules fq~ actually choosing part1cular rules and the structures they S
' . N e o . :
odould gederate.. . o
L s ) B Co . ‘ ’ K ) . :
»<‘> o Rewrite-rule Rules. Rewrite rules are composed of the following'
}. L ) ! . . o . : ‘ ,.V . B )

"elements: "%

e

&

EEEC

f » . ,Constituent names : These are arbitrary names of constituents in

- . -

B - the text structure representations of particular textd? -

4‘

e the rewrite arrow s1gn1fies that the element to the

B R R R P Y

left of the arrow may be composed of (or reallzed as) the

const1tuents to. the rlght of the arrow » Only one’constituent

S0t
._;, E

“name may appear to the left'of the arrow. ﬁeWrite’rules:of;

e . BRI

;Q}iqg. R 1the form-Af—o B are ‘not permitted. (That is, there must-bé;
. . . ) e * . ' ) "'ga X . . .
either a concatenation of constituents .or a choice of con-

'stituents (or both) to the right of the arrow. This prevents}J'

ERIC

Aruitoxt provided by Eic:



-

the generation of tree structures with 1ong,,thin,,func- :

T e . ~’~,....‘.n. ;, . o . »- -‘, )

Iy

tionless branches ) T _ d.. v . 1:u;., T 4,'tﬂ

LN

_.(‘._.‘_ . . ~

.“V+-' This eymbol indicates that the constituents whose sym-'i' _ -1’§/ :

bols are to either side (A and B in. the string "A + B")

are contiguous, ‘and that the Constituenf named on the left .

y'}.p;lﬁside of the + ordinarily will preceed the constituent !'E
S T )
' '~:1named on the right %ide of the + in the text.’ o N

'viiiu':'fWhén a constituent name'is followed by'* the constituent

i;:.L:;‘ canIthionally be iterated a% that point in the sttucture._pcia

s

'.‘A rule written A——oB* is atshorthand form of the following

7~

rule. ‘ . - ~;9i

"B+ B+.’..+' B

() : Parentheses are used to enclose optional constituents.

..

Thus,,A'——’(B) + C means that element A may be realized

by” either constituent c alone or by B + C. .

;lt : Curly brackets indicate that the elements enclosedr
_are mutually exclusive alternatives 80 a lineA { D’means:
that A-—o-B-or A ———C + D. Constituents that appear only

jton the right side of the arrow in<r set of rewrite rules
"mare terminal nodes (they dominate.only propositions, .not...

-

e - iother constituents) These constituents are definéd for,iu

- o _ ybeach text type as part of its fule system. Nonfterminal'
N o elements»are not defined;’ they cornigist of-combinationsfof;

T constituents. .

& Our aim in providing a syntax for each of the'ééktftbpés we{ha&ejétudied

RY

Co
t
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.isnté éharacterize what is commonly'present in‘fhesé téx;é, i;e.;.to
present the form into which'the épecific.éontent of thesé téx;é iS'fittedf
Ié_iérnecessary'to represent all the elehents which must be'present'iq
some text. to maké it a realization of its'category. What.does a reader/
~hearerrexpéct to be presenplin a stofy?

A text?étructure should not attempt to represent all the pbssiblev
inferenéég which the reader/heare; may make based on the text, nor should

it aim at making every fiﬁg semantic distinction that might be made by

VA :

someone armed with a finely-tuned logical system. Instead it»shouldkbe
designed to represent a broad fangec)frelationships and content throdgh
a general outline -of the pattern into which the content fits.

Heuristics for Modeling Text Structures. In writing rules we .

: had'sevérél operating principles:
,;' For the broad outline, we relied on our shared intuitions.
Agreement with priqr published’anaiyseS'was taken as important support
for such intuigions. |
2. We assumed that the basic order of the constituents of

a text-type was the order présent in the texts where the texts were in

A
Ll

agfeement}‘
. 3. Where the texts disagreed, the‘difference was due to

.ling;istic faétors. The order in which the constituents wﬁere embodied

in- independent sentences was held to be basic. For example, in stories,
‘the PURPOSE (MOTIVE) might be expressed in anoindependent sentence or in

a suboréinate purposé clause; in the first case (indepQPdent sentence), .

the PURPOSE would generally precede the-first ACT of the ATTEMPT; while
~in the second case (subordinate pugpose clause), the PURPOSE wouid generally
 £011ow the ACT (in keeping with the'geheral tendency of subordinate'purpose

g

lx-L
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A

. Flauses to foliow_the main claugse in unmarked situations). - Wé therefore,
énalyzed the structure of plots as having PURPOSEs preceding ATTEMPTs.
4. We limited congtituents to those which are separable in fomm

and present in the texts.

3
;"-5'._-}7:"
JERIN

5.‘ We limited new cohstituents to those which could not fig AR
into oategorieé aiready‘preséntﬁin the analysis. We conétruétedAnew
jconsti;uehtS'éhly fqr those étruc;utes which could not be meaningfully
repreéented in‘é level of structure or éategory already presént inAEhe-
syntax. A néw structure was required to Eave.some speciél function‘
.or dominance relation. which has formal consequenées.
6. Everf_semantic distiﬂétion does not necessarily en;ail‘
a distinc;ioﬁ in form. Only where a éemantié distinction does result:
in a distinction in form is it of interest ét.this level of analfsis.
The content and its internal cooccurrence restric;ions can be expressed
jelsewhgre. ';a
7. The rhles should be‘aé simple as théybcan be and yet
produée all the possible.structures of the appropriate'text-type (eQery
'specificétion renders the analyéis of a text-type less general).
- 8.  The rules shoﬁldrbe specific‘enough to répfesent one
text-type uhiquely.
. - 9. The system should be consistent and avoid reduﬁdancy."
10. The rules should prodﬁce ghe proposed trees. |
A répresentation system qonstfucted atcording to these heuristics

will be biased in fa.or of generality; any new layer of complexity must

be justified. 1If such a system errs, it is in the direction of simplicity.
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Some Problems with‘Previous‘Methods of . Scoring Text Recalls and Text

~ Summaries

' Mandler & Johnson (1977) and Rumelhart (1975) score recalls for

texts by splitting each text up. 1nto 1tf component statements and ‘then

/v JA -

».déclding which statements are reflected in a subject's recalls. Ne1ther

paper descr1bes the proceSs by wh1chvthe texts were divided up- into

e

statements for scor1ng purposes. This has the unfortunate effectsof5}}

‘1mply1ng that the process is 1ntu1t1vely obvious or well- known. That
this 1mp11cat10n is false can be deduced from the fact that in the tmo
4 works just cited the same text is analyz:d differently. In Rumelhart's
<treatment for example, the story '"The Dog and HlS Shadow" (see page 30)
~has 13 component statements whlle in Mandler § Johnson's treatement t /he
same text has 11 component statements.

Thorndyke (1977) made a'real contr1but10n by prop051ng an exp11c1t
system for d1v1d1ng a text up 1nto 1ts component prop051tlons. His system
is apparently not the same as the unexplalned systems used by Rumelhart
and by Mandler § Johnson Thorndyke analyzes "The Farmer and His Stubborn
Donkey";(see text A-1 in Appendix) as having 35 propositions, while
Rumelhart says it has 13 statements. Thordndyke's‘method'centers'on his
definition of a propositon as "avclause or sentence'containing an action
or statlve verb.'" Propositions are, therefore, restricted to surface

, clauses as defined by the overt presence‘of a'verb. Apparently all more
abstract.levels of syntactic or semantic representation are not eligible‘as

determiners‘of propositionhood in this system. For example, he explicitly

states that ''relationships between modifiers and their modified terms

-27-4 -
' T




are not considered as.seﬁarate ciauses unless they -appear as relative
clauses." This rule. seems fairly usefgl, in~that it is not difficuit‘to
- apply. -Ho;ever} Thorndyke does not always adhere to this rule in the
enalyses heﬁhroposes. For example;tconsider the following diVision:
(lj Circle'Islaed is ioéated in the middle oflthe Atlantic
Ocean, (2) north of Ronald Island. | |
,Here the verbless phrase ”north of Ronald Island" is treated as a
separate prop051t10n desp1te the fact that in thlS system the presence
 2of the verb is tHe crucial test jf prop051t10nhood
- Not onlxrls the rule for dividing the tex&éqrto prop051t10ns
.violated, as the example above shows, there is also ev1dence that no
Aeon51stent method is applied. The ana1y51sAof "“The Old Farmer and HlS.‘
‘Stubborh Donkey' contains a glaring incensistency; Compare: |
(16) But'the cat replied, "I would gladly scratch the dog,
(17) if bhly you would get mevsome milk."

with

(21) But the cow replied v
(22) "I would gladly give you some mllk
_(23) “if only you would get me some hay "
» These two exaﬁples are completely parallel in structure, but the first'

_is analyzed as consisting of two propositions, while the second is

supposed to have three.

8'_’23_
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- Standards for Scoring Text Recalls and Summaries

The problems discussed above are two typeé: methods for

dividing a text-into components‘for.scoring are not\?lways made explicit,

'andehen they'are made explicit; they are not always adhered te. If an - °

author's work is to be useful to other researchers, he or she must

provide them with a description of ‘how they too can carry out the research.

This means that the scoring methods must be made explicit and they must

be consistentiy followed." In keeping with this conclusion, we present

here the .standards that we used for d1v1ding our texts into component

_propositions for the purposes of scoring summaries and recalls.

P A propoéition, for purposes of scoring, is”defined as;:-
1. any claoSe/phrase conteining'a verb;
2. any gerund nith at least one eréument;

3. any postnominal modifier, including:

4 I
a. relative clauses,
” .

-

b. preposttional phrases (except gé-phraSes);‘
c. participial phrases,

d. .aopositfves;

‘e. parentheses;

4. any reduced adverbial clause (subordlnatlng conjunction +
' adjective); : '

" 5. .any element 301ned to another element by conjunction
~ (except for conjunctions of measurements) ;

6. only those prenominal modifiers which modify complements
of a couplar verb or are members of a conjunction;

7. any adverb of manner or means.

These rules will produce more propositions than are strictly

needed for separating the constituvents. However, they provide a clear-cut

surfece-ana;yzable system which dan be applied to a very shallow level in

]
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a mechanical way. It enahles anyone to replicate our‘diVIsions.

We are far from satisfied that this is the most insightful way

to divide the texts--in fact, we feel that any syntatic criteria will
. ‘ s .
fall.-ghort of the mark. Using syntactic ciiteria fails to note redundancy

across clauses and‘suggests that clausehood determines the weight of the
content~-it gives basically empty or weak clauses the'same status das

meaningful ones and implies that meaningful propositionhood is the same

across text-types, which may, in fact, be untrue.
Sy : , . _ . /

. Here are the three short texts used in our éxperiments, divided

up‘accotdihg to the aboveﬂtules. T

Text 1 Story

. The Dog and His Shadow

It happened. -« .

that a dog had got a piece of meat

and was carrying it home

in his mouth ‘

to eaty - ' ' ’
Now, on his way home, he had to cross a plank

lying acregs a running brook., =
As he crossed,

.. he looked down

10. and saw his own shadow

11, reflected in the water beneath
12. Thinking

13. it was another dog

"14., with another piece of meat,

15. he made up his mind

16. to have that also. , o
17. So he made a"snap at the shadow, -
18. but as he opened his mouth,

19. the piece of meat fell out,

20. dropped in the water

21. and was never seen more.

- ) (5}

LONOUV D WN
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Text 2 Instructions

PR

Redisttibu;inggthe Fillef in a 5leeping Bag

" One difficulty...(Z 3,4)... is

1.
-2, with sleeping bags =~
3, - in which down
‘4, ‘and feather fillers are-used as insulation
5. that this -insulation has a tendency
6. to slip towards the bottom,
7. You can redistribute the filler?
S‘V’Ihe‘process is very simple. . :
9." Open the article : o *
10. if possible. o : - '
11, Lay it on a hard surface,; e
12. such as the ground . N
A 13. - or floor, : : '
" 14, with the inside upwards. _ : -
15. Get a supple stick :
16. about a yard long.
17. Then start beating the bag )

18. lightly

19. from the foot up toward the top.

20, You will be able to feel

21. when a reasonably uniform thickness has been reStored
22. 1f necessary

23, turn the bag over

24, and go through the same process on ‘the other side.

)i" o ‘ - Text 3 Definition

3

EY

The Immune System

o

. The immune system is comparable...(2)...to the nervous system.
In the complexity of its functions e
. both systems are diffuse : ‘
organs

that are dispersed through most of the tissues of the body.
In man the imune system weighs about two pounds. ’
It consists of about a trillion cells
called lymphocytes r
and about 100 million trillion molecules
. 10, called antibodies
11. that are produced
12. and secreted by the lymphocytes. - :
13, The special capability of the imnune system is pattern recognition
14, and its assignment is _ o
‘15, to patrol the body
16. and guard its identity.

Co~NTUBMPWN
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The following three sections of this paper present our a&_ses

of the text structure of each of fhe thfee types of text studiéd. In
o . )

addition; the rglati;nships between the ‘text sttuctﬁre of a text type and

g - i A - : - . ,
its  typical text semantics are described. Finally, our analysis ofvthe

text structure and the semantics of each of the above short’ texts is

-_pfeseﬁtéd as an example of its type. ) L :

Story Structure

- Rules:” F

(1) - STORY —~ SETTING + PLOT o i

N

(2)  PLOT ——?PURPOSE + ATTEMPT* + OUTCOME
3y 'PU‘RPOS.»E e M_om |
| | {PLOT : }
O ATTE}4PT= —= [ACT* + RESULT
' | A.‘PLQT " }
(5) RESULT — (ATTEMPT) + OUTCOME _ .

"Terminal nodes:

-

s
Vil

SETTING: - ~ Location of story in time and/or space and/or introduction
: of characters.

MOTIVE: A Desire or intent which motivates ATTEMPT (8).

v JACT: "~ Action committed by some character which alone or in
. . combination with other acts produces a consequence or K o
o ' elicits a reaction. : : ’

OUTCOME : - Action(s). and/or states which are the results. of or
' : ~a reaction -to ACT(s) or ATTEMPT(S) :

ihis structure is/brief ahdAsimplé; it cénsists'oi.fivé re~" -
write‘rules and ten constituents--of which fouraaré terminal elemenfs:
Nevértheless, it caq.be usea to represent structures of infinite length.
éna complexity;‘ Tﬁese ruléé éan.be uéed.to produce specifiéitréés to"

\
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répresent the structure of individual texts. The'siméleét tﬁeeEthese'ﬁ
ru%es will éfoduce ié seen:in'Figure Sﬁ.- Thié tree is,préducgd By'
réélizing each constituent‘és a terminél nodé where‘thét is possible;
far more complex trees can be:brodpced by using the recursive élements ,

. of the Structure as seen in Figure-5B. A story structure generate% by

. the oye rules can be dué to the applicatiqn of recursive or iterative
. rules,_or‘the structure_can be quite éimplef.
3 : ‘FiguresAG, (in te#t), 24 and.28 (in Appendix)vpfgsent treés that
réprésenf-the‘text;structUres of the threéistories uéed as stimuld for 6ﬁr
ZJ'expetimenfs. In fhe‘trées,vthe_numbérs represent the propositiﬁns. fNo'
:_tempt has been made to represent the dominance relatioqships among pro-
poéitions whiéh‘are dominatéd by the same ée;ginal néde. For examplé; orte
cannot &iséover merely by looking at these treeé what the relationship‘js
- _ between -two pfopssitions-supsuméd qnder the same terminal node --they may.
‘iﬁe indepgﬁdent or‘one'ﬁay be dependené on the-oéher either seﬁanticaily or
syntactically. OurlconCernlis with representing the relationships between
‘and a@qng'coﬁstituents of4§exts, not constituents of sentencés or even -
necessarily all the relationships thatlcaﬁ:hold bethen §enfenccs,

’ - A STORY consists of a SE%TING and é PLOT.  The SETTING serves
" to establish the background On.which the PLOT.operates;. Thé‘fLOT'cop-v
sisiﬁ‘ﬁf a PURPOSE and an AfTEMPT_of serie§ of ATTEMPTS to attain that
PﬁRPOSE (t§ carry,out the stdked or implied intent) ending in some final

‘ OUTCOME. The PURPOSE may;consiét of a blot which has iés own PUﬁPOSE,
With tha motive for.phé ATTEMPTS beiﬁg.eétabliéhed by the OUTCOQE of ‘
that PLOT. ATTEMPT§ may.consisc gf ACTS and their_REéuth or of PLOTS

(when sowe new subpurpose is being established). RESULTS consist of

OUTCOMES (caused by ACTS) or of ATTEMPTS and OUTCOMES.

BN ; -33-
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“ . STORY
SETTING PLOT

PURPOSE ATTEMPT - OUTCOME

MOTIVE ACT RESULT

. .4 .- : ) ) .. B ) R . ) O'UTCom
Figure 5A.

’ \/ o , " . . - } i
. ... ~The Structure Of A Simple Story.

o : . STORY .. . | ' |
o g "PUR56gE,T”f~.=é§§g;;;;_~—_r_aﬁTCUME
| Agz\jfEEEULT_ L

. PLOT
ATTEMPT OUTCOME

o,
L
T PURPOSE @ ATTEMPT

N ‘%Q:i.t| .
© ' PLOT

B o - HOT!VE ACT - - RETULT :
TNEEE . SR OUTCOME PUT OSE - . ATTEMPT OUTCOME

- OUTCOME

 MOTIVE - AéT RESULT

OUTC OME

o : o " " Figure' 5B

N

' - The Structure Of A More Complex o

: E . Story. : :




‘To see how these.rulesvwork congider the text, presented on page 30

for the story "The Dog and His Shadow " In Figure 6 we can see the : -

'.structural representation of this storyv

3

. ) The SETTING ("It happened that a dog had got a p1ece of
.meat") introduces the characters, the dog and his meat.
g‘ ' r“_ (2) The MOTIVE (of the PLOT wh1ch forms the PURPOSE) ("and .

e '
was taking it. home in his mouth to eat ") states tég .

a .
dog s_iqtentions which cause,him to commit:w ¢

AN : ¢
Cal .

A ‘(3 an ACT ("Now‘on his way home he had to cross a plank

°

'lying_across a running brook;\"As he?ééossed;"){ .1rj'_.
This ACT enabled'
. .j-"', . '(45 another ACT ("he looked downvand saw'his own shadow'
| ‘'reflected in the water beneath ") which'caused
0o U (5) \the'OUTCOME ("Thinking it was'another dog with another

i
: -
-

X piece of meat " whi?h in turn _causes the final

.%@'gﬁf; l'ﬁ(6) °OUTCOME of th1s PLOT ("he made up his mind to- have that

-

also.") This OUTCOME serves as’ the motive for the

" new ATTEMPT which begins with

“(7) an ACT ("So ‘he made a snap at the shadow but as he opened
o <
- his mouth") which had as its RESULT '

7]-

- (8) the OUTCOME ("the giece of meat fell out dropped in the .
water,") which causes: the final resolution of the PLOT,
,(9) ‘the OUTCOME ("and was never seen more.")

?", - For each text we havegprov1ded a semantic representation as

well as a structural representation. These analyses are presented for

each text whith served as .stimuli in our experiments. The semantic
. T . S~

A .
N . . . .- ; N t
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B M .The Dog And HislShngW, R :

PURPOSE . ATTEMPT (9)0UTr0ME
21.
~(2) . : ;:
( )MOTIVE B 15-16 —g . 3 |
. 3_5 - - y *

tor Oper Mper pesuLr

6-8 - 9-11 - | o

. \
l‘: I |

(5 I ~
) surcome -

P

T12-14 7

Figure 6. 1 :
The text- structure of "The Dog qﬁd His Shadow"

" The numbers in parentheses beside the terminal nodes

refer to the- numbers used in the discussion of this
tree :

oo



© Figure 7. THE SEMANTICS OF A STORY:
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| : L o . -
rapresentation £pr "The Dog and His Shadow" is shown in Figure 7 The

. ew

' structural and semantic represe@fations of "The Farmer and His Sfubbotn L gy

,rDonkey" are in Figures 24 and 25 (in Appendix), espectively, those for

L

et
»

. "Borrowﬁ&g@s Horse" are in Figure 28 and 29 (In Appendix)

N : In comparing the'Structure of stories and their semantics certdinv

- -<9

'consistent ~and. probably defining relazionships can be observéd In order»

l‘ftB discuss these relationships we must define some terms which Will
i@' enablewus to talk-about‘given'parts of trees: - wgﬁi?.vﬁr3ff'
' L N : v B ’ , :4 )V, B : Wt

\ - 1. dominates' node A dominates node: B, if A is higher in the tree .

. cand in & direct line with B, 80 in'a tree ‘ ,,X ~ ;3.W »ffﬂt%
u n Y . A 1
. . . /7 "N\~
o -A‘dominates B;C,D, but not Y or z. |. >~ B ¢.
' . : L z ., 1
: C T o= D ’
2. immediately’ I T T A SOt U
dominate : node A immediately dominates node:B if :- S
) SR o N S ~ o g
. S A dominates B without’any other node intervening, = .= .
' . - : T e 4 v SR L
: : : . so if Ay , A immediately dominates B and C, = = *: )
o R " - o N ‘B o C Y s v 8 ) . . . .
'3, .sister: ' Node A arnd node B are sisteis.if?they are immediately -
Lo - 'dominatedfby the 'same node. , So if X A ande are .
. ) . " ‘sgisters. . .: : T TR S
' . \ . . - y > .»
Aside from. the particular events which occur within a particular“
v story, a great many of the semantic re1ationships among and between those

"events are pfedictable on the basis of their text- type (story)
Here are "the relationships that must hold among theiconstituentS'of é

story: 1. The.MOTIFE'causes the first.ACTs‘which are'immediately:dominated

that MOTIVE. (See Figure 8A).




o

2. The MOTIVE causes the leftmost MOTIVEs of those ATTEMPTs that are
.realized as PLOTs and that are sisters of the PURPOSE which immediately

dominates the MOTIVE (See Figure 8B).

3. An ACT causes or enables the OUTCOME immediately dominated by its
. . sister RESULT (See Figure 8C)

4 CIf a RESULT also dominates an ATTEMPT the ACT which is sister to d

‘the RESULT causes or endbles: any ACTs ‘dominated by the ATTEMPT and also
causes or enables the OUTCOME. (See Figure 8D)

5. 1f a PURPOSE is realized by a PLOT its OUTCOME bears the same rela-

tionships that a MOTIVE would bear. (See semantic rules 1 and 2).

Zoﬂ in any sequence of}OUTCOﬁEs, the‘left OUTCOME causes or enables the

OUTCOME to its immediate‘right. (See Figure 8E).

Y

Other relationships may hold among constituents, but these are

¢
-y

not obligatory. For examole there nay be an.enabling relationship between
ACTs immediately dom1nated by the ‘same ATTEMPT but thls relationship

does not have to hold

Gt
C
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o

- 1
. PLOT . @ ;
PURPGSE . ATTEMPT " ATTEMPT
MOTIVE, = ACT; RESULT - ACTy ACTy RESULT

MOT;VEakcauses ACT1 apd ACT2.

'Figpre 8A.
o Thé causai relationship between MOTIVEs and‘certaiﬁ ACTs.
, o g , ‘

PLOT , . : .

'PURBGSE . ATTEMPT - .. © ATTEMPT ...
MOTIVE, PLOT - PLOT

PURPOSE ATTEMPT OUTCOME ~ PURPOSE ATTEMPT OUTCOME
MOTIVE, _ A CPLOT SN
PURPOSE ATTEMPT OUTCOME

MOTIVE;

)

MOTIVEa“causes MOTIVEb and,MOTIVEc, T

Figure 8B.

. The causalvrelatiOnships between certain MOTIVEs:

o

'Figures 8A and 8B. tijv,»\
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_ATTEMPT
act,— RESULT |
o0 s (ATTEMPT) . . OUTCOME
':if” Qi;capses or enables OUTCOME..
ﬂ.; Figure 8C. - : >_  ' ,
The cauéalvor enabling relationship between some |
ACTs and OUTCQMEs. S -
~ ATTEMPT ,
' ~ ATTEMPT -0 - OUTCOME
act, RESULT ' _
L]

causes ér enables  ACT, and'OUTCOME.-

:ACTI

Figure 8D. S

The éausal or Enabling Rélationsﬁip\Among Certain Other ACTs

. o PLOY . '
PURPOSE.  ~ ATTEMPT oufcoME3

AT "RESULT-

ATTEMPT OUTCOME,
acf.  RESULT
ou COME, g

OUTCMME, causes or ehables OUTCOME, which causes or enables OUTCOME,

T Figure B8E.
Causal or Enabling Relationéhips“AmonglCertainIOUTCOMES.

" Figures 8C, 8D, and 8E.

Cr
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InStruction Structure

" Rules?.:
o, : : | coAL
- (1) INSTRUCTIONS — GOAL + DIRECTIONS + ( } )
R ' . - MOTIVE
(2) GOAL — PRODUCT + (MOTIVE) ‘.
@) DIRECTIONS — (PREPARATION) + MAIN—SEQUENCE'.— o (
(4) _ PREPARSTION —’(MATERIAL) + STEP* | |
(3 HAIN-SEQUENCE — STEP*
(8 S_TEP-—- STEP*
I LS
: CHECK -
o -] PURPOSE
‘REPEAT
~ \cowprtion = o
. Terminairééges: »
. - MOTIVE:) . encouragement to follew DIRECTIONS; statehents about
o N g’ simplicity, interest, cheapness, etc., of process and/or
" ! product. 5

K

'PROﬁUCT° .description ofAintehded outcome.

7‘-.1

yArEBIAL: statemeht of ma jor equipment/constituents of process.

", CHECK. ' instruction to examine result of some act/pr0cess and compare'
I it to some gtated or implied goal or standard. .

‘RESﬁLT: predicted side effect of c0mmitting some act(s).
REPEAT: tinstruction to return to STEP immediately dominated by

STEP which immediately domjinates REPEAT and repeat process -
from there. (This may include some prerequisite STEP(s).)

- CONDITION: ehy act, state or pr0cess which mus t be acc0mpIished or
obtained in order to complete some portion of a prescription.

,

PURPOSE: main and predicted outcome of committiﬁg some act(s).

e
(0]
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_INSTRUCTIONS are made up of a GOAL and the DIRECTIONS for
attaining that GOAL. The GOAL itself consists of a description of the

output of following the DIRECTIONS, the PRODUCT, and optlonally some

encouragement ‘to attempt the process, the MOTIVE After the DIRECTIONS, .

. the prescription may optlonally restate ‘the GOAL or give some MOTIVE

_ The DIRECTIONS may include a PREPARATION and ‘always includes a MAIN-

:SEQUEN?E/of instruﬂ{?ons which.serves)to describe the c¢entral act(s)
of the prescript1on b The PREPARATION consists of an optional MATERIAL
:'constituent and. gomeﬁSTEP (or STEPs) MATERIAL describes the maJor
ingredients or equipment of the process The STEPs express_the pre-
,paratory acts which must be accomplished.to enab1e one to carry out
« the'MAIN-SEQUENCE The MAIN SEQUENCE a1so cons1sts of a sequence of
'STEPs .~ These STEPs con31st of the statement of aR -act which must be
performed, a state which must obtain or a process which must be under-
gone--a_CONDITION ‘which must be met (in other words). A’STEP may
- consist of a STEP and some.special kind of instruction (which must be

fassociated with a STEP, like CHECK or REPEAT, or a STEP and some ex-

,iplanatory or descriptlve ‘material like PURPOSE or- RESULT)ff

» The .structural and ‘semantic representations -of the INSTRUCTIONS

which served as exper1mental stimuli ("Redistribut1ng the Fil

‘N‘J//Sleeping Bag" and. "Making a Concrete Planter") are prov1ded in Figures 9

and 10 (in text), 31 and 32 (in Appendix) Again we can see .t there’

e O

is a relationships between the structures and the semantics which can be

expressed in rules: _ o

“

1. .The PREPARAT ION enables the f1rst STEP of the MAIN SEQUENCE.

2. STEPs enable their sister CHECKs and cause’ their sister
REPEATs :
. 4

3., STEPs cause their sister RESULTs.

S




Red st}ibhting the’?iiler In a Sleeping Bag'"

. . INSTRUCTIONS.
.y e - " - S - . - .
. GOAL o S - DIRECTIONS | )
(1) PRODUCT (2) MOTIVE =~ .  PREPARATION MAIN
o , R - : SEQUENCE
~1-6 " 7-8 o S S
T . STEP MTP' STEP . * -
’ 5y 1 : o
. \ “ CONDITION . STEP REﬁFAT (33 :
) - 15-16 22-24 ‘
{ . sTEP .SMWP  STEP CHECK ()
e : S R
. ¥ N S I' '20-21
K (3)CONDITION CONDITION (4)
_ e "(6) CONDITION
9-10.  11-14 - o
o 17-19
» ‘ ’
?’t'?.
Figure 9.. '
. B The text structure for '"Redistributing
T SR the Filler In a Sléeping Bag."
. . . N ﬁ s
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SLEEPING-BAG (x) -~ . . - . ' O
.o -+ 1is when’ I ' ) o ' - o ~""§.’a~1w
"INSULATION (of x, AND (DOWN FILLER FEATHER FILLER)) IR
TROUBLE (with x, TEND (INSULATION (x), SLIP (INSUIATION (x)), to BOTTOM (x)))
~ POSSIBLE (REDISTRIBUTE (ACTOR,. FILLER (x))) ' -
: EASY (REDISTRIBUTE (ACTOR, FILLER (x)))

REDISTRIBUTE BAG (ACTIOR, FILLER (SLEEPING-EAG)) S o
. 18 when,K . . SR o
'“.PREPAKE-EAG (ACTOR ‘SLEEPING-BAG) Lo S ' I
PREPARE -STICK. (ACTOR STICK) ' . o
"ENABLE (AWD (PREPARE-BAG (ACTOR, SLEEPING BAG) PREPARE-STICK (ACTOR STICK)),
. - «START| (BEAT-BAG (ACTOR, SLEEPING -BAG))) - - . ~—
.. 'BEAT-BAG (ACTOR, SLEEPING-BAG) , ' '
1IF (NOT (RESTORE (BEAT-BAG (ACTOR, SLEEPING EAG), tp UNIFORM-THICKNESS (SLEEPING-
' BAG))), : €0 .
~then AND (TURN (ACTOR SLEEPING -BAG), REPEAT (BEAT BAG .(ACTOR, SLEEPING BAG)))) :

'PREPARE BAG (ACTOR, SLEEPING- BAG)

is' when )
IF (POSSIBLE (OPEN (ACTOR, SLEEPING BAG)), then OPEN (ACTOR SLEEPING BAG))
LAY-ON (ACTOR, SLEEPING BAG (INSIDE- UPWARDS (SLEEPING BAG)) HARD- SURFACE)

. HARD- S&LEAGE ® - . - ‘_

18 when
EXANPLE (x, OR (GROUND, FLOOR)) .

PREPARE STICK (ACTOR STICK)
'is when

GET (ACTOR, STICK)

SUPPLE (STIGK)

‘LENGTH (STICK l-YARD)

' BEAT-BAG (Ac'ron SLEEPING BAG) o S
. is when ’ '
USE (ACTOR, STICK, BEAT (ACTOR, SLEEPING- BAG))
" LIGHT (BEAT (ACTOR, SLEEPING-BAG)) ‘ '
. FROM-TOWARD (BEAT (ACTOR, SLEEPING-BAG), ' BOTTOM(SLEEPING BAG), TOP (SLEEPING-
" BAG))
\E‘NABLE ‘(BEAT (ACTOR, SLEEPING-BAG), FEEL (ACTOR, RESTORE (BEAT (AC'!DR
SLEEPING-BAG), UNIFORM-THICKNESS (SLEEPING- BAG))))
FEEL. (ACTOR, .RESTORE (BEAT (ACTOR, SLEEPING-BAG), UNIFORM-THICKNESS
(SLEEPING -BAG))) .

. , 7 N
- Figure 10." The text semantics for ”Redistrlbutlng the FIller in a
‘ Sleeping Bag'




T ) r i e e
¢ 4. PURPOSEs activate their sister STEPs as subschemata.
P B
'5. A STEP enables the sister STEP to its immediate right when

they are immediately domindted by STEP.

Other types of semantic relationships among the major'components of

- instructional texts are also- possible, of course. However, the semantic
relationships shownéhere'shoqld:glways be expected.. o ot
. - : /\ .
.

Fos
L

£

Ulay
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‘T;Qnginition~Structnre o ,: I R

- Rules:
' (1) DEFINITION —- CHARACTERISTIG*
S ) .TRAIT
(2) CHARACTIERISTIC— < . .|
S L ' DEFINITION

P

R I

Terminal nodes:

TRAIT' specification of some co cept/entity being defined

, *typically expressing suck information as: . o ! ‘\\
. components 5location  habits
participants types source;
-feffects/manifestations creators' .abilities
* functions ‘ : " time

physical attributes«- /
size, shape, color,
texture, etc. '

‘ A'ﬁEFINiTION of som concept or entity'consists-of‘some
éHARACTERISTics which are themselves defining TRAITs or which afe
.DEFINITIONS of something else which is a CHARACTERISTIC of.the concept
or entity. .Thus, 1n'defi ing‘a square, one/zan«say:
‘ 1vi. it is a‘geo etric shape. |
2. it is form d by four straight lines.

3, these lin‘s meet at right angles.%f

These are CHARACTERIS ICs, TRAITS. s

2 .
One can further say  of right angles:

4. a right angle is an angle of 90°.

5. lines which meet at " right angles are said to be perpendicular
: to each other .,

These are a1so»TRAITs, TRAITs“ofia right anglevwhlcn is itself a TRAIT of
squares. 'Lines 1 - 5 constitute a definition of a square with an embedded
definition of right angie.

PN
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.I The semantic representations given below kin Figures 12 (in, text),
:36; and 40 (in Appendix) reflect the fiﬁsnéés of the corresponding structure .
representations of these definitions (shown in Figures 11 (in text), 35 and
-39 (in'Appendix). TRAITS are not causa11y or enab11ng1y linked Instead

they are grouped by sharing arguments The DEFI%%TIONS within a: DEFINITION

: refer to each other or to the dominating DEFINITION by sharing or over—‘

i

1apping arguments or propositions The TRAITs of a sing1e DEFINITION are«ﬁ

connexted by shared arguments not by higher predicates




"The Immune System"

. DEFINITION -

| iféﬁ§‘1  GHAR ETR' 1MRf  .
.f DEFINIiION %RrIT (IO%RAIT (II%JAITff

14 15 ; 16,1 =

DEFINITION

- o . CHAR CHAR

'(Q%RAIT(%&AiTi'vCHAR' CHAR CHAR
o _(e)'l' | @)
7 8 RAIT TRAIT TRAIT

e S 9 10 11412

Figure 11. » . Vo

) i o
The structure of ''The Immune System.'" -

Note: CHAR = CHARA ISTIC:

DU
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IMMUNE SYiEEM (x) S P SR TPER ST b-’if‘_: o
- o s when e : :
gj‘COMPARABLE (COMPLEXITY (Fuﬁcrrous (x)) COMPLEXITY (FUNCTIONS (NERVOUS SYSTEM)))
' DIFFUSE-ORGAN (AND (x, NERVOUS-SYSTEM)) :
' . DISPERSED-THROUGH (AND (%, NERVOUS SYSTEM) TISSUES . (BODY))
' WEIGH (x, 2-LBS.)
CONSIST-OF (x, AND (LYMPHOCYTES, ANTIBODIES))
- RECOGNIZE (x, PATTERNS)
 PATROL (x,  BODY). e : , _ " : P
' GUARD (x, IDENTITY=(BODY)) R T

'LYMPHOCYTES (x)
ST is when ‘ ,
* CONSIST-OF (IMMUNE SYSTEM, AND (x ANTIBODIES)) Lo
'CELLS (x) .
NUMBER (of .x (IN (x BODY)), TRILLION)
PRODUCE (», ANTIBODIES) . ) Lo L ,
'SECRETE (x, ANTIB@DIES). - ‘ -~ L I

ANTIBODIES" (x)
‘ © 1¢ when
- CONSIST-OF (IMMUNE YSTEM AND (LYMPHOCYTES, x))
~ MOLECULES (x) |
-.NUMBER (of x (IN (#, BODY)), 100-MILLION-TRILLION)
" PRODUCE (LYMPHOCYTES, x) ' .
.SECRETE (LYMPHOGYTES, x)

 Figure 12. The Seméntiés of "The, Immune System."

) U
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L - . - e . T~ . ¢
. . s - . . .

,Weihayé explicated a model_o _ ‘e'differences,in textvstructure v
“7and in text semantics for three types "of texts. *’Other systematic differences
'among texts of different types can also be observed There are lexical.

and grammatical differences which aiﬁ closely linked to the pragmatic

-

‘qualities of each texthtype\ A simple, transparent example of this kind S

of difference can be seen by examining the types of sentences which appear
e in our’ example‘texts; 1‘ .L' :': . 8 o ; e ; R p 'j
"around 1/2 of‘the'sentences which abpear inqthe,instructions n‘
are imperatives>as compared with no (0) imperatives(in'the ’

other 2 text-types.
. 'Certainly the'reason for this distinction is.intuitively obvious (giyen'
thetintentnof theltexts)' and form some,part.of our"expectations as to
text-type. sText;types”diffEi:\in complexity of sentences, number of

different types of words (part of - speech and, type token ratios for’

I

'nouns, verbs, etc. ), and ‘in many other particulars We believe that to

’ - -
0

try to control all the differences except those due ‘to differences in

text structure and text Semantics is probably futile; any such attempt
would alter the type of text itself. The least dangerous (and most natural)
basis for getting comparable texts of different types is to choose texts

with the same number of words_or, perhaps, the same number of'propositions.

.
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'ﬁ°3.f""':;'] we have proposed that there are regular and desé’tbable differences .
between texts of differen » pe i We have presented represedtations

" T of these differences (structural and semantic) for thrée different text- ‘.m_

i e,

}types ‘and for eight indlvidual tex which are member of these types}_';
&9

.-

G ey

Earlier expetiments designed to: test theories of. textzstructure

.

" and text semantics .are of two- types*i summarization and recall Rumelhart

r

(in press) used his ana1ysis of storiés ‘to predict the structure of. summaries

' ’ R \
1 A1

He- claimed that his:' representation of thHe structure of a story gives us
Ry

, a distinction between the important parts,of a story and the details In

fgeneral “the higher the information in the structure diagram, the more .

I v

r

' central to the story and the lower the formation the more. peripheral "

R— 'g

">;In theOry, then,‘if a summary is a recaﬁitﬁlation of the mos t important

o

: 1nformation in a text, its structure can- be mechanically predictei from

vji" the~structure diagram of the text In addition to defining importance in ool

terms of position in the diagram, Rumelhart proposed a set of summarization

A

. y )
: rules which: collapse ‘nodes into their mos t "importaht)ffarts--those which

&
state, as succinctly as possibile, the central fdeas the‘scEema named ¥

Lx

"by that node.i~ Thispattractive theory claims thatgthe'strUCture of a text .
reflects the'importance oflthe'elements within the text and that summarizd-

tion proyidesfaccess to people's j;dgem%nts aboutithe importance of. the
o NP . _ o ‘

5

~parts of a text.
. S
Recall data has also been used to get at these elements of structure

>

'and semantics. 'In our_view,-during the presentatioq,of a»text,.each reader

experiences the'act}éation of a variety of schemata;fw1th:thearesult_that
. : ] ] . - R AN o .

2 . : ; ' | |
- ~ We. thank Dav1d Werner for his a551stance 1n the preparation of
this section. : : ;

>
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ERIC

Aruitoxt provided by Eic:

_is-orgaﬁized in linear fashion.

both a text structure and a text semantics représentatign play a role in

his or her understanding of the text. We expect the text structure

‘representation to decay rapidly after the end of the text presentation;

. we -believe that the primary function of a text structure is to aid in the

construction of a text semantics. At the time of the recall task, we
expect subjects to use their semantic representations of the text in con-

junctioh with what fragments of specific text structure representation

-

remained in memory and an activation of a generic text-type-schema to

reconstruct a véréion of the téext. This model, together with several

”

plausible assumptions, enables us to make-some predictions about the nature
of what readers recall from different texts.
Two assdmptibns are required to make predictions about the nature of

+

recall for different text-types. First, we assume that the process of

‘storing new information in memory is more straight-forward (orvsimblef) for.

specific concepts that for generic concepts. Secoﬁd, we assume that re-
trieval ig easier whgn inforﬁafioﬁ is hierarchically arranged,than whén it
.The te#ts used iﬁ the present study differ markedly along the.
geheriéness-specificity dimens%gn énd the hierarchical-linear organization
diménsion. Stories convey specific informa;ion. (See the specific
semantic representations in Figures.7, 25 and éﬁfﬁ\éﬁLey are also character-
ized by deep hierarchical structures as canqbeQSeen in tae étructural
'rebre§entationslgiven for the stcries. (See Figures 6, 24, and 28). On

. . PV ad B .
the other hand, definitions convey generic information ( the semantic re-

presentations in Figures 12, 36 and 40 are in géneric schema format) and.

are characterized by flat, non-hierarchical text-structures (as can be

seen in Figures 11, 35 and 39). Instructions are in somb ways.siﬁilar to

. -

0 N
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definitions apd iﬁ'otheréwéys similar to stories. Like definitions, they
convey generic information. (See Figures 10 and 32). HoweVer,vthey'alsd
TN oY i ' | . _
 possess a hierarchical text structure characteristic of stories. (See

[ ¥

Figures 9 and 31). § . - , ‘.

If our earlier aséumptions.are cérrect, then information in stories
should.bé:éasigr to store fhan information in définitions’br'insfrﬂctions.
Furthermore,iﬁ?érmation retfieval‘should be easier fof'storiés and instruc-

- tions than for definffions. " We should theréfore’prediét thét recall for
storj texts will exceéd:recall.for'instruction'texts, whiéh‘invturn should
be better than recall for definitional texts. "We pfedict that texts of
the same tyﬁe will be reQalled equally well regardless of their semantic
content, if in fact structural‘factors aloﬁe determine recall. In order
’fo test tﬁis prédiction, tWOmpgssages of each text type wereideveloped

_ that varied in>1ength--10ng and short. The lohgér teﬁtsaa?e'more than
twice as long as'thé short texts in number of propositions and terminal
ﬁodeé. . |

| These predictions relate to the sheer quéhtity.of information
that wili be reca}led for the various types of texts. A different type
of pfédictioh is thaf téxf—tng ;ffects ﬁot onlf the amoﬁnt recalled

Sut aléo what is recalled. Texts should not be recalled like lists of

unrelated items, where serial order piayé.a major role. We ‘would expéct
the hiérérchiéal'reiationships to.detérpine what is rééalled in texts.

In definition§,ﬁhowever, Qhere;the hiearachical-structure-is minimal,

@nez’a‘r ord.er'should play a mox;?\'critical ‘role, although we do not expect
. ) v s
- the pattgfn of a classical serial position curve since this material
. < . . R _ '
" is semantically organized. We.expect to be able to determine which elements

of a text are more or less likely to be recalled for each text-type.

[ BN N
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ERIC

Aruitoxt provided by Eic:

- Experiment 1

’
-
<

- In the first experiment, we had students summarize and recall texts
of different types. We decided to have the students summarize the texts

to test the extent to which their summaries reflect the "importaﬁce" of

the content. We believe that soﬁe parts of text struetures are more im-

portant than othérs and are, therefore, more likely to be included in

the summaries. On the basis$ of such an assumption, we predict that text-

%

type wili play a role in determining which parts of the paséage will be

“included in the summaries. One of the texts used in the experiment is

a story that Rumelhart used in his summarization experiment. It is included

" to see how closely the summaries generated by our subjects match those

produced by his'subjects.
. i ) _ oo . '
In addition to writing summaries, students are also required to
recall half of the texts that they summarize to see how well.(or'poorlY)

the -recalls match our.predictions for the memorability of texts of different

types: ‘ - ' . R

Method. C
Eighteen undergraduate college students chose to participate in this

experiment for credit in an introductory psychology class. Four college

.graduate students also participated in the study for a total sample size -

4

of 22 subjects.
Studente were testea in groups of two to four. Each student was
ramdomly assigned to one of four treatment groups that differed accorQing
to_the order in which the six texts wefe presented. The two between- |
subjects factors relafed to ordef are length order (shortelong versus

long-short) and text-type order (definition-story-intruction versus

.

instruction-story-definition). The four resultant treatment groups
. r - .

vy
i

~

*.
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. are: .
'1. long definition, long story, long instructions,
short definition, short story, short instructienss

LA
V3

2. short definition, short story, short instructions,
~ long definition, long story, long instructions; -

3. 1long instructioil, long story, long definition,
- short instructions, short story, short. definition; and

w 4. short instructions, short story, short definition, ,
\ . long instructions, long story, long definition.-

For comparing the students' summaries, the design is a 2 x 2 x 3 x 2

factorial with repeated measures on the last two factors. The two.between-
subjects factors are length order and text-type order as described above,
while the two within-subjects factors are text type (story: instructions,

and definition)‘and'text 1engthv(short¢and long). For compariné the

students' recalls, the design is a 2 x'2 x 3 Factorial with repeated
measures on the last factor of text type. Since the students “recall

-

only the first three texts, the previously within-subjectsvfactor of 'text
v : :

length order is one of the between-subjeets factors.

Each studeﬁf'was.given'three booklets during the course of the

experiment: a text booklet, e summary booklet, and a recall booklet.

Each will be described in turn. The text booklet consisted of an instruction

- ' _ ?
sheet and six typed passages, titled as follows:

"Redistributing the Filler in a Sleeping Bag” (short instructions)

"The Dog and his Shadow' , .(short story)
"Immune System' (short definition)
"Making a Concrete Planter" ' (long instructions).
"The 01d Farmer and his Stubborn Donkey" (long story)
"Nematodes" - (long definition)

Along with the text booklet, thé students received a summary booklet
It consisted of a blank cover and blank pages, each headed by a title of

one of the passages. (The order of these pages agreed with the.order of texts

N -




' in‘the text booklet.) THe students were asked to write short summaries of

each of the six texts. . They were asked not to look back at any text once-

they hod gone on;to the next text. They were given un11m1ted time. Upon =~ -
completion of the task, they were asked to give their booklets to the
experimenter. | |

| ‘ After turning in the text booklet, each stodent was moyed-to

~

another room and g1ven a recall booklet This booklet consisted'of an

_1nstruct10n sheet and three blank pagesji-headed by the titles of the

f1rst_three_texts presented in the. text booklet. The students were asked
to recall each text as nearly verbatim as they could. They were told to

. . ' - £
be as exact and complete as possible. This recall phase was not expected

by the students and unlimited time was permitted.

Results and Discussion

cm

Scoring the Summaries. Following his model of summarization, Rumelhart

(ir{press) used summary data to support his analyis of problem-solViﬁgf

narratives. Using this schemata and rules, he predicted severalLIeVeis"

of summarization for four brief stories, including "The Dog and his’

Shadow.'" He then had subjects’summarize'the stories and he compared their
M 2 . «

‘summaries with what he had predicted. For his subjects he found a gpod

fit with his pred1ctlons For our students, the fit was not as good.

vThere were some theoretical and operat1onal problems 1n try1ng to apply

Rumelhart S system

Rumelhart's summarization predictions were based on h1s structure

diagfams which presented specific instances of this "problem solving

schema." This schema represents only probleszolvihg episodes, not whole

‘stories, and represents the constituent relations of these episodes at

3
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the same level as the semantic'relations between the constituents (unlike

his earlier representation). To these structure diagrams, he applied

summarization formulae, rules which produce a summary from the diagram of

the structure of the original text.

Since rules like Rumelhart's summarization formulae do not apply

'we11 to our reprcsentdtlon, we developed a related, but somewhat different
: set.of.rules.. Our procedures are described in the section entitled

‘o Y
'"Standards for Scoring Text Recalls and Summarles." Our analysis attempts to
represent whole stories and other kinds of texts as well, but it does not

attempt to represent the constituent relations and the semantic re1ations

between the constituents at the same level

R

o Ana1y51s_of Summaries. Two types of datadwere examined for each
passage summarized by the students. The‘number of propositions and the
number-of,terminal nodes fron\the text-that‘the student inc1uded in the
summary were determined. Using_the'propositional analysis described
earlier,'each summary was scored for the number of.propositions included.
Each such score was then converted into a!ratio of the numberhof proposi- -
tions included in the summary to the total number of propositions in the
text passage. 'The means of the students' ratio scores for each passages
are shown in Table 1la. - - |

The second type of data on students! summaries was obtained by
scoring each summary for the presence or absence of terminal nodes of the
text structure for'each text. Again, each student's score was converted
into a ratio of the number of terminal nodes that were included in the
summary to the:total number of terminal nodes present in the' text passage.

The means of the students' ratio scores for terminal nodes of each passage

are shown in Table 1b. (See sections '""Story Structure," "Instruction Structure"
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Table la. Mean Percent bf‘Propositions

Short

Included in the Summaries

A . o .Long
Group' n Story Instructions Definition| Story Instructions Definition .

1 5 X 34.26  33.32 33.78 22,94 " 26.00 39.96
'SD (10.34) (12.86) (24.44) (20:78) (24.80) (29.30)

2 6 X 46.03  45.83 42.73 35.78. 33.00 40.67
Sh (28.36) (21.74) (23.52) (26;17) (26.47) © (29.58) -

3 "6, X 40.47  47.92 45.87 |’ 31.32 30.20 46.50
SD (19.21) (18.78) (33.72) | (21.84) (18.10) (24.48)

4 5 X 41.90  25.84 43.76 | 15.10  17.72 28.34-
SD (29.04) ( 9.48) (17.69) (15.18) (14.55) (17.83)

%
#
Table 1b. Mehn Percent of.Terminal
Nodes Included in thelsummarieé

@ fl ‘ .

Short _ SN Long - '
Group n Story Instructions Definition| Story Instructions Definition

1 5 X 51.12  65.00 60.00 . | 30.00 35% 82 39.24
SD (12.70) (25.62) (32.51) (25.05) (35.53) (26.92)

2 6 X 61.12  70.83 50.02 | 54.87 54.15 54.93
SD (36.36) .. (24.58) (26.17) |..(34.51) (34.46) (34.56).

3 6.X 59.27 72.92 53.03 41.67 39.58  51.37
SD (26.93) (18.40) 1 (37.43) -(23.59) (26.96) " (23.34)

. _ 4\ ‘ : .
4 5. X 57.78 45.00 61.82 27.52 22.52 \;L.QZ
~ SD (38.01) (16.77) (24.37) (22.55) (20.12) (32.68)
Note. See page 56 for meaning of treatment group numbers.

. _-sng



andv"Definition eructure“ above for a discussion of terminal nodes.)
A given terminal node.can be represented in the text by one or more pj?poé '
sitions. When more than one proposition was part of a terminal node in a

‘stimulus text, we scored that node as present if any of the propositions of

that node were'innthe‘summa::;) " '
: The~ana1ysis of varlmte performed with data on student summaries

‘revealed only one main effect for. the w1th1n subJect factor of text length
and no’ 1nteractions. Length of the stimulus text affected the proportion
of terminal nodes in- the’ summaries, F (1,18) = 14.45, p< .005. Text

length d1d not, hOWever, significantly affect the proportion of proposi-

3

1S included in the summaries although the means vary : in the same

direction~as those of terminal nodes F (1-18) 6.43, NS Examination of
the means in Tables la and 1b 1nd1cates that long text passages resulted
in lower Pproportion of 1nformation included from the "summaries thgp did

short passages. This result is plausible if we'assume that students tend

Vfto produce summaries of similar length regard{ess of -the length of the

assage being summarized. Aa(teft length incréases and summary length
ins approXimately the same, the proportion of information elements'
included in the summary to‘total possible elements in the passage»decreases.~
vTherefore, the factor of text length is inversely related to the ratio of
summary information.t04total information in theWtext."The otherifactors,
‘1nclud1ng the two ordering variables and the text type variable,.did not
affect the proportionate’ amount of 1nformation 1ncluded in the students'
summaries. | .
| It is not enough to ask how much 1nformat1on (proport1onately) is
1ncluded in the summaries. We are also 1nterested in what 1nformation )
is included in the student's summaries, an issue that Rumelhart (in press-a)

addressed as well. We were interested in determining if some terminal

-60- ""d‘ . , ' /
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nodes were more often 1ne1dded in the summaries than other termlnal\k
nodes. To test the null hypothe51s that all term1na1 nodes appeared

‘in the summaries with equal frequency, a repeated measurés ANOVA was
conducted for eaeh passage to»tompare the percentage of students who
includedpeach node.‘ As in all other'analyses reported here, the rather
stringent alphaglevel‘of .005 was adopted for the significancevtest!

so as to reduce Type I error that could»occur due to our numerous tests.
The results of'the.six analyses are eummarized in Table 2 and indicate
that termigaiThodes are hotequallypresent in the students' summaries,
For the short passages, these d1fferences in term1na1 node 1nc1u51on
are graphlcallygpresented in Figures 13, 14, and 15. The graphlc
>presehtatien5.dffthis data for the long passages are included in the
| Appendix'in Figures 26, 33, and 3%. | 7

Examihing the figures, -we can see that certain terminal nodes

are often included while other nedes are typically omitted. In "The
_bog and His Shadow, " terminal nodes 2, 4,‘7 and é are usually included

-in the aummaries. These terminal nodes are the MOTIVE (2), non-final ACTs
(4'& 7). and thepOUTCOME (8) which first resoivee(the entire plot. Terminal
Jnode 1.(SETTTNG) and terminal nodes 9 (OUTCéME) (which is redundant with

8) are usually“omitted. . |

In the "Oid_Farmer and his Stubborn Donkey,' the terminal hodes

usuaily incluﬁéd are 2 (the first MOTIVE), and 4 (the fihal'OUTCOME); the
termlnal nodes usually om1tted include 1. (SETTING), 3, 5, and 6‘(fruit1ess

ACTs ahd their RESULT), 10¢ (embedded MOTIVE). E

-

In both stories, the SETTING tends to~be omitted “in summaries;
the first MOTIVE is included; and the first resolution of the' entire plot

the,OUTCOME,'is included. To substantiate this result for stories



Table 2. Summary of Repeated Measure ANOVAs

for Inclusion of Terminal Nodes in"

Summaries
’ Texf_ R ‘ Number of Terminal o | ':F ré£i0>
- o Nodes - o

_‘The Dog and His Shgdow 9 N ) 7.62*
Redistributing the Filler . + - 8 | N\ 7.83%
Insmme System | 11 L - 2.87%

' The 01d Farmer =~ 24 B L 1127+

' Making a Concrete Planter 24 : . 3.51%
| Nematodes - . : 27 ' o - 3.26%

Note. N = 22 for each analysis.

*p < .00s.
. ?
\
Y T -
[N} -
o
4 % -
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Fig. 13: Percent Subjects Who Included Terminal Nodes in Summary of

© “The Dog and his Shadow" (Short Story)
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"Red1str1but1ng the F111er in a S]eep1ng Bag"

(Short Instruct1ons)
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inlgeneral one would have‘to obta1n summary - data'for a larger number of
story texts and analyze the data w1th an F' test (C1ark 1973)

| Both 1nstruct10ns tend to have the first CONDIFiON of the1r

- MAIN- SEQUENCE 1nc1uded in the summarles, correspondlng to term1na1 node 6

in "Redlstrlbutlng the F111er in a Sleeping Bag" and termlnal node 10 in

.
]

"Making a Concrete P1anter " (_ _ / M‘K
v S
In def1n1t10ns, the f1rst TRAIT and the 1ast,TRAIT tend to be

included in-the summaries (in ”Nematodes" terminal'node'ZTis center:
embedded in terminal node_13_in‘linear order- the predicate of;2 precedes

that of-l). . }~” ’ . . ) ‘ ,'. ) e

. ’ )
Some’ pred1ct10ns can be made about wh1ch e1ements of a text are
more 11ke1y to" shew up 1n summarles of'§$at text. Ala}t'e elements . ;

cannot be rated thlS way,’ nor w111 these‘predlctlons h;‘
O W

) W
ind1v1dua1 summary Far more»texts would have to be tested for these :
_results to be more- than mere1y suggestrve - , f
’ . ‘ amw :
.Ana1y51s of Recalls. For theﬁfﬁree texts recalled by each student,

the percent propositions and percent terminal nodggglncluded in the free

recalls were calculated. Using these percentages-as the two dependent

I

variables we performed two 2 X 2 X 3 ANOVAs with the two between- subJects
factors be1ng text 1ength (short versus 1ong) and text- -type order and

the within-subjects factor belng*the three types of text. The“results

»’

of these analyses are presented in Tables 3a’ and ‘3b, indicating that the

factor of text length affected'percent~probositions recalled. - 1@0, as

pred1cted text type affected reca11 of both ‘terminal nodes and prop051tlons

No other main effects or 1nteract10ns were 51gn1f1cant . Since the order of

text presentatlun d1d not affect reca11 the mean percentages of propos1t1ons '

and terminal nodes recalled were col}apsed across the two 1evels of order .

-
Coe
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 ¥ e Table 3a.  ANOVA Summary Table fbftPgr;ent of -
_ ‘ Propositions Rigalled;.
*\. C 4 o ) ) R D [ y o Joa

~ Source © . - - df - ‘Mean Square . F ratio

L]

Between Subjects = - ‘ i

.@{3'f . Length . & 1 s662.75.  10.42%
o -4%~Order L o - juﬂib4.$2~, - ; .32
:gf Length x Order Interaction 1 7 goss.pl 'l | {  5.62
‘v:Eﬁror - . ," o 18 -L§43.41  ?'1, »
o e S S o

’ Withiﬁ?Sgbjeé%sf o i" j: L
. Text ype . 2 "i 2571.76 . 10.33*%
~.Type x Length Iiteraction 2 - .. 28.63 . ‘Qli_
L o Type x Order Intéréctibn _ '2  f S 298;92. s o f,éo
SRR Type[x.Length‘x"Ordey', C 2 o :J : 191,75‘_ :f ' .37

« % U Error. . . 36 o 248.96 . g
R . . . . V‘ . ) ‘_J'f“ . .

LIPS
.



Table 3b. ANOVA Summary Table for Percent of
‘ - Terminal Nodes Recalled -

" dource " - : 'r4\%£ '

) 3 e

BetweeniSubjectS* .

Mean Square - F ratio

‘Léength. S 1 7627.83  ° 9.81

‘Order 'f,“ﬂ | ) 1 - 386.95 .. .50
" Length x Order Inie%éciiég' 1 . 1122.61 .A 1.44
" Error o T S (TS
: LA R ’ . '
Within Shbjécts o o o _ '1 “ o .
Text Typé .~ -« * 2. ‘<_2697.64 o '5.62*"
.  Tyfé:x L§ngth;InfeiéZEion -2 ;,;.'159;14 > 39
 :TYPe_x OrQer iﬂ?efaction 2 ' }‘ 96:27 '“ - 724
o Type x Lgngth and Qfder a 2 3 b_ 16;77" | .04

~ Brror- . . - 36 o .f'4o7,32

3

*p g .,005 | - _ CE B

S e -68-



'~,The resultant mean percentages’are graph1cafly d1splayed in F1gures l6a

“and 16b, The graphs 1nd1cate that, in keep1ng with our pred1ct1ons,
stor1es were recalled better than def1n1t1ons and 1nstruct1ons. Students ’
‘ also recalled more term1nal nodes from 1nstruct1ons than from def1n1t1ons,v
Contrary- to our: pred1ct1ons, however, students recalled the propoS1t1onal
.-content of def1n1t1ons better than that’of 1nstruct1ons.; In other~words,
the students recalled more semantic deta1l for definitions but included
more structural content for 1nstruct1ons. In summary, then,_students.
recalled a greater percentage of the content of short texts than of long
texts. Further, stories were_better~reca11ed'than'Were definitions or
instructions.vd ' o . Y

As with the data on‘summar1es, we 1nvest1gated qual1tat1ve as

well as‘quant1tat1ve d1fferences in recall , To determ1ne 1f some terminal

2

nodes were recalled more often than other nodes, a repeated megi#res ‘
ANOVA was conducted for each passage to compare the percentage of students
(

who recalled each node. The results of the 'ANOVA for- each passage are.

2

'.summarized in Table 4. As w1th the summary data, term1nal nodes are not
necessarily recalled with equal frequency ,Although the’effect'does not
reach S1gn1f1cance for all passages, the nodes tend to be recalle&to

V d1fferent dEgrees for all passages.‘ These apparent d1fferences are . 4
“ . ’ . B
_ev1dent in the graph1c portrayalﬂof terminal node recall,presented in

LFigures'l7. 18, ‘and 19 for the shert texts. Graphs of the percent'of
studenfs recalling each term1nal node for the longer texts are 1ncluded
- in the Append1x 1n F1gures 27 34 and~38.‘PJease not1ce-that these

graphs also contain results of the subsequent experiments and will,
: " L

- therefore, be discussed in a later section. s - <

T ) . §) ' . ‘

-
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Table 4. Results of Repeated Measures

) lANQVAS for Iﬁclusion3 of Terminal
~ Nodes in Récalls
Text 7 Number Terminal F
- ST ' Nodes ' :
 The Dog and His Shadow - 9 . : . L2.18
Redistributing the Filler ° 8 R | 4.15%
Immune System - o 11 - ) .‘ N o 4.62*
The O1d Farmer 24 | | R
Making a Concrete Planter .24 - 1.99
Nematqdes ’ ,". 2 27 . . ‘ | 1.86
A ;

Note, N = 22 for each analysis

*p < .005.

“‘» ? . . —_—

N ’
i .
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 Figure 17. Percent of subjects Tecaliing each ¢ _
v - terminal node-of ''The Dog and his-
~ Shadow" (Short Story).
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' 1nstructions.

. Experiment 2

[

The - results of experiment 1 1ncluded one aspect .that was puzzling

from the v1ewp01nt of our theoretical orientation. We had- pred1cted that

E

stories would bé recalled better. than 1nstruct1ons and definitions and -
= . : 4 g . .

.’

" that instructions would‘be~recalled better than'definitions;' In the data

4

of experimentrl stories were recalled better\than the other two text-

types, but the prop051tional content of definitions was recalled better oo

xthan that of instructions. Students in experiment 1 not only read ‘and

4'recalled the text that were presented to them, ‘they also summarized the

texts ore be1ng asked to recall the texts. While summarizing they were

"given the opportunity to reread'all or portions of the text they were

- .

_summarizing. This rereading and summarizing can be thought of as the

.application of a reading strategy or study habit. We hypothe51zed that

-

_the use of this strategy may have a differentially facilitative effect

‘ on-later recall, benefiting the.recall'of definitionsdmore than that_of

B
.

‘Migle-pass ‘exposure to

2

‘ all the texts, recall of the instructions would : ‘uperior totthat for

definitions (w1th respect to both terminal nodes and propositions)
In.order to, ‘test thlS hypothesis, exper1ments»2 and 3 were
conducted.' Students were exposed to a single pass presentation by using

tape recorded ‘texts” rather tﬁpn written texts. Experiments 2 and 3 were

“also conducted w1th a second purpose. _We expected that the 1nformation

L e -

recapitulated in recalls would not necessarily be inj he same linear

o . )

order as in the original text. Judging by the structu , we expected

that reorder1ng of content would be easiep.in moré horizontal and less

&

: predictable texts, Thus, we predicted that definitions would show the

'
-

most reordering and storigs the least.



AN

N
.

B OtherétYpes of-data were collected-from-subjects'iniaddition to the

_ recalls. Students were requ1red to claSS1fy texts according to type .We

- expected that’ people would categorlze stories as d1fferent f def1ni- .
tions and 1nstructlons, and 1nstructlons as d1fferent fromsgzzjnltions

T

We also collected subJects' Judgments of the d1ff1culty of the
text presented to them. In heep1ng w1th our pred1ctlons about recall,
we expect readers to Judge stories easier to recall and understand than

;other text types. Instruct1ons would be next hardest and def1n1t10ns
'nould be the hardest. These factors would also'be supported by other
aspects of the text- types (for example,&the nature of the1r semant1c

content and the1r pragmat1c content) , ' ,"\ -

Method

2 _— v /i

in this’experiment for-credit in an introduCtory psychology cours

design. The two factors are\text type (story, definition, and instruc¥
tion) and text length (long and short). The students were tes7ed in-

groups of two to four. They were instructed that they would .ar a

number of passages and that they should l1sten carefully to T member

~ the passages verbat1m - 8ix texts ‘were presented;on tape.' A ter . each

[

text there was a one- minute 1nterven1ng task Then the st dents were
aksed to write out everyth1ng they. cou1d recall as completely and L /"
exactly as they could. - Only one .order of presentat1on was used, since

_Experiment 1 had shown that there_was no effect due-to order. The

+* stimulus texts were presented in this order: i / L L
k) ¢ : o . . .




%\

questionnaire.

;"Theébog and‘His.Shadow" ‘-‘:
.f "Redlstrlbutlng the F111er in a Sleeplng Bag"
. "Immune System"
:~i'."The 01d Farmer and His Stubborn Donkey"
};':i"Maklng a Concrete Planter" | - o ,' r.‘
-”-Nemo-des--a. g | - -

On completlng the1r recall task twelve of the students were asked to

- answer’ a questlonnalre. They were asked

(1) to rank order the texts for d1ff1cu1ty in comprehensxon,

<(2) to rank order the texts for dlf.iculty-of reCall; and’

(3) 'tofgroup5together similar texts.

Unlimited time was‘provided for both recall and for responding_to the

!
Lo

Results-

Again foriboth'propositions and terminal nodes, we calculated the

‘mean proportion of text>reca11ed by the students. The means are

- graphically presented 1n Flgures 20a and 20b . As ‘we predicted,'stories_ )

were recalled better fhan def1n1tlons. Instructions were-sometines-

recalled'as well as stor1es,and sometimes as'poorly‘as:definitionsg.
This result is'more in keeping with‘our'predictions, unlike the results
of'gxperiment‘lh o - S

In order to statlstlcally test our predlctlons about recall of

:

dlfferent types of texts' we Tan a ser1es of w1th1n subJect paired
tvtests.~?hese tests compared recall of different text types ‘and recall
of similar text'typesoof'different 1ength.‘ Again, due to the large o
number’of tests;_we adopted the Stringent'alﬁha level ofviOOS. |

. o -77-
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Recall Our f1rst pred1ct1on is that fg; texts of 51m1“ar -
length text type w111 affect reca11 : In part1cular, we predict,that

stor1es should be remembered better than instructions and def1nf&rons,

:;ka.' and that 1nstruct1ons should be recalled better than def1n1t1ons. e
- The results 1nd1cate that the short story d1ffered from the 'i—
short def1n1t1on both 1n/proport1on of propoS1t1ons recalled
;;: ‘ (t(22) = 7. 78 R_<: 005) and on proport1on of terminal nodes recalled 7
| | (t_(22) .= .'723’ R< .005). _ 'I'he short 1nstruct1‘on and def1n1t1on‘also : ‘/
differed ln terms_of the prooortion of proposgtionsrrecalled h
'£CI(22)4= 4.84;'E_<:.005)-and proportion of.terminal nodes‘recalled_ | i“ //

“(t(22) |

4.68, E_<:lb95)llsThe short story and;the short instruction.- B //
did not differ in termS'or proportional amountdof COntent recalled.

| Among the long texts, the recalls of the story and the def1n1t1on
again. d1ffered in terms -of both proportlon of prop051t1ons recalled
(t(22)\ 18.76, E.<: 005) and proport1on of term1nal nodes recalled hiﬁf
(t(22) = 13 57 E.<: 005) " The story was also recalled d1fferent1y t an’

- the 1nstruct1on on the ba51s of proport1on of prop051t1ons recalled

-

-QE(ZZ) = 19,70, E_g:.oos) and proport1on of term1na1 nodes recalled
(2(22)‘=v11.00,”2_<: .005). The long definition was not recalled ' d% o
differently than the long 1nstructron - 4_4 I . ;’ e

As in Experiment'l the recall of term1nal nodes was compared
to determ1ne if all nodes were recalled.to the same degree The per-

centage of students who recalled each terminal node of a;text was

« . . . [

compared via a repeated measures ANOVA for each passage?f The results

of the six analyses (one for eabh passage) are summariied in Table 5.

The results indicate that terminal nodes differ in their likeliness to -
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" rable 5. .Results of Regpeated Measures ANOVAs for

Inclusion of Terminal Nodes.in7Recallxv

i
i

: - - §
, Texq.F“ Number of Terminal
A - Nodes - '

B P
.

. ‘ R ..‘.:__z.:;;‘ - j . . B '. !
EE;_Dogxand his Shadow . 9 . B /// 3.18* L

iRgaistribqfing-fheﬁFiller' '.' '8 T YO 10;96* o .,:,. i

Ihmune'System. o S : <li_ - '_‘ ; - 5.32%
The 01d Farmer ~ . ' , ;f24-:i SR 3 4.00* .
‘Making a:Congrete.Plaﬁfer N ‘. ?4 N \ }f o 3.48% b

: Nematodes- o . ‘;v 27,  ¥¥5 o o 5.58*_

the.;ﬂ_fIZSOfor each analysis. .




_be reealled:v:Some nodes are very likelyrto-be recalled while others are
© not. " These results are graphicallvvportrayed‘for_the short tenté in

‘Figures 17, 18, and 19 and for the long text in Figures 27,-34, and 38

i

e -7 . !

'13 the Appendlx y

o

The second predlctlon is that texts of the same type will not be
reealled dlfferently. Accordlng to th1sfpred1ct10n texts of dlfferent

1engths but of’ the same type should not have dlfferent proportlons of
reca11ed text.f o _' o o S {.. .

Results indicate that long oefinitions were recalled%as well as
_short definitions.‘ Length.did affeot'recail of stories, howérer."Longer
storiesvnere’recal}ed to a greater degree'than short'stories on the basis
_'of'pronositions (t(22) = 3572, p < -005). However, length did not7

' affect.reearl of terminai node§7f5?r§toriesr Length aléo'affécted the

reca11'of both propositionsandterminal nodes for instructions; 'Students'
ey o
R A W S ,-“N .
recalled proportlonately more prop051t10ns from short 1nstructlons than; &

i »
v K i

from long ones (t(22) = 6.34, E_<: .005) and proportlonately ‘more term1na1

P

. ’:i'g,,_‘r
nodes- from short instructions than from long ones. (t(22)-=
~ .

Reordering.

reordering than stor1es, w1th 1nstrUct10ns somewhere betweenfthe two, .

~First, we predlct that more people .should reorder def1n1tLons than i
'storlesr We counted as.. reprderlng any movement of a termlnal‘node.from

its iinear order, w1th_one exceptlon: we did not couﬁt as Ieorderlng

the moVementfof terminai.nodes which are s}ntactically embedded within

other térmigal nodes " so that. the eﬁbedded node  immediately precedes:or
foIlows the hode in which is it'embedded;f Therefore,‘for_each long

text there were sections where we accepted either of two possible orders!‘

°

g



' basis ‘of reorder1ng Scores.

R T a ﬁ’— . .
"The Old Farmer and hlS Stubborn Donkey" 7 8 or 8-7

\ e . ', . 10-11 of 11- 0, .
"Making a Concrete Planter' ' ‘1-2 or Z-I" . M

EE L . -
M A .

"Nematodes" o ',_ o 11-2 or 2- T

Using: thBSe rules the percent of students who dld any reorderlné\wes

calculated and the means are presented in Table 6 A'student was ;‘ﬁ'i.
e . . e

,ass1gned the score 6f one if he or she had reordered the text durlng

¥
"~ recall and the score of zero for no reorderlng (other than the allowable :

- -
» - e

reorderlng llsted above) The percentages of students who reordered .f¢'

’
- . -

were‘}owe medlum and h1gh for st0r1es, 1nstruct10ns and def1n1t10ns

oy )

respectlvely We ran palred t- tests to compare these reoraerlng 2

scores and found that stor1es weTe reordered bY fewer students than

s

_'were definitions (t(20) - 9.22, B < :005) .ox lnstructlons (t (20) = 4.38,

P 4_ 005) Def1n1t ns did not d1f?er from 1nstruct10ns on the o

~

s> In addltion to scor1ng the ‘occurrence of'reordering, we also

calculated the mean degree of reorder1ng for each text. The degree - . _;

: ’
- of reorderlng score was determlped by first countlng the number of

times that the/student'recalled.a terminal node out of sequence,‘ Thls
numbef_Was then divided by the total number of termihal nodes recalled.
A conservative scoring rule was followed such that a point was added’

to .the student's score. each time a terminal node preceded a node that

appeared%after it in the original text. Omission of nodes did not

\"

affect the score as 1ong as the reca11ed nodes were not .out of sequence

The means of these scores are presented in Table 7. Comparlson of the

3

means 1nd1cates that the story was reordered less during recall than e1ther

the def1n1t10n (t (20) 5.47, p <. 005) or the 1nstruct10ns (t (20) =4.29,

R R
- AT

~-82-
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T ',-,«'EX'I‘J»er‘iment 38

. /Experiment 2

,'/

Table 6 § Percent Students Who Reordered

Termmal ,Nodes Dur1ng Recall

e 'fl‘,ext- Typé '
ST =

n _S?cory . Instructions . pefinition-: ="

N

. .
/ P
s

EJ?:’érilﬁeht 3
e / .

21 "Y ‘9.5 66"7‘\. . ’9.0.1.
(30 1) w0 (48.3) 0 (3001) se

ff‘?g’ 'i'j'*q;' he2us o T 350
| %o 0y .- T(51.8) . G (46.3)

o T?ble 7 Mean Degree of Reordenng of

Term:mal Nodes Durlng Reca.ll

v
’

| Text 'Iype VIR

: St'q.iiyg." ' Instructmns 'Definifipn-

/Expenmen 2 21

a Lo

-

X . .00a o« .03 e an
SD(.013) . (.090) ;. . (.142)

X 01 ,..080 s 249
b (0 - . (682) , .- (.219)

%



T L TR T

S *’ 2 * . ‘a \
.E ‘- 005) The d1ffe.rence in the degree of reorderlng betWeen the ** f}h e

s

hig de£1n1t10n and the 1nstruct1ons Was not 51gn1f1cant . ,’ e R )\;ﬁ
SR ———Elﬂg'” TWelve °f the Students were asked to: rank ‘the Slx textS ':.N\

accordlng to thelr relathe d1ff1cu1ty to recalI and comprehend A score

.of 1 to 6 was a551gned to each passage accordlng to how the Student ordered

A\l o,

.hhit{ Then the rank order scores Were averaged fo’\each passage ‘ Flgures 21a

,‘vaﬂd 21b Present the “mean ratmgs graphlcally ..The dlfflculty ratlngs

., :ﬁjreflect the same pattern as: the actua1 recaIl data--that 15 5t0r1e5 Were.,
- 1,fatea as ea51est, while defrn1t1ons\were rated as most dlfflcu1t o E;ﬂ

. J'.tfrecall. The ratlng; for comprehenslon aISo matched the Pattern oé

': '- data* for reca1i1ng the ééxts Notice the olose correspondence between L

;o f the recall data dlsplayed in F1gures 20a and 20b and the ratlng | L

- ﬂbans shown in Flgures 21a and 21b.Y e

L] . e
»

Do _g- _.}‘, These students were also asked to group 51m11ar texts together

There were not other 1nstruct10ns, no categor1es or JUdglng rules

were suggested Students Judgements matchea out categor1es qulte

-_"I- : f. closej T}‘le!\resultS‘ were: Lo ‘ | | | ‘a'
\ d%ko of. the‘students claSSed the two storles tOgether \~\.,-; 1:53j1
R L,91 69 ef the(students c1aSsed the two 1nStruct1on5 tOgether,,ahd . ,f .4.
'ﬂ;féﬂ e - 91.6% Of'the students classed th; ;wo deflnltlons together.- .
S " . _c 4 . . M% . . | ;L, :

This experxment rep11cated EXperlment 2 w1th TeplaCements for. .

: P
two of the texts ~nBorréW1ng a HorSeu was used 1nstead of The ' "f, s B

- Farmer and his StUbborn Donkey,' a"do”Court1y Love” took the place . of

»

nNematodeS,", These changes were made - for - a number of Teasons Weh
.a¢felt that- the story of the farmer and hls donkey hadvan Unhsua11y

. redundant structure that may have elevated recall far 7bove the typ1ca1

T s R ‘ L
. . I o ‘lu"’: . L ’ ‘w
_ : - . o . _
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~ Figure 2la.’ Judged'ease of underitanding
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—. + definitions
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Aruitoxt provided by Eic:

" ~ Figure 21b.

- Text Léngth -

.

‘Judged ease -of recall . -- Experiment 2

.U
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| \\ . i].qstru.ct'ions :

s

-- Experiment 2



"g'the f1e1d of b1ology‘(,1mmune System") ’ Accord1ng to student reports,

o

’;some students c1a551f1ed,the two def1n1t1ona1 texts together "Because

they were. both about h oIOgy" rather than on the ba51s of text type '(;f»; -

-
’ 3

' "Courtly Love" was chosen as an example of a def1n1tlonal explanat1on
' P

from a technloal §ub]ect matter qulte.unrelated to the field of

b1ology 1';_ Ajf ';'::igi_”f L

- a~

T K e
' experlment for cred1t in an 1ntroductory psychology course- The

A -

B procedure was 51m11ar to that in Exper1ment 1, except that students”’

>

¢ . i . 6 . “
l1stened to the text passages on tape rather than read the texts . (35:',

in pr1nted form : After hear1ng the texts, they performed a. br1ef 1nter-
ISR

- \ .
F1na11y, stddents were asked t01answer the quest1onna1re used 1n

‘rExperlment 2; Also llke Exper1ment 2, th1s is a W1th1n subJects de51gn

fer1ng task and t?en wrote down what they c0u1d recall from the passages

,._}

so that all students recelved the same treatment. The two‘factors are,: N

‘ aga1n,ﬂtext type and text'length.ﬁ
Results ‘ _' ‘ f:'l . S N j‘.'~.\ =

Recall . The mean pr0portlon of the prop051tlons and termlnal
3 _\ W A ‘,

nodes recalled by the students for each text were calculated and are g .

graphlcally presented 1n Figures 22a and 22b These scores,were »

; o . , _

' E ’ 'v . . .‘ .-8‘6;‘ 1.“)‘3 _ - [ | .?

N1ne undergraduate college students chose to part1c1pate 1n thls'iﬁ.

on
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o4 T ) ‘h:-’ L3 . T "o
compared and resq{}s Gre s1m11ar to those obtaﬁned rn Eﬁﬁer1ment 2,

]

NURE B

T A$ pred1cted the short siory was recalle better than the short - _}

def1nit1on in terms oﬁathe proport1on75f progos1t1ons recalled gf.4
(t (8) = 3 93 P < 005) Recall-oﬁ term1na1 nod

7

pattern, but the difference Was not s1gn1f1cant (t' 8) = 3 48, NS)

.

’ follqyed the same._

The short story was not recalled,d1fferently than the short }nstruct1on

H N

-4:: ' Students recalled more term1nal‘nodes from the §hort 1nstruct1ons than '

-

from the short def1n1t16n (t (8) 5. 89 E.< OOS) They also tended

to recall more propos1t1ons from 1nstruct1ons than from def1n1t1ons,.

but the d1fference d1d not/reach s1gn1f1cance (t 68) = 3 66 NS) A
N ' . .
ot Among the long texts, students recalled more mater1al "from storres

8 . . N

4

pos1t1ons (t (8) = ? 75 Elf 005) S1m1larly, students récalled more:

from stor1es than from def1n1t1ons, 1nclud1ng proport1onately more
1]

termlnal nodes (t (8) = 17 06 E.< 005) as-well as prop951t)p ji )tj ‘

*

(t (8) = 13.39, E_( .005) .- F1nally, students recalled proport1onate1y
I8 4

: - e . : . ) - . s
R< .005). SR : _ T Co

. v . *
As pred1cted, recall of stories and definitions was not,affectEd

by,text ‘Tength. ~Long stories‘andllong definitions were not recalled

r

_ d1fferently than short stories and short def1n1t1ons, respect1vely

N
Length did affect recall of.1nstruct1ons,’however. A larger proportion

' of terminal nodes'wasdrecalled from short'instructions'than from long

instructions (t‘(S) = 7.22, p < .005).

R Reordering. The proportion .of studenmts who reordered the texts

" and the degree of reordering were talculated as before and the means are

1

. . : e » ~ o . .

~N
than from 1nstruct1ons term1nal nodes (t‘(S) 6. 73. E_( 005) and pro-'

more tenm1nal nodes from 1nstrhct1on4 than from definitions (t (8) = 3.98;



presented in Tables 6'and 7 along with the data of Experlment 2 The f"*f

‘e

means of thls experlment\follow the same pattern as the prev1ous results-&”'

-namely, stor1es are not reordered’ _during recall wh1le 1nstructlons
A _ are reordered somewhat and def1n1tlons are. reordered to a great
. : ertent, None of the pa1rw1se comparlsons d1ffered 51gn1f1cantly, however
' 4 Ranklng Students ranked the text‘accordlng to d1ff1culty level
' 7
and then grouped the texts on the b351s of category or type -of text )

_'4,' , that each paSsage exemp11f1ed The mepn d1ff1culty rat1ng for each ,_
' passage was-calculated as in Experrment.z and.the ratlngSrare presented
N
graph;cally 1n Flgures 23a and qu( The rated orde_

_b‘

ng from ea51est»n:f

v

to most difflcult for comprehen51on 15' long'sto‘y, short‘story, short
<. ‘a ‘. o1 Foe . o

Y e .

’ 1nstructlons, short def1n1tlon, long def1n1t1€n and long Lnstructlons
7 * 1 <

N~ For d1ff1culty of recall they were ranked:‘long story, shqrt story,

M

~' i ) s._.' .

”

’, short 1nStructlons _&Q?rt def;nltion, long in tructlons and long def1n1tlon

A ]

T The results ©of the text type cla551f1catron arg: "
AR T I > . )
RS T009 of the studenis classed theMStorles together,
N , ., : . v ) . - . - é v
/ f_A, o \4906 of‘the students classed the 1nstructlons togetheb and

1‘ .

_ 66 7% of the studpnts classed,the def1n1t1ons together.
S . . . RN :
R ] The results dlSCUSSBd thus far. have .all had. to do with’ the total

number of prop051tlons or térmlnal.nodes recalled for the dlﬁferent ' n}

tyﬁes of tex%s We also -make p}edlctlons about what w1ll be recalled Lq(
. . "3

: we' “have seen 1n fhe prev16u§ exper1ments, the term1nal nodes of T

text d1ffer.1s thelr 11ke11hood of be1ng recalled In thls fj;- '

- o~

experlment term1nal nodes were. d1fferent1ally recalled in, three T

of the’ 51x.texts . Table 8 presentsZa summary of the analy51s for

.
» 1

reach passage. I the short story, the short def1n1tlon and the long

story, the term nal nodes were d1fferentlally reeal The proportlonp :

N
. x . O

. : o e K -‘..V R . . ’ " ,»'.
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., -
of'the studentSAreéalling-the terminai'nodes.of each=text can be

found in F1gures 17 .18 and 19 (1n text) and 1n Frgures 30 34

'-and 41 (1n Appendix) For the four texts wh1ch were 1nc1uded 1n all_

three experlments, the flgures 1nc1ude the results of all three

: the d1fferent exper1ments In stor1es, the term1na1 éodes recalled

' depend upon the kind" of term1na1 node and 1ts role in the h1erarchy, .-

. . |
exper1ments--v1sua1 1nspectlon permlts note of the 51m11ar1t1es in -
N . .
o ..

the pattern of reca11 of the te{ts by the students part1c1pat1ng in

e - Y
R

N

not merely‘p051t10n in 11near brder--flrst MOTIVEs .and/f1na1 OUTCOMEs

(the f1rst OUTCOMEJthch resolves the maln pIot) are. recalled in. aIl
y

. thre& exper1ments In the short 1ns€ruct10ns, the recalls from a11

‘.'three exper1ments are remarkably 51m11ar--the PROﬂUCT and the f1rst
-CONDITION ‘of the MAIN SEQUENCE are. reca11ed best In-the long 1nstrugt%ons,

9the threﬁfexper1ments demonstrate less con51stent results The.definitioné

e 1ast TRAIT (to a. somewhat lesser extent) are 1nc1uded in the recalls

«

! '

reflect the greatest effect of'ﬂlnear order--the f1rst TRAIT and the

-

o

R
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L D , . : L S v ks
PP R s ~ -, Conclusions . .- S RSN
k K N R . - ,D ! ST . ) . | L v
™ ! - Texts clearly differ in both qugntity of propositions recalled P
. ' “ o . N

. - and Wthh prop051tlons are recalledr We'believé‘that they differ in..

large degree due to'dlffenence in text type although that is undoubtedly

' not the only factor x

4" v

The text type ass1gnments glven by us to the texts are clearly o

.

F

conflrmed.by the Judgments of our Sub]ects as' to how the texts should

L3
°

., be grouped The reca11 data also strongly tended to conf1rm these a551gn- fi
:_—'. ments. Stor1es are eas1est to recall and understand Def1n1tlons are o

hardest to Tecall and understand.f Instructions vary the most W1th,1ength
_apparently 4. more compllcatlng factor w1th this type than w1th deflnlthﬂS
or stor1es. The dlfferences in reca11 are predlctable from our analyses

ofythe texts. More work ‘needs to be ‘done comparlng texts of‘varlous types
h:& . ; S T b .

S ' 4 ;

along other parameters than quant1ty of recall.

. ,.'
4

The ‘texts of dlfferent types also dlffered s1gn1f1cant1y in the'"f

-,
e

"'amount of"reorderlng -of - the"structuralmelementsﬂlnwrecall._uStorles..m-e-s,,g';
whlch are hlghly structured, were reordered very 11tt1e The 1ess struc-'
tured instructions and definitions, however, suffered S1gn1f1cant1y more

reordéring in recalls.

»

A part1cu1ar1y intriguing result was found in the relative

memorableness of -the same def1n1t10ns and 1nstruct10ns under the d1fferent
)

condltlonS of Experlment 1 and 2. - When subJects were allowed to reread

v and summarize texts (in Experiment 1),_they recalled mofe of the propo-
sitional'content of definitions than of instructions.\ In Experiment 2; ’
- when subjects had only one exposure to each text, in the form of a tape

zrecording, then instructions were .recalled better than'definitions. These

. : results suggest that certain 1earn1ng strateg1es (such as reread1ng and

& -93”
\ R NIN




R

v

. . summarizing) mgy‘have differen£i§in pénéfiéial effec£s;forldiéfére?tr
‘typés of'texts.' - | | | |
4 Our. theory énd fhe‘text aﬁéiysgs wé‘héV¢ proposedfrequire more

testingfj iﬁ pérticular,.the specific féxf,stfﬁcture.ﬁfoposed for each
‘text needs to be more thoroughly teste&. It is necessafy to discover
whether téxﬁ structure.has ?ffects.seﬁaraté from the qémantic relations
that are‘eqc;ded in it. Future wofk should also'include‘an examination
-of the effects ofllexical semanﬁic complexigy'én perceptioﬁ‘of text-typés

‘and on recall and comprehension:of different types/of texts.

\

4
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. ;; The 01d Farmer and his Stubborn Donkey (Story)_ . g —
| bl There was once an—old farmer - :g”ﬁ
Y 2. who owned’a very stubborn donkey. ENC N
" 3, oOne e@vening the farmer wanted ‘”‘“ﬁ
. 4. to put his d°nkey jn its shed. v
' 5. First, the farmer pulled the donkey, )
$ 6. but the donkey youldn't move. ‘ o ’ B :
< 7. Then. the farmer pushed the donkey, . - ;07
8. . but still the donkey. wouldn't move. L )
9, Finally, the farmer asked his. dog , .
‘-, 10. tobark...(ll)., .at the donkej : , . e
: 11, 1loudly . . , i /
12. and thereby frighten him lnto the shed. o N
3. B re Tefuseds ' | P
. 4. So then, the farmer asked the cat- e RN S
., 15:° to.scratch the dog ' /’ | . ) : L T 0 |
© ~16. so the dog weuld bark B o e L

- . . :

.. 17. loudly

18. and thereby frightep the donkey into the: shed

. .19.° But.the cat repljed = /' S
20, "L would gladly scratch the dog

L 21, if only you WOul&Q give me- some’ milk "

- 922. So the farmer W'
23, and asked for sgne

24 to give to the gat, :
25. But the cow re; Qied, B " .
26. "I would. gladly give you some milk ’
27. if only you woyld. give me some hay.'’
28. Thus, the farmeyr went to the haystack
29 . and got some hay e ’

3§, TAs soon as he ‘gave- the hay Ethhe cow,
3]1. the cow gave the farmer somé milk.,
32, . Then the farmer went to the cag
33. and gave the mjlk to the cat.
34. As soon as the cat got the milk,

) .35, it began : . - . R o owl
. 36. to ‘'scratch the dog '&' _ - . . N
) 37. As soon as thes cat scratched the dog, ." Co L _ _
38. the dog began _ . : : - _ Y
39. to bark. o ' ‘ - .
40. The barking so frightened the donkey : : .
41. that it iumped immediately into its ghed. . . :
"
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. Text A-2 - ¥
ﬁorrowing a Horse (4¥o;y) o o S ' // *
1. A Yankee,. (2) ., saw two horses in a f1eld ' ¢ '
2. walking through the country ' - ;! -
3. as he passed along. . .
4y He decided = a : ‘ .
" 5.. tp borrow one for-a few miles : .«
v 63 ‘as he was very tired.. S
,.7. 8o he wrote on a piece of paper . : : ?
. 8. that he would 1eave the horse at the next town ) S
9. on the road . : . [ \ ot
10. and tied the note to one horse's leg " '
‘11.: and rode away ‘on the other horse. - .
12..  This activ1ty was ‘reported to the owner of the animals
13. He saddled the ;remaining. horse . - _ ~g
14. : without noticing the note S v ) AN
15. attached to its leg '

16.. and rode after the unknown borrower. . v e

17. Unluckily for the Yankee, he had taken. the slower of the two horses.
18. He soon noticed
~.19. with some.cons ernat10n,...(l9)..{; a rider
+20,. behind him - — o : - F
21. evidently chaskng him: ; . .
22.. The Yankee couldn't force :
- 23.  his horse to run faster, . ' T
24. sb his pugsuer had -every chance of o
25. catching him immediately : : o

+26. Then’he’ saw a cottage ~ ) Y. ,

27. by the roadside¥just. ahead ' R i E
28, and so he headeé toward 1t . L B .

29. with the farmer still in hot' pursuit. .- ’ '

~ A 30. Reaching the door, - » - - f;.['j, — ;
¢¢/% 31. he dismounted - i s o

" 32, 'and ran in. S - ' ) - ~”V‘
" < 33. The farmer, .. .(33) ..., threw himself off his horse S
e 34. riding up. immedlately -after him in a rage o
' 35. leaving it beside the other horse. s : \g
"36. He ran into the cottage A AN
\ 37. to catch the thief, ST
/ 38. but tbe Yankee was ready for him. « : : e DT,
39. He had g1ipped. upstairs : _ T

[

'40.~ and opened the front window,
41.  which.pverlooked the road. &7 :
42, As the farmer ran. into the house, ‘ _
43. the Yankee let himself down outside, W
- 44, ~mounted the saddled horse,
— 45. . grabbed the other by the halter o :
~ +« 46, 'and rode off _ - o
. " 47.. safely ~
48. with both horses.

1> u
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s ;”. S Text A 3

o f; Maki_g;a Concrete Planter_iinstructions)

'ffl.' Sh&llow garden containers. (3,4)..;are scrace .
2. - and rearely inexpensive, S : : : B e
3. "that are both- good looking ' ' - e
4. and sturdy. :
‘5. A handsome concrete ‘dish was: made at home by Wm Snyder of Moscow, IN.Z
6. You make*the ‘dish with concrete mix
7.--and a - cardboard box
8. as a form. '
10. 'not corrugated
©11. too stiff a box won't sag
“12. ‘attractively
, 13. . when you pour in the concrete.
4. A shallow box ‘ o
" "15. :or ome..(16)...is easiest o C L
'16.  .cut-down to 8 or 9 inches ' :
17. "to work’ in.,“ : ' . 8 , ‘ : .
18. The amount of concrete. ..(19) ..depends on the size of the container...(20)...

v

19, ‘needed . L ‘
20. you want, . ‘ T
_...21. A standard 6 pound bag will make two dishes . j - L

22.f 12 by 12 s e and about 4 1nches tall
23. Add enough water “ -
24, ,to make a stiff mix; ..
25, then fill ‘the box with it.

- 26. When you pour in the mix, o R . ' oL
‘"'”“27“*‘the ‘box -will- dampennf~——~ayr - e s ettt e Sttt ettt et e eoe e
28. and sag. i :

29. Use a wet trowe1,
©30. a large kitchen spoon
. 31, or even your hand:
32. to make a depression
33. for plant roots; :
‘34. ‘gently - ‘ -
35, push down :
’536..'and out from the center of the concrete,
. filling in the corners

~ L i R . 2

and up the sides of the box. o Ea ‘
39  Push a piece of dowel B o 4
~ ;, 40, - or broomstick through the bottom center of the damp dish; -
" ﬁ 41. remove it . u
142, just before the concrete hardens
43, to leave a-drain hole. : ,
44, While the concrete is still damp : .
45. but firmly set--
46. overnight dtrying should be enough-—
. 47, s strip away .the cardboard box.
“48. Use a coarse old file .
*'49; to smooth down any rough _ ’ . _ o,
50.. or sharp edges. o : : R
~ 51. ; The container is excellent for plants
“52. - that grow in sparse amount of soil
¢ 53. and need little water.

-

-y
()

(\
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"Making A COncré:e 'Plante'r" |

. DIRECTIONS

MAIN.
" SBQUENCE -
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(3) smesmeseesee || A /N T /AN | '/
A1 1 ©COND | STEP PURPOSE STEP PURPOSE . STEP STEP i / o
N I 9)
- 1526 27-28 o] : -
(1) (1) cow |- cow | COND com) coma /
T g
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1617 182
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‘?“:4‘-."»SHALIW-GARDEN-OONTAINER (x)
R " 1is when f
Lo G(I)D-LOOKING (x) .

c.g W 4 SRS - /i

. SCARCE () .

 BARE (IREXPENSIVE (x))

MADE (WM, -SNYDER (OF (WM. -SNY. R, MOSCOW- IN)) KIND (x), at HOME (WM. -SNYDER))

‘ ,_',:.USE (ACIOR, ‘AND (CONCRETE-MIX, CARDBOARD-B_OX (AS (CARDBOARD-BOX FORM))), to

- 7" PLANTER-CONSTRUCT '(ACTOR, KIND (x))) ~
- EXCELLENT-FOR (KIND (x), PLANTS (AND (GROW-IN (PIANTS SPARSE-SOIL), S
. NEED (PLANTS, LITTLE-WATER)))) | .

L] . . . ]

_._PIANTER consm}f:'r (AC'mR KIND (SHALLOJ-GARDEN com:mzn))

. . hen- .

. PREPARE- ronn (ACTOR, CARDBOARD-BOX) = = . .

. - PREPARE-MIX (ACTOR, CONCRETE-MIX) | ' ' '
 [ENABLE (AND (PREPARE-FORM (ACTOR, CARDBOARD-BOX),  PREPARE-MIX (ACTOR concnzm-
"'~ MIX)), POUR-INTO (ACTOR, CONCRETE-MIX, CARDBOARD- -B0K)) |
POUR-INTO ‘(ACTOR, CONCRETE-MIX, CARDBOARD-BOX)' o
CAUSE (POUR-INTO (ACTOR, CONCRETE-MIX, CARDBOARD -BOX), AND (DAMPEN (GARDBOARD-,.

~ BOX), SAG (CARDBOARD-BOX))) . o

- EMBLE_(POUR-INTO..(ACTOR, CONCRETE-MIX, CARDBOARD BOX) , MAKE-ROOT—SPACE v

Y- ety s . N
MAKE-ROOT-SPACE (ACTOR, for PLANT) . :

AFTER" (MAKE- ROOT SPACE (ACTOR for PIANT) FILL IN (ACTOR AND (CORNERS ‘

.~ (CARDBOARD-BOX), SIDES (CARDBOARD- BOX)))

' MAKE-DRAINHOLE (ACTOR) -

* WHILE (MAKE-DRAINHOLE : (ACTOR) ALLOW (ACTOR DAMP~SET" (CONCRETE-MIX)))

-~ STRIP-OFF (ACTOR, CARDBOARD- BOX from CONCRETE-MIX) _

- "ENAB (STRIP-OFF (ACTOR, CARDBOARD-BOX from CONCRETE-MIX), SMOOTH-DOWN
(ACTOR, AND (ROUGH-EDGES (CONCRETE-MIX), SHARP-EDGES (CONCRETE-MIX)))) ‘

SMOO'I’H-DWN (ACTOR RﬁND (ROUGH -EDGES (CONCRETE-MIX SHARP- EDGES (CONCRETE-MIX))))

.7 .
v

g Figure 32. (p‘art' 1)4 The semgntic representation of "Makm.g a Concrete'
o ' P]fnter"

Ligs



" PREPARE_ -FORM (ACTOR, CARDBOARD- -BOX)

is when -

' ‘GET.(ACTOR, CARDBOARD-BOX) - = . ' R
- SINGLE-LAYER (CARDBOARD-BOX) R o
.. "NOT (CORRUGATED (CARDBOARD-BOX)). T ' !
< IF (STIFF (CARDBOARD-BOX), then

WHEN (POUR -INTO (ACTOR CONCRETE-MIX CARDBOARD-BOX), NOT (ATTRACTIVE
(SAG (CARDBOARD-BOX))))) 0(
RD-BOX

. DDST (EASY (WORK-IN (ACTOR,  OR (SHALL(M (CARDBQARD-BOX), CARDB

(CUT D(MN TO (ACTOR CARDBOARD BOX, 8- 9"))))))

N
~

-
A e

"n

“ :PREPAREfMIx (ACTOR, CONCRETE -MIX)

‘is when

3 'DEPEND '(AMOUNT - (CONCRETE), -on SIZE (SHALLOW=GARDEN-CONTAINER))
' ENOUGH (60-POUND-BAG (CONGRETE), MAKE (ACTOR, QUANTITY (SHALLOW- ~GARDEN-

CONTAINER (SIZE (SHALLOW- -GARDEN-CONTA INER,’ 12' 12"xl+")), TWO)))

'PREPARE STIFF-MIX (ACTOR CONCRETE) o

v

' PREPARE- STIF’F-MIX (ACTOR, CONCRETE)

is when

ADD TO (ACTOR WATER (ENOUGH (WATER, STIFF (CONCRETE-MIX))), to CONCRETE)

LA 2 et T e . a

MAKE-ROOT SPACE (ACTOR for PLANT)
C s when

. 'VUSE (ACTOR OR (LARGE-KITGHEN SPOON, WET- TROWEL, HAND), to MAKE (ACTOR,.

DEPRESS ION (S IZE (DEPRESS ION, ROOT SPACE (PLANT) )) ) )

s

Figure 32 (part 2) The semantic representation of '™Making a Concrete

Planter"

LY
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b , @

“ FILL - IN (ACTOR AND (CORNERS (CARDBOARD BOX) SIDES (CARDBOARD BOX)))
C > 18- when
GENTLE (PUSH (ACTOR, CONCRETE-MIX,\DOWN-AND ~OUT-FROM (CENTER (CONCRETE-MIX))))
ENABLE ( GENTLE (PUSH...), FILL (ACTOR AND(CORNERS (CARDBOARD-BOX) , SIDES
(CARDBOARD BOX)) with CONCRETE-MIX)) - )

)~ FILL (ACTOR, AND (\CORNERS (CARDBOARD Box), SIDES. (GARDBOARD BOX)), with
CONCRETE-MIX) .

-
\x
]

,_fHAKE-DRAINHOLE (ACTOR)
is when ‘ ) '
“PUSH"- (ACTOR OR (DOWEL, BROOMSTICK), througb CENTER (CONCRETE-MIX)) :
ENABLE (PUSH (ACTOR, OR (DOWEL BROOMSTICK), through CENTER (CONCRETE-MIX)),
" REMOVE (ACTOR,:OR (DOWEL, BROOMSTICK), from CENTER (CONCRETE-MIX))) ’
BEFORE (HARDEN (CONCRETE) ,  REMOVE (ACTOR, OR (DOWEL BROOMSTICK), from
GENTER (CONCRETE-MIX)))

@

R4

ALLOW - (ACTOR DAMP-SET (CONCRETE MIX))
is when
STILL-DAMP (CONCRETE-MIX)
FIRM (SET (CONCRE MIX)) o .
CAUSE (OVERNIGHT - (D Y (CONCRETE-MIX)) AND (STILL DAMP (CONCRETE-MIX),
MFIRM «(SET«(CONCRETE.-MIX),.),))«“««W‘N.«W.«-« e e

.V_
SMOOTH-DOWN - (ACTOR OR (ROUGH-EDGES (CONCRETE-MIX), SHARP EDGES (CONCRETE-MIX)))
' is when
- USE (ACTOR, FILE (AND (COARSE (FILE), OLD (EILE))) on OR (ROUGH-EDGES
(CONCRETEfMIX), SHARP- EDGES (CONCRETE-MIX)))"

g

oy i : . . N oyt

Figure 32 (patt 3): ‘The semantic representation of ”Maklng a Concrete
R (N Planter" -
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;’ N&matodes (definitio_l o : - )
1,' Nematodes...(z 3)...are tiny - // :
-2. " that are parasitic on plants o /
3. - (the only kind - “ T
‘4. that concern us here)- : ;
. 5. transluscent o~ "
' 6. roundworms ' ' ‘/ i

Y BN "seldom longer than 1/16 of an inch
~.8.t.an‘ generally thread-1like. in fornn
i ly 2,000 species .infest plant roots
t 1east 200 more types infest above-ground plant parts.n
t in nearly.all climates, >
a11 gardens,' : o
13, 'but are -not.serious pests everywhere.
. 14, They're. often ‘problems on old agricultural land -
15, that has been converted Fo ‘bousing;
~16. they increase faster
- 17. and cause more damage in warmer climates
‘18, and in warmer seasons;
'19. and they move -about" through sandy soils
20, - more freely ‘than through heavy clays.
21, ~Root -infesting nematodes are the most common
22; " and widespread plant damaging kinds.
- 23, ‘They .either enter the foot :
. 24, and feed R 4
ww*wr*iﬁ*ﬂwwhiiE"entireTy“ﬁo”““a“fher
26. " (the endoparasites) ; :
27. ‘or remain outside the root in the soi1
~ 28. and feed at the plant surface .
-29, (the ectoparasites). ‘ o
30. Both kinds suck out cell contents
3}. through a stylet, '
32. a kind of hollow spear
- 33. extended during feeding._
34.. The .result is a damaged root system,
35. The only symptoms...(34)...are slight leaf discoloration,
36. you can see... .
37. without digging up “the plant
33. weak ‘
‘39. or reduced growth
40. poor production, of flowers
" 41, or fruit, ' .
42. and wilting on hot days
43, . (often without subsequent recovery during the night)

- B =

- _!<’

¥

125

-114-

:\;._"::.




 5"Nematbdes"‘j‘.

DEFINITION

_cm CHR cm@ﬂc/mla/cw 'cmlm CH.lAR cuIAR R
IT TRALT TRATT TRATT TRAT mnmnmin momwn o | .
DEFINTION -

"-1.,{-".2-"4 5,060 1 g 9”;0 11-13 14-15 16-18°19-20 .
GO 0 o o )

o TAIT TR ml

s .W] S S
B o mlm DEFINITiON : DEFINITIOﬁ | DEFILITION R DEF-irIJiTION
. o ' o 21l 22 cm CHAR “CHAR ‘CHAR CEAR CHAR CHAR CHAR ChiR CHR CHiR
. o TRALT TMTT LT TRAIT TRAT TRA|IT TRIA,IT TRAIT TR:AIT TRLIT

I‘.!. L I . I
[ .

o L B owss m
L S ) ) asan (e (19) @) )(22> t
L T S oo DEFINITION,
S B e , CHARMHARCHA\R .
o )i RO TR?ITTlITTRi%ITTRAIT v
' 3537 38-39 40-41 42-43
() @) (o) @y

 The text structure for "Neatodes,

ote: CHR = CHABACTERYSTIC, .

LR R AR IR A

: - Fgure 35 B




MATODES IHAT ARE PARASITIC ON 'PLANTS (x)

- is when R R } _ '~w5.fﬂj_ﬂ o ]
: :?TINY (x) . * . . : ‘ . o o 4 :'.“ r‘ . . ; ‘
AP?&RASITIC-ON (x, PLANTS) e 3 . s B B
. TRANSLUSCENT @y -“1:C . L . FE O N

{<ROUNDWORM x)
. SELDOM .(MORE (LONG (x), LONG (1/16")))
; ].VGENERAL '(THREADLIKE, (FOBM x))) -
INFEST (SPECIES' (x) {NUMBER (SPECIES (x),. NEARLY 2000)), ROOTS (PLANTS)) .
e (LNFEST (SPECIES: (; '(NUMBER (SPECIES (x) AT LEAST 200)) ABOVE -GROUND~PARTS
e . (PLANTS)) '
R EXIST-IN (%, AND (CLIMATES (NEARLY ALL (CLIMATES)) GARDENS (ALL (GARDENS))))
NOT- (EVERYWHERE (SERIOUS-PESTS (x))) '
-‘OFTEN (PROBLEM-ON (x, OLD-AGRICULTURAL-LAND" (CONVERTED-TO (OLD-AGRICULTURAL-
o " . LAND, HOUSING)))) ,
‘fIN (AND‘(MORE (FAST (INCREASE. (x))) MORE (DAMAGE (x))), AND (MORE (WARM
RS (CLIMATE)), MORE " *(WARM (SEASON))))
* MOS{L. (COMMON _(x. (ROOJEINFESTING (x)))) o T,
MOS (WIDESPREAD (x (ROOT INFESTING (x)))). . Co

~‘ROOT-INFESTING NEMATODE ® S
. is ‘when - : S ,LF,-g"rt& B
. INFEST (x, ROOTS (PLA ) ' N . |
MOST (COMMON: (PLANT-DEMAGING NEMATODE x))) P
" MOST (WIDE SPREAD’"(PLANT-DAMAGING -NEMATODE (x))) . T o
.* " OR (ENDOPARASITE (x), ECTOPARASITE (x)) --rfjgf'
;,L ,,_._USE (x5 STYLET, ‘SUCK .OUT..(x,-C ummsa(c:ELh(PLAm)») ettt et e e :
RESULT (x, DAMAGED (ROOT SYSTE! ) . ( T

“

STYLET (x) . o o ‘ ' . \,,;
"18 when . ' ’ ‘ s
USE (ROOT INFESTING NEMATODE, x, SUCK OUT (ROOT ~INFESTING NEMATODE, CONTENTS
" (CELL (PLANT)))) ' S N ,
‘KIND’ (HOLLOW SPEAR- (x)) - ~ B I T A N e
WHILE (FEED (RGOT-INFESTING NEMATODE), EXTEND (ROOT INFESTING NEMAToDE,,x))

ECTOPARASITE'(x) Lo e o
is when . : - S '
o ROOT-INFESTING NEMATODE (x) . e S : .
4REMAIN (x, OUTSIDE IN.SOIL) - - : R T
' FEED-AT (x,° sUREACE (PLANT)) : C '
" ENDOPARAS ITE (k) B T R .
: is when o S RETI o ST . :
. ROGT-INFESTING NEMATODE (x)
- “ENTER (¥, ROOT: (PLANT) )Y ' ¢ B 4 S A
' WHIIE (HOUSED -IN (x ROOT (PLANT), FEED (x))) : B T R
Figure 36 (part I)a:' The semanbicvrepresentatiohuqf-”Nematodes." v
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NN , o o . -
T DAHAGED ROOT systzu (x)« ta;y - S
};=fv: ‘.18 whén - HO SR T
RESULn (xoor INFEST ING " NEMATQDES x) . -_'-_' - ’*-:1 L
EXIST (SYMPTOMS. (x))
- IF (NOT (DIG UP ‘i.kPLANT)), POSSIBLE (SEE (1, SOME *SYMPTOMS (x)))))

’

SYMPTGMS OF DAMAGED ROOT SYSTEM (x) S .L; -
' : 18 when : TR .
¢ IF (NOT (DIG UP (?, PLANT)), POSSIBLE (SEE (7, SOME . (x)))) . “; SIS 54
., - INCLUDE (SOME (x), SLIGHT LEAF DISCOLORATION) .- - T ,
‘_-rINCLUDE (SOME (x), GROWTH (OR WEAK (GROWTH), REDUCED (GROWTH)))) ‘
INCLUDE (SOME (x), POOR PRODUCTION (OR (FIDWER FRUIT))) =
- INCLUDE" (SOME" (x), WILTING (ON HOT DAYS (OFTEN - (DURL NG NIGHT, NOT (RECOVER- R
FROM (PLANT WILTING)))))) .

*n
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Figure 36 (part II). 'The semantic representation of 'Nematodes.'
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oo Text A-5

Courtly Love (definition)

1. What was courtly love?
2, It was a system
3., ‘or cult of love, - _
4. more easily described -
5. in its several characteristics
- 6. than defined
7. First of all, it was ‘a sentiment of a specialized kind,
8. which was created by the poets at a particular period.
9. It was predicated upon a recognized social structure:
10. a court,
'11. lords

12. and ladies,

13. retainers

14. attached to the court,

15. ‘in short, the feudal.society.

16. An aristocratic_cult , VA :
17. it excluded from its mysteries alf those of common birth
18. or humble station. ' .
19. Only the "gentle' were capable of love,
20. and not all of those,
21. for the perfect knight was compelled
22. to follow garefully the prescribed ritual of the cult, '
‘ 23, The service of love, indeed, was like that of the vassal to his lord
“d;> 24, the. lover must be subservient €o the desire,
25.. even to. the whim of his lady.
26. '"Courtesy" - -
.+ 27, and humility were among the chief characteristics of this love.
- 28, -VCourtesy could be attained usually only by the knight
29, who was well-born
30, and trained in courts.
31. It was conferred by’ love
32, and demanded gentility.
33. The knight swore
34,  to protect all gentle ladies
35. (but not all women) ' :
36. and to obey...(36)...the commands of hlS lady in the service of love
37. without question
'38. He followed her every caprice .
39. and against her displeasure .he had no defense.
40. He must lay his devotion .
41. humbly - _ . ,
42. -and his 1if~...(42)...at his lady's feet.
43. (4f necessary).
44, With great humility )
" 45. he must accept her praises
. 46. and condemnations alike. E ’ z
'~ 47. He reverenced her almost as a diety. ' '
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7 'Courtly Love'

o F {
. DEFINITION .- ' .

cln cuf- CHAR™ CHAR™ CHAR -cmlm.'cuim e 1Y :
TRAIT TRAIT “TRAIT TRAIT TR?-IT TRALT
L 78 |16 1018 1920
We e | e wa . S
- ~ DEFINITION DEFINITION . DEFIJTION
© CHARCHARCHAR CHAR CHR CHARCHARCHR . CHIR: 0 | CHAR™ CHAR
o . SCHMY |CBAR | CEAR | CHR | oW

TRAIT misn TRIAIT TIiAIT min- TRAlIT TRtlfoT TRIAIT ;fﬁ“’TRAHMTRAIT. TRATT | TRAIT | TRAIT | TRATT
9 10 WG 15 Wl B3 25 [T | mAT| TRATT | TRAIT | TRAIT
@ 6 © O © (12) (13 @) |

62| 31 35| % [0l |
(L) | N 109 | @i @) | @)
BN p W el

/ 16 08 @ @ (o

? o N | .‘ . “ .
.. Tgure3y,
The text structate for "Courtly Love,"
[ = CMote: CHAR = CHARACTERISILCS,
Q
RIC

FullToxt Provided by ERIC.
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COURTLY LOVE (%)
‘ is when = ' K

. .OR (LOVE-SYSTEM (x), LOVE-CULT (x))

"MORE (E4SY (DESCRIBE (?, CHARACTERISTICS (x))), EASY (DEFINE (?, x))
SPECIALIZED-SENTIMENT (x)
- CREATE (POETS '(PARTICULAR PERIOD), x) ~

PREDICATE-ON (POETS, x, FEUDAL SOCIETY) L .
ARISTOCRATIC-CULT. (x) o >
EXCLUDE (x, FROM MYSTERIES (x), OR (PEOPLE (COMMON- BIRTH), PEOPLE
. (HUMBLE ‘STATION)))

CAPABLE -OF ~(NOT. (ALL: (GENTLE), x)

COMPEL (x, PERFECT-KNIGHT, CAREFUL (FOLLDW-(PERFECT KNIGHT, RITUAL (x)))
'BE LIKE (SERVICE (x), SERVICE -TO (VASSAL, LORD))

CHIEF -CHARACTERISTICS (x, AND (COURTESY, HUMILITY))

CONFER (x, COURTESY)

~Np

' FEUDAL- SOCIETY (x)
~ .is when
RECOGNIZED-SOCIAL-STRUCTURE (x)
- COMEpSED -OF (x, AND (COURT, ANJ'(AND (LORDS, LADIES), RETAINERS
(ATTACHED -TO (RETAINERS, COURT))))) :

P ' . )

v

-

PERFECT-KNIGHT (x) . -
is when i '
CAPABLE-OF (x, COURTLY LOVE)
LOVER (x)
GENTLE (x)
COMPEL (COURTLY LOVE, x, CAREFUL (FOLLOW (x, RITUAL (COURTLY LOVE))))
BE SUBSERVIENT (x, DESIRE (LADY (x)))

BE SUBSERVIENT (x, WHIM (LADY (x))) °

- ATTAIN (ONLY (x), COURTESY)

'WELL-BORN (x) . -

TRAINED (x IN COURTS)

SWEAR (x, PROTECT (x, ALL (GENTLE LADIES)))

. NOT (SWEAR (x, PROTECT (x, ALL (WOMEN))))- .

SWEAB (x, WITHOUT QUESTION (OBEY (x, COMMANDS (LADY (x) INSERVICE OF LOVE))))

FOLLOW (x, ALL (CAPRICE (LADY (x)))

" NOT (DEFEND-US (x, DISPLEASURE. (LADY (x))))

HUMBLE (LAY (x, DEVOTEON (x), AT FEET (LADY (x)))) - - L

IF (NECESSARY (LAY (x, LIFE' (x), AT FEET (LADY (x)))), LAY (x, LIFE (x)
. AT FEET (LADY (x))))

. _HUMBLE (ACCEPT (x, .AND (PRIASES (LADY (x)) CONDEMINATIONS (LADY (x)))))

 LIKE (REVERENCE (x, LADY (x)), REVERENCE (33 DEITY)

- COURTESY '(x)
" 1is when :
CHIEF CHARACTERISTICS (COURTLY LOVE, AND (x HUMILITY))
ATTAIN (ONLY (PERFECT-KNIGHT, x))
CONFER (COURTLY LOVE, x) :

- DEMAND (x, GENTILITY)

. Figure 49. The semantic representation of "Courtly Love.’
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Figure 41. 7 of éubjects récalling each terminal nodes of = "
: "Courtly Love."

O

ERIC

Aruitoxt provided by Eic:



