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This publication contains thé annual’ report of "the Department of .

Computer and Information Science and abstracts of research which has been

carr1ed on du1nh the 1976 77 academ1c year. This research has been

supported in part by gnants from governmental qgenc1es and industry, as

well as by The Ohio State Univers#ty. Sponsorship thh un1ts other than

the Department of Computer and Informat1on Science is 1dent1f1ed at the

‘end of an abstract.

’
The Department~of Computer and Information Science is 3 separate
academic unit, located administratively in the College of .Engineering,
operating 1n/part as an 1nterd1sc¢p11nary program with the cooperat1on of

many other departments. and colleges throughout the UnlverSIty Under the

department is the Computer and Information Sciencé Research Center which

is the publishing outlet for a technical repornt series. Research of the

faculty and graduate students ‘in the Department of Computer and Informa-

tion Scxence is reported periodically in_this- ser1es A b1b11ography of
the research repdorts published by the Center is 1nc1uded in this publica-

. - . - - < . .
tion as Appendix G. Copies of some of these reports are still available

s ——

-

on a complimentary basis from the Computer and Information Science

Reséarch Center,The Ohio State; Univer%ity, 2036i Neil Avenue Mall,
Columbus, Ohio,,43216jq T1t1es thh PB or AD numbers pay be obta1ned from

The National Technical Informat1on Center, The U.S. Department of

Commerce, 5285 ¥ort Royal Road, Springfield, ‘Virginia, 22151, in paper

.. copy, ﬁggnetic tape, or microfiche. -There is a nominal charge for their

service. . . ) . .
) . ) Marshall C. Yovirts -
- .o oA Chairman, Department of .
- o Computer. and InfoYmationgStience
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FUNCTIONS FOR EVALUATING THE EFFBCTIVENESS. OF AUTOMATIC VOCABULARY
- - CONTROL TECHNIQUES USED *ON KEYWORD EXES DERIVED FROM NATURAL
LANGUAGE TEXT A.E. Petrarca, W.S. Stalcup .

HYBRID METHODS FOR DYRAMIC STOR&GE ALLOCATION S.H. Zweben, £.v.

LI
Y ’

T Klingedan | v , 2
o ' ' ' .
i 5 - INTERAGTIVE QUERY-FORMULATION AIDS TO. IHPROVE SUBJECT- SEARCH PER-
. FORMANCE' IN LARGE DYNAMIC DOCUHENT RETRIEVAL SYSTEMS A.E. Petrarca,
‘B.J. Br1nkman ¢’ ’ <
\ : LY \
) A rmmonowcy fOR TER PERFORMANCE EVALUATION OF DéZ‘A BASE SYSTEMS
~ T.G. DelLutis, J.D. Bfownsm1th

THE HQBELIhG OF A LARGE ON-PINE INFORMATION SYSTEM T.G. Delutis, ~
. J.E. Rush, P M.K. Womg . .
LY

“A MULTI-STAGE MULTI- —CRITERION APPROACH TO INFORMATION SYSTEM DESIGN

T.G. DeLut1s J.S. Chandler ‘

OR-LINE PERSOHALIZED BIBLIOGRAPHIC INFORHATION RETRIEVAL SYS TEMS WITH
.. ,COMPUTER-READABLE INPUT FROY A CENTRALIZED SEARCH SERVICE A.E.

Petrarca, J. 3. B&nry, J. H Hs .

& . . .
VOCABULARY CONTROL IN ADTOMATIC KEYHORD-INDEXIhG SYSTEHS A.E.
Petrarca, W.S. Stalcup . .

N

111 INFORMATION AMALYSIS . : ' -

-~
’

. APPLICATION OF MARKOVIAN 58D BAYESTAN TECHNIQUES To THE ANALYSIS OF
j INFORMAIION R.L. Ernst, ¥.J. Lee

.

N THE DEVELOPHENT AND APPLICATIOR OF A THEORY OF INFORMATIOR FLOW AND
) . ANALYSIS M.C. Yovits, L.L. Rose, J.G, Abilock ) ,

1y LINGUISTIC AHALYSIS

.

~

) AUTOHATIC GENERATION OF ' SYNTAX- CONTROLLED TRANS ?ORS H.W.
Buttelmann D. Perry .

DEVELOPHENT OF A MEIHGDOLOGY FOR - NATURAL-LARGUAGE HACHIHE-CONTROL
ELICITATIOR EXPERIMENTS “N.K. Son helmer J. Webb .

[ ] . .

A PORMAL THEORY OF THE SYNTAX ARD SEHANTICS OF PHRASE-STRUCTURE
+ LANGUAGES ' H.W. Buttelmann

PROGRAMMING EFFORT AS INPLUENCED BY'LANGUAGE FEATERES 2D PRO-
CRAMMING METHODOLOGIES * S.H. Zwehen, A.L. Baker

SEMANTIC EROCESSIHG STUDIES FOR RATURAL- LANGUAGE UNDERSTANDING
SYSTEMS N.K. Sondheimer, S. Kwasny

SEMANTICS OF DISCRETE COMPUTER, SIMULATION MODELS AND ANALYSIS§ °
.- . OF ?TABILITY D. Moore - o - y ?\y
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I. THE ANNUAL" REPORT OF THE DEPARTMENT OF GOMPUTER-AND INFORMATION SCIENCE

' . .
. ’ > -
’
» . ..

- . - I
-

Computer and information science deals with the body of knowledge concern-
ed with, the quantitative relationships, ‘concepts., - -theory and methods common t¢
the processing and ut111zat10n of information, and with the theory and.opera-
tion of the systems which process information. The study of both natural and
artificial languages' as modes of communication and of- matural and artificial
systems which process information is fundamental to compoter and information
science. Common properties of inforpation are induced logically by the study
of spit1f1c systems and specific ‘areas of gslence and technology which have a
concern with the handling of information. Information is defined as data of
value in decision making. ' i . .

-

ORGANIZATIONAL STRUCTURE

Ihe Department of Computer, and Information Science is-a separate academlc,
unzt located admindstratively in-the College of Engineering, operating in part
as an 1nterdlsc1plxnary program with the cooperation of many other departments
and colleges throughout the University. The department was organized in 1966 -
and achieved departmental-status in 1968.

>

4

v
7
.

OBJECTIVES OF THE DEPARTMENT

[ 3 s
’

The program at"The 0h1o State Un1vers1ty emphasizes educat1on, regearch
service and the profess1ona1 practice and application of computer and informa-
tion science.” The educational program offers undergraduate and graduate
degrees through the Ph.D. The research activities which are a central part of
the program consist of a broad conceptual base supported by a number of
contragts and grants as well as by the.university. The broad core research
" program and these other research tasks interact to form an 1ntegrated frame-

work. ¢ ’ . w’

. 2 . -

" HIGHLIGHTS OF DEPARTMENT ACTIVITIES, 1976-77.

.

v

)

% A Cooperative Work Program for undergriduate majors in Computer
and Information Science was initiated between the Department of
Computér and Information Sc¢ience and business and industry.

L

’

g

* A Distinguished Lecture Ser1es brought seven outstanding lecturers

——-

to the department. . °
v

Arthur W. Burks;, Professor Computer and Communication Sciences °
and Prdfessor of Phllosophy, The University of M1ch1gan

Edward A. Felgenbaum, Proiessor and Chairman, Computer Sc1ence
Department, Stanford Unlvérs1ty .

¢

10




*

%

*

. Edsger W. Dijkstra, ’Extraordinar§ ‘Professor ' of . athematics,
Eidenhoven, University dJf Technology, The Netheflands; 7

o
LR ’ ~

* 'Paul Armer, On-Line Business Systems, Inc.; R -
Jurig Hartmanis, Professpr,ef Computer Science, Cornell University -

. ° - -~,

Gene Amdahl,'Chairman of the Board, Amdahl‘Corporation; {7”/ .
r

Seymour Papert, Professor of Mathematics, Cecil ‘and Ida Green Cha
?rofesspr;tHassachusétts Instltute of Technology.

L]

-, o ¢

Enrollment in.all-programe-was 7,615 students, -

.
N -

Degrees. awarded vere 5 Ph D. degrees, .70 Masters'*degrees, 118
Baccalaureate degrees :

Grants: Lo . " ¢ . -
1. Aspects of Dec1s1oﬁ Theory with Applications to Térget Recogn1t1on
~and Digital ‘Communication, U.S. Air Force Office of Sc1ent1frc.

Research “(AFOSR - 72~ 2351) Pr1nc1pa1 Inwest1gator Bala&rrshnan
Chandrasekaran - . '

.
3

2. Developmene-of a General ”heory of Ipformation Plow and Analysis
National Science Poundation, Diwision of S¢ience Information, (NSP-
DSI 74—0476§A01) Principal Investigator: Marshall C. Yovits; ~

3. Development of Infor;ation Measures and Their Application to -

a General Theory of Information Flow and Analysié, National Science
Foundation, Division of Science Informat1on, (NSFP-DS176~21949)
‘Principal Invest1gator Marshall C. Yovits; )

t 4. Performahce MeaBurement uethodolog1es for the Design and Analysls
Information Systems, Natiogal Science P?undat1on, {NSF~- SIS75 -21648),
Pr1nc1pa1 Invest1gator‘ . Lee J. Whlte, .

- 5.- A Propoged C1ass1f1cat1on System to Augment SDI Profiles for *
the Circ II System, Rome Air Development Center (P30602 76-C-0102)
Principal Invest1gator. Lee J. %h1te, .
6." .Regearch’on Data Secure Systems, Office of Nayal Research,
(ONBR-N0014-75-C-0573), Principal Investjigator: David K. Hsiao;
. Theoretlcai‘Research on' the Translation of Phasg Structure
Languages, U. §7 Air Porce Office Jf Scienmtific Research (ﬁFOSR-

< 75-2811) Principal Invesigator: H. William,Buttelmann;

8. The Dow Chemical Fund in Computer and Information Science,‘
Dow Chemical, U.S.A (3527), Principal Investigators: Marshall
G"{ Yovits,! ‘Anthony P. Lueddo. . T

N new graduate program option was added . as Option I for the
student specializing in mathematics. -

1i

-




Faculty appointments, promotions, legve of abgence, and resignations?

Balakrishnan-ChandraseKaran was promoted from Assocjate Professor |
of Computer and Information Science to Professor of Computer | and
Informatlon Science. ‘. . -

3

Thomaa G. DeLutis was. promoted from Assistant Professor of‘Cdmpfuer ]
. " and Informatlon,Sclenee to Assoclate Proéssor of Computer and Inform-

ation.Science. - ,

ponald L. Kalmey—resigned to jbin the fgculty of Applied Mathematics
-and Comptuer Stience Department, Speed Scientific School, University
of Lou1sv1lle Lou1sv1lle, Kentucky .

%
»

. Barvey S. Koch-rgsigned to join the qaculty of the Graduaté School
'of Management, The. University of "Rochester, Rochester, N.Y.

-~
)

Anthony P. Lycido resigned to join thewfaculty of the'Computing v
Sciences Division, Industrial Englneerlng‘Department of Texas A&M
College Statlon Texas. . .

¢

Howell H.W. Mei accepted the postiop of Asslstant Professor of

Compuer’ and Information Science. A a
\ N . : - v

Bruce .Russell resigned to jqin the faculty of the Department of
" Compiter Sc1ence Unljersrty College, Cork, Ireland

Ve

-

Richard~R. Underwood accepted the posltlon/of Ass}stant Professor

" of Compuser, and Informatlon Science.’ .

*  National Recdgnitionst . ’ . !

.
Lo ’

Balakrishnan Chandrasekaran was an Honorable Mention winner of the
Setond Annual Pattern Recognition Soéiety Award for his paper
entitled “AHeuristic Strategy for Developing Human Facial Images on a
RT" (Co-authbr: M.L. Giklenson);

[4

David K. Hsiao was appointed to the Goyerning Board. of the IEE
Computer Society, December 1976rDEcember 1978; . .
éiie Rothstein received the Best Paper Award for,his paper entitled
he Ultimate Limitations of Parallel Processing" presented .
at the 1976 Intefnational Conference on Parallel Processing, Detroit
‘chhlgan. P ) . .

»
-

I Y ' -
. Harshall c. Yovits was elected ta the ACM Cdunc1l East~Central Reglon

B

INSTEUCTIONAL ‘PROGRAMS e f’ . o .

te

 The program of the Department of Coqputer and Information Sclence is broad
aqd exténsive.| Those instruttional "areas which are emphasized by

Department of QOmputer And Informatlon Science are as follows:
( . Co




,‘.\

., other dzsc;plxne. : B v ,

~

. General theory af 1nformatlon -

. Informatlon storage and retrxéval ., . .

. Theory of automata and theory of computatlon.

. Artificial intelligence,

. Pattern recognltlon. ’
6. Computer programming, 1nc1uding syétem programmlng
7. ory and pcocesslng of programming’ languages.

. 8.7Digitdl computer' architecture and organigation = *

9. Numerical analysi¥. ) .

10. Man-machlne interaction and systems.

1]. Formal and computatiodal linguisticg.WP

12, Management information and systems. -
.13\ Biological information processing. - . _
14. Sgcial, economxc sand psycholog1ca1 as ec%stof .

i 72nformatlon production and processing. .

4

-

-

1. ‘ . >
'students received baccalaur&ate ‘degrees, .70, students recei

The number 'of students enrol%;ian FIT progzams was

and 5 students received tHe PH.PT\degre2. The aumbér of appllcat}ons £oF
graduate study during +irtw. period was 333. Seventy-seven graduate students
tece;wedlsupport from the depar ment. There was '‘a total of 22> 1
faculty and 12.partt1me fgculty déf:r additional statlstlcd’see Appen Lx;@,
Undergraduate Programs . ‘;
A N P ¢
Undergraduate degreeg in computer and 'information science are avallable
to students in tbe College of Englneerlng, the College of Mathematics and
Phygiral Sc1ences ‘of the College of the Arts and Sc1eqces, and the College of
' Admin ratlve Sc1ences. The parti FIar program choseq dependa upon the
students's 1n£erésts and career obgect ves. o o ,
. [ . v ) .
The undergraduate program 1n the College of Englneerlng leads to the
degree of Bachelor of Science jn Computer and Information Sc1enCe,k_ This
program is des1gned for the stugent ,who wants to specialize in computer’, 4nd
information science’ from within an englneerlng envVironment. H%nceq'the program
provides the student with a core of computer and 1nformatlon science, mathema-
tics, and englneerlug sciefice. ‘Both , depth . and breadth dn Eomputer and
1nformat1bu science are Pt suréd by speczflc required course sequences in
" several areag of engineering and sciehce yet, sufficient erx;bllity exists so
thdt & student can elect a portion of his techn1ca1 qpurse work in order to

develop his individual interests. , . e
.- . . = foce

L - .

“

3’ - .
. There are two undergradUaue programs in the Cpllege of Mathematics and
Physlcal15c1ence8. These "programs, lead, either to the degree of Bachglor of .
Sciencé, or the degree of Bachelor of Arts with a major in computer and
informa ion sciencé. The programs are cast in & liberal arts,setting and are
Bimilar in, content. The Bachelor of Sciernce program provxdes a someWhat mqre
- technical =and thorough education ih compute;_aad information , science and
mathematlcs while the Bachelor of Arts program is. somewhat more flexlble.and
grovzdes an opportunity to relate compur?r and 1nfo:matlon gscience to some

~
,', -
.

- —

The undergradpate program in the ColIege of Admrnxstratxve Solence 1eada

A\ i
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‘ to the degree of Bachelor, of Stience in Business Administrfation with a major in v
Jg - * . . . L . . .z . -
/. computer and information sé¢iente. . This program is designed for the scudeni
- that 1is buginess oriented and desires an, edueation,in computer and informaton\,
- s N v L Y . . . . . ®., -
- -8clence and a general éducation in _the admipistrative sciences. The .program's
7\’ objective is not to maké a computer specialist out of a student, but rather to ° .

,/i enabl¢ Irim to recognize the opportypities to use the computer in his managerial _
activities, - to ‘know.what to expect .from it, and to know how to communicatd .
effectively” with computer specialists 86 that computefized projects will be
properly hafidléd+ from a»Cechnjcal asrwell'zs a managefigl po}nt of view. |,

*

. Graduate Programs .

- . . . -~ "

& -

0
-

. The Department of Coﬁpucer and Eﬁforﬁation«Science,offers.gr&duate pro- -,
- grams leading to both the Master's and PH.D. degrees. The graduate’ program
leading to the Master's Degree 'is available in eight opt;pns:-
. . . kS -
* Option I for the student desiring a theoretical foundation in computeT -
and inforpatdion science. ’ : .

‘ 3

Option II for the student specializing’in information systeams.

P fe - X . . - -
. . Option III for ch% 3:udenc specializing in computer systems.

v Option i! for the’écudent specializing in numerical analysis.’,
4 - -~

LOghion V for the student specializing in operations‘ researgch

»
. » L

.© . Option VI for the studerdt‘specializing in biomedical information pro-
! .cessing. - - ’ ,
L] - -

A :, # .
Option VII-for the student specializing inéggminiscrative science

. . ) ”n ] — P
. Option VIII for the student_specializing infsfathematics. '

. ‘ , .
6 Each of these options provides a backgroundﬁ_’i;n seviiral aspects of cqmput-—
er and, informpation science, as well as addi@iona§,matﬁhaatical sophistication
appropriate to the student's interest. Each of the opti may lead to the,.
' Doctoral program,invicomputer and information science, and each may be taken
with a thesis option or without a thesis option+ (See Appendix B for a listing

» .

of courses by number and}titﬁﬁ-)2a

’

.
* o

. N 1 ’ . ¢ 3 . ,
/ All courses of study at the. Master's level require completion of d core

y
- progham in computer and informatfion science fogetha;,with Eﬁ%-required courses-
é"’-

~4  Jgpecified for one of ‘the options and addit 1 courses as specified by the. .
) student's adviser. .The core program includes 'coyryes on: Principles of Man-
’ Machine Interaction, Numerical Analysis, Computer Systems Programeing Advayced
. . .[ €omputef Program,’ Digital Computer Organitation, Data Structuges,‘ﬁachemat1c§l
E Foundatidns of Computer énd.fﬁformacidn Science, Introduction to Linguistic .

X\\Analysist Hodern Methods of Information Storage and Retrieval, and Advanced
eminar iﬁﬁﬂ?ﬂﬁUter aq% Informatign Sciénce. -

'y -

g ¢ e

P
. . Y P ) - N
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- " The gradudte program leading to the Doccora&} Degree, in Computer and. y
. Information Science is" flexible <in thatsfit is tdilored to the particular. . 2
¢ e . 0 . . b “ . “‘é',"\m
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» , ' - o
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background gnd interests of tKe individual student; These.interests may lie inm - 5
any* ong, of the research an&f instructional areas already listed as well ak in )
‘many other cognate a:r'e‘as'. + A cognate field is defined as a field 8upportin(g’0r
closely related tq the fourteen Departmental fields and is ordinarily specified -
ly an intégrated program of study in oth.er departments of the Universitz.)

-

i ’ . .

. % « 7 .
. Course Offerings /~ J . o~
- ¢ . . .

) Clrrently there.are about 8l courses (each one quarter in length) offered

by the Department, 22 of which are largely undergraduate with the remainder
being upper level undeggfaduate and gradugte courses™ . In addition,to these =~
.courses there ‘are over two hundred courses offered by a variety of departments’ . -
of the University which are of interest to our graduate students who “are
’gnc_ourag_ed‘to take these courses. . ' ' Y "

Faculty e \

’ -

~

The Pepartment of 'Computer and Information Science has a full time faculty
of twentyzone members at fhe assistant profegsor level.and.above. They have a
.wide range of backgrounds and experience. The above faculty is supplemented by
staff who h&ye” joint appointments with other departments; by staff from other
departments who teach courses primarily for Computer and Information Scierece
students; and by .adjunct staff "people who are ‘employed in off campas
organizations who teach gourses in the Department of Computer and Information’
Science (sée AppendixC). ' There are currently a total of about 13 supplemental
staff in tb&s ‘category. ‘ ) -

[y

»

FACILITIES

Computing Facilities . . .
t R LA

' Computing facilities available to students are among. the best in the
_ country.. The Instruction and Research Computer Center (IRCC) maintains ap IBY,

S370/168 with batch and timesharing terminals throughout the campus. In

addition, the IRCC/CIS. ‘Compytings Laboratory has a bECsys;em-lO‘ with, batch and’

timesharing facilities, amd a MICRODATA 1620 with a microprogrammable control ¢

store, which are used mainly by .the’ Deparment for teaching and reseatch. The
_ hardware connected with the BECsystem-10 inc_lfxdes geveral CRT character termi-
- dals, a graphics CRT terminal,-a CA{.COMP plotfer, and a speech synthesizer.

- Mechanized Information Center (MIC). .

, The .Univezgsity has established a university-centered-information systeh
called the Mechanized Infortmation Center (MIC). MIC operates as a dep&rtment
of the University Libraries and has both batch and online search services. The
MIC batch service are unique to tite OSU Libraries. ,There are both retrospec-
tive, or one-time, searches which provide a review of the past literature, and
current awareness, or updating, serviees which continually scan the newest
literature on a regular .schédule. Batch retr_osbective gearches, covering the
past three to .four ‘years, are available in science, social, science; and
education. »Batch current awareness services, which provide bi-weekly or
monthly. updates, are available in sciencé, social sciences, education and

chiemistry. . . . e
% < . . N . ]




' MIC alsd offers online recroapectlve gsearches through the fac111t1es of
three organ&ga%;nnﬁ 6utside OSU: Lockheed Informatxon Systems, Systems Devel-
‘, opmenb¢COrpgratlon and tHe Energy Research and Development Agency (ERDA)
.‘“There,are pote than 70 data bages”in all subject arkas covering the past two to

fen or more years of literature. .

K «

i .
Hedlth'Sqlences‘L1brary . .

’

. _ L { . : .

] TgﬁxReference'Dep£ZCmeﬁt of  the Health Sciences Library offers ‘online
searches*ﬁf sevgral biomedical dafa bases. MEDLINE, primarily a computerized
version of index Medicus, ‘providés coverage of worldwide medical literature.
Relatéd data bases imclude TOXLINE and CANCERLINE. Both retrospective , and

updat1ng seryices are avallable . .
4 - : - . o A i
. R

Reference Department, Main Library )

The Maln L1brary Rei&&ence DeparCmenc provides online fearches of the New
York Times iNFORMATION B¢ This contains references to articles in the New
York Times (back to 1969) s well as other newspapers and pericddicals (back to

* 1972)«

*

The Ohio Gnliege L1bra:y Center (OCLC) .

s
T

"The Ohio College Library Genter was formed by the Ohio Colleée Association
.in 1967. The {enter operates a shared codiputerized library networK comnecting
“academic, public and school libraries in 46 states. This, system has pver 1700

.specxally designed “CRT terminals in over 900 institutions that participate on-
line.” The Ohio State University Libraries participate in this system and
faculty of. the Deparcmenc of Computer and Information Science cooperate on
resea;ch'prd;ects wlch the CenCer . -

-

: /

Im'zrécrmu wxmm*rmz UNIVERSITY =, { .

vhe £Pepartment of Computer and In£ormat1on Science interact with other
depar £s and research programs within the Un1vers1cy because of the mufti-
‘d1sc1pllnary@naCUEe of the activities encompassed in this field. A number of
the acddemic faculty have _joint appointments- in otlier departments. Staff
members of the Department of Computer and Information Sc;.ence have appomcments
,Ln the follqw1ng departments and organ1za€ons' : .
) . ., Accounting ' Instruction and Research
b. Allied Medicine Comfputer Center.
el Art = ' . - Mathematics
d. ; Biophysics . Psychology
e. . Electrical Engineering j. University Libraries
‘f. Engineering Graphics . Bniversity .Systems Computer
: : e Center'

14

O
= . . - =

&

mmmchon WITHIN THE COMPUTER AND INFORMATION SCIENCE COMMUNITY
Columbus, Oh1o is one of the ha jor centers for 1nformat1on science and for
the transfer'of 1nformatzon in ‘the Uﬁ1ted States A number-of organizations

=
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are involved with the activities of computer and znformat1on sc1ence. This
4££6rds an opportunity for students and faculty to_interact w1th apprOpr1ate ‘
- personnél in these organizations. Some of these are' .
a. ghemical Abstracts Service . Inﬂﬁgtrial Nucleonics,

b. Battelle Memorial Imstitute i. *State of Ohio Department.,
c. Bell Laboratories . N of Pinance; Departmesnt
d. City Natfonal Bank> _~ . of Highways - '
e. Columbus,_ and Southernthzo o] Columbus Board of

_ Electric Company . ° . ’ Educatlonk ¥

£: Western Eleétric Corporation . Ohio Collage L1brary

g+ Rockwell Internatiopal Corp. Center ., {

T

* ~
i

vigit with the Department and who' usually present a semipar. (The lectures and
‘seminars for _the perlod of this report ‘are listed i .Appendix (®) . These
persois cover virtually all phases of computer and infprmdtion sciende. This
year the Department also sponsored a Distinguished Lecture Series with eeven
outstanding spea.kers Suest lecturers for this sé¥tes are listed in Table 1.

-

in this country as pantzclpants gzv1ng papé‘ isting gp panels, |
attendees, and,as officials.” Hardly a maJor tec 1ca1 eting in the appropri-
.ate fields is held without a contribution from [one more of the personnel
from tbe Department of Computer and Infotmation ‘Scién IS). A 1ist of
these’act1g1t1es cen be found in Append1x k. . :

: o TR A ) .

Resear%h effbrts of  the staff are dlsseml ted to the professiona
communi‘?‘through several pub11oat1on channels. st of current pub}ications
of the  Department staff is included as @éppendix F. In gdditionJ the
Résearch Center i§suesa.techn1ca1 repott series (see Append1x G).

= x- oo us( "[ \
In addztzon, Qur people 1nteract at most f tﬂb paj chpical meetxng:

4

DOCTOR OF. PHILOSOPHY DEGREE ¢ k3 . e s

+ THe Doctor .of Phllosophy degree was awarded :o the "following students
.J during 1976-77, See Appendlx H for a q6mplere 11st1ng of Ph D dissertations.
S " Hame - , ; . Dissertation  , . -
. . —_— ,
Tu%Ting Cherg » . Design ‘Codsideration, for Djstributéd,
T Data Bases in Computer Networkb“

*

" Ehud Gudes " -’ An Application of Cryptography ’
MR to Data Base Security

- - .

° Dov Isaacs ) . Computer Operating System.Fagilities
-Eor ‘the Automatic Control: ard Activity '
Scheduling of Computen-Based Manage-
mént Systems

L

T

s <
Ramacliandran Krishnaswamyf . Hethodology and Generat1on of Language
. o Translators . ; i

‘ . ¢ +

. P ‘, ’
Eanpf'w. Leggetc, Jr. : Toola and Technxquea for Classifying
' NP~Hard Problems

0 17
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fTable 1: Distinguished Lecture Series
i : . Y
T v

. “"i he . - +
. Octagber 14, 1976, “From Eniac to the Stored Program Computer: -~ -~
Two ‘Revolutions in Computers," by Arthur W. Burks, Professor
of Computer and Ggmmunicétion Sciefices and Professor, of Philosophy,
The University. of Michigan; " | .. ) i
’ ! "... ° ’ ¢ -~
November 18,1976, "Applications of Artificial Intelligence to
Science ‘and Medicine,”, by Edward A. Feigenbaum, Professor and
Chairman, Computer Science Department, Stanford Ugiversity;

-

January .13, 1977, "The Fo;qgf Derivatignhof Computer Programs,' -

by Edsger W. Dijkstra, BExtraordinary Professdr of Mathematics,

University-of Technology, The Retherlands;
. )

LY

- . . o
.
3 - M s

x

. January 27, 1977, "Electronic Punds Trapsfe;’89s:ems * by
t ? . R ?
“Paul Arge{, On-Line §us1ness Systems, Inc.; *

- w
-
- ——

Pebruary 17, 1977;‘hdodbutationa1 Complexity," by Juris
Hartmanis, Professor of Computer Science, Cornell Universit&;
oo - . . )

- e (4
i - ’

Harch 10,:.1977,, "Gazing into the Largé System Cryséé; Ball,"
* by Gene Amdahl, Chairman of the Board, Amdahl Corporation;

¢ ¢ -

April 28, 1977, "Computers and\Chilg}gg,ﬁ by Seymour Pa

Professor of Mathematics, Cecil and Ida Green Chair Proféssor,
Hassachusetts Institute 6f Technology.

£
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-
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IT. INFORMATION STORAGE AND RETRIEVAL

AUTOMATIC SEQUENTIAL DOCUMENT CLASSYFICATION > , .
s .

An automatic classifiqation'techn{que ka been applied to a large data
base, the Air Force Central Information Reference and Qontrol (C{RC) 11 System..
This system presently consists of over four million uments and deals with

diverse technical subjéct areas in science, engineering, and technolo%y: A get '

of, approximately ome hundred classes was developed to appropriately'describe
, the subject content of this data base., - -
H . . 4 .

_This classification technigue assumes the classes to be specified a
priori. A sequential approach is utilized in which only a portion of the
document is scanned Wefore oné or more classes are assigned which best describe
the subject content of the document. The sequential™approach can be appli€l in
a situation where a trddeofif is required between classification acquracy and
processing time. Classiflication accuracigs of over 802 assigned classes

corfect and 90% of the documents asSigned at least ome correct class have been

achieved, while processing over twenty documents per, second. .

Documents which change subject areas several times pose an interesting
- .problem for classification. .An investigation of documents has shown that these
changes in subject can be detected and the document appropriately classified.

-

L

L. J. White, A. E. Petrarca, L. Crawford, B. Brinkman, S. Mittal (Sponsor:
Konce Air Development Center. Conmtract F30602-76-C-0102) .

b *

» - ] .
.S )

~ -

TIOK STORAGE AND REBIRIEVAL
A - [ ,

"ﬁecause of the dispersion of the clothing literature among a variety of

primary and secondary publications, researchers in the field of clothing,have

_ long been concerned with problems of gaining access to the literature relevant

to their interests. - Consequéntly, a bibliometric analysis gf the clothing
literature was undertaken to determine the feasibility and consZEFinta of using
two well-known bibliometric techniques (i.e., bibliometric coupling and Brad-
ford amalysis) ‘to (1) create a comprehegsive bibliography for a small inter-
disciplinary field duch aé,clothing'anal%Z? to identify the .core publications
vhich are responsible for producipg a significant part of the scholarly
literature of such a field. The results of the study not onlyfegtablished the
practicality of using thase techniques for such a purpose but also provided
data to ‘test some new hypotheses regarding bi¥liegraphic coupling relation--
. .ships. | P B / *

» ) -

- A.°E. Petrarca, N. 1. Fetterman, L. E. Dickey

. - N
- . . ’e
. -
. . . .
. . .
. .

, A BIBLIOMETRIC ANALYSIS OF CLOTHING LITERATURE WITH IMPLICATIONS FOR INFORMA:

“c
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FUNCTIONS FOR EVALUATING THE EFFECTIVENESS OF AUTOMATIC VOCABULARY, CONYRQL .'/;
PR TECHNIQUES USED ON KEYWORD INDEXES DERIVED FROM ﬂlTURAL 'LANGUAGE TEXD
2 -
\ Vocabulary control 1is 1introduced mto pn}ted keyword mdexessderqved
from natural language text to reduce the amoun?¥ of concept fscatterifg wtich

& would otherwise result from the many inflectional and derivational furms‘ of

" words used to represent the var1ous‘ concepts. To evaluate the efjecgw n’esa of

some autodkatic vocabplary /control techniques bemg,stud1ea, several "ap rOaches

to the development of an objective and.quantitative method for evaluatin g such

“  techniques have -hpen @xplored. Most of them are intuitively based® on the

‘- difference in indez entropy between any given index .and its correspondl.ﬁghdeal

: index (1. e, oneswhich is free of concept scattering and amb:.gurty) as &',means

aof ifying the extent to which a particular vocabulapy control ;echmque

,imgroveg the qualities of an unconfrolled index. One approach utilizes &

func based on an adaptation of the relat1onsh1ps embodied 1in éhanrion s

communication theory. This apptoach “is ba's1ca11y conc&gd with how well the

concepts are represented (transm.ttedj';b) the keywords or index terms of any

1 y given index, and how well ‘the mdex‘tems cotiveys th-e-’ﬂbsured anmgs A

'*Sysecond approach utilizes 3 f&ncnon bdked on how the various i ek vocabutary

problems (scattering, amb1gu1ty, etc.) affect the index user. . e1tber of the

.above approaches, as well as in dthers tha”t have been cons1de.;£ad, the functions

. \ provide a single nugerical value which can be used as a ngure of merit for

evaluating the effectiveness of different automatic vocabulary techniques

< applied te a particular uncontrolled infex for wm.ch a co::espondmg 1dea1
index has been constructed. N

* . t

3

Ve AE. Petbirca, W. S. Stalcup 7 © ) .

- -
’ .

BRID METHODS FOR DYNAMIC STORAGE ALLOCATION

The traditional dynamic allocat:ion me;\ ods of best fit and firsg fit have
been well studied, and it is known:that there are conditions which cause one .
method to outperfom the other, and vice-versa. TS \

An atfempt is being made to study aff intermediate method whichiwill
hopefull}}' combine some of the advantages of botH. This method, called "first n -
flt , selects the first n available blocks which satisfy a request, and then
selects the best fit from among this set. For =1 this method reduces to first -

"fit, and it approaches the best fit method as nincreases. Preliminary studies
have shown that, for n=2, the increased search time ‘over first fit is small and
that there mgy be a reduction over first fit in the number of failures
encountered. ,‘; ) C

S

S. H. Zweben, K. V. Klingeman . .

- ¢
i

r’
. INTERACTIVE QUERY-FORHUL&RTIQR AIDS TO IMPROVE SSBJECT SEARCH PE!LORHAHCE IN
!, LARGE DYNAMIC DOCUMENT RETRIEVAL symas
v .
. It is often a difficylt cask_, eyen for a i‘citowl'edgable expert, to thigk of
’ the most appropriate way of specifying a topic one waats to search in a
" document retrieval system. A set of interactive aids to facilitate this aspect .. ‘»

’ “ s
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. “ ’ .
' ““of query formulation is being developed to improve the overall perfofﬁénci¥£€
searching both dynamic current awareness and large retrospective files e
first aid involves the use of assogiatign measures derived from SDI (Sﬁltct1ve
Dissemination’of Informatipn) prof11es\to determine whether a quest1op identi- 7
cal to, or similar to, the one being formulated by the current user is already
on file. Such an aid will 'allow uysers to take advantage of the intellectual
"effort previously expended on development of profiles suitable for thedir own
purposes as well, thereby obviating the need to expend similar intellectual
effort over and over again. The second set of aids involves the‘use of term-
‘term association measures derived from the above prof11e term matrix as well as
, from the document-term matrix for a representative satiple of documents taken
* , from a large retrospective file. This set of aids will provide users with
. synonyms and/or related terms that may be used together with or .in place of
those 1n1t1a11y provided by the user.%; A third aid involves an interactive
relevance feedback capability whereby the user s1mp1y indicates whether oz not
each document retrieved . by his profile and. displayed on his terminal is
relevant to his interests. The system will automatically refine the profile
based on this information, following vhich the ‘user can test and refine, the
proflle again by repeating the process as often as necessaryg Appropr1ate
ov

T }ests to evaluate the effectivengss of these.aids towards igproving subject
, search performance 1n a large dynamic document retr1eval Bystem ‘will be
conducted, - : o ,
¥ ’ c b

3 » * -
>

A. E, Petrarca, B. J. Brinkman

»

( . , ‘ ' . :
4 . . L ;p,l
A METHODOLOGY FOR THE PERFORMANCE EVALUAT OR OF DATA BASE SYSTEMS

. a methodology.for the performance evaluat1on of daté‘b&se systems (DBS)
4 ~ has ‘been developed. This methodology is specifically designed for investi- =,
. - gating data base system behavior Hlth respect to application process1ng
. requirements, schema and subacHema formulations, data base goftware, and data
3 * * base_content. Attention is focused on the appropriateness of schema and,
«/ subschema structures with respect to the data basé contents and to various

system loadings. The first objective of the research was to obtegin a functional.
.description of DBS behavior. A DBS. ts viewed as a- subset of a generallzed
.)/ multi-level infotmation processing system The methodology provides facil- N
ities for the, characterization of logical data structures in integrated data
base envzronments &g well as the characterization of datg access activities. i
. . The gecond obJect1ve was the identification of a set of criteria for perfor-' .

" mance anglysis. The identified performance measures were chosen 8o as to be
obtainable by the DBA. The specification of a set of algorittms which relate
the definitional patameters to the performance criteria was the thzrd obJec-
tive. :

Rkl b~

. . In addition, a realization of the methodology was* formulated. This

N " realization was designed as an extension tg the capabilities provided by the
Information Process1ng System Simulator (IPSS) ‘& special purpose discrete
event digital simulator. This realization consists of the specificatipn of

g " ..’ language constructs for defining data base systems. The simulator transforms

i " the declarative and procedural character1zat1ona into outputs which relate to —

.

- the behavior of the model. . 4 5

T. G. DeLutis, J. D. Brownsmith ' (Sponsor: National Science Poundation Grant
9 . SIS75-21648) — S
» ' - SR ' S
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,THE MODELING OF A LéRGE ON-LINE INFORMATIOR SYSTEM

The objective of this research is to investigate problems related to the
similation of large information systems and to identify the features of a
special purpose simulation language (the Information Processing System Simula-
tor, IPSS) which.facilitated the modeling fumction. The medeled system is the
;Ohio Collége lerary Center (OCLC) system which is a large oniline information
system serving”over eight hundred libraries throughout the United States and
Canada. The central computer facility ‘@fpsists of a multi-processor configura-
tion of “four Xerox Sigma-9 computers and an on-line data base of over 2.5
million bibliographic entries. To date, the hardware, data base and input
trezsage scheduling compgnents have been modeled The modular structure of the
. IPSS model allows validation and verificatj on ‘to be performed on these compo-
pents. Some problems related ro simulafion of large information have been
identified. Current effort is directed towards modeling the message procgss1ng
algdrlthms, Once this 1is accomplléﬁed, validation, verification and experi-
mentation will be done,on the overall model.

.

T. G. DeLutis, J. E. Rush and P. K. K. Wong.
' ;
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A MULTL-STAGE MUB‘tI ~CRITERION APPROACH TO TNFORMATION ‘SYSTEM DESIGN
& { .
A nmulti-stage muIt1-cr1terlon methodoldégy was devef%ped for. the purpose
of. aiding in the de31gn of” information systems. As 1nformatlon systems
continue to grow in size and complexity, these systems must be designed to
satisfy, simultaneously, system performance criteria amd user service achieve-
ment criteria. ThlS multi-criterijon, design dilemma was approached in this
research through 2 multi-stage evaluative methodology. . Three stages were
identified: Stage I -- a System Evaluation Stage where the behavior” of the
information system being designed is modeled and meagured; Stage 2 -- a User’
Goal Evaluation Stage where 'the performance of the system measured in Stage.l
is evaluated with respect to user oriented goals; and Stage 3 —- a Design
Evaluatlon Stage where the design is evaluated against all criteri%-and design
modlflcatlons if necessary; are made. The focus of this research was on the
development of Stage 2 including the formulation of multiple goal programming
(MGP) based procedures to evaluate the information system with respect to
multiple criteria, the establishment of a formal statistical®liaison with Stage
2, “and the 1nterpretatlon of the Sfage 2 outputs with respect to their use in
.Stage 3. To demonstrate the practicality of this reseatch, the developed
methodology was pealized: system behavior was measured via the Information
Processing Systems Simulator (1PSS), the user goal evaluation was made by MGP
bdsed procedures and the deslgp was evaluated affd redesigned through heuristic
prdqedures. This realizatioa was used to validate the underlying methodology
thfbugh a series of experimenth where design alternatiwve selections using Stagé
.1 analysis were tested. The result was consistently better performance than
random selections. Although this research was directed to analysis of informag.
tion .systems, it is also 8pp11C§ble to a broad range of systems, within and
without the realm of information systems, and with or without the partxcular
techniques currently employed in Stages 1 and ?
o [ 4 N

T. G. DeLutis, J. $. Chandler (Sponsor: National Science Foundation, Grant
S1575-21648 ' ‘
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! from which the bibliographic data is retrieved. ! 'In addition, statisticsy

- mapufactured by Data Generai\Qorporatlon. Further reseatch i1s contemplated on

. systems from which they are der1ved ‘and’ on the uee’ of such systems for

;temmlng algorithm developed in this research is based in part on ‘rules from

A. E. Petrarca, W. S. Stalcup

ON-LINE PERSONALIZED BIBLIOGRAPHIC INFORMATION RETRIEVAL SYSTEMS WITH COMPUTER
READABLE INPUT FROM A CENTRALIZED SEARCH SERVICE. . = - ~

system with computerSreaddble input from a large centralized search service was
implemented on a mlnlcoqputer for a small target research group. Such a system
will aid the researchers ig the management and use of their personﬁllzed files »
which ordinarily are stored on 3 x 5 cards provided by the centralized servxce

A prototype ZB;ka; personalized b1bllograpdip information retrievak

obtained from usage of -the personalized computer.” system will provide an
obJectlve method of “evaluating the performance of the ‘centralized search
service ~The .prototype system was implemented 'on a NOVA 800 minicomputer

1mproved methods of 1n£erfac1ng such personalized systems with the centralized

performancé—evaluatlon and improvement’ ‘of the centralized systems f
L 3
A. B, Petrarca, J. J. Henry, J. H. Hsu . J
L = : - ’ . ’
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VOéABULARY CONTﬁOL IN AﬁTOMRTIC KEYWORD-INDEXING SYSTEMS

Iypfcal auto;atrc 1ndex1ng techniques, such as KWIC and KWOC, are beset by
scatCeang of information among the many‘inflectional and derivational word-
forms descr1b1ng each topic. The usual approach to the resolution of this
problem involves the use of a manually’construgﬁed dictionary or tHesaurus for
determining the preferred (or controlled) index term to be substituted for each
uncontrolled word found in the natural language text. -The approach taken in
this research, howevgz, 1nxolves the development of stemmlng recoding algori-
thms t6 create the preferred ‘index terms from the uncontrolled terms om an ad
hoc’ basié. e stemmlng operations aid in the recogn1t1on of conceptually
related keywords by removal of_ their inflectional and’ derivational endings,
while the recoding operations create preferred 1nde4, termg by appending
suitable suffixes to each word root obtained from the stemmlng operatloqs The |

rd

previously reported stemming algorléh?s as well as on some indigenous rules

devel.op‘ed with the aid of forward and reverse lexicons prepared from a 106

token gsample (7 x 10 type sample) derlved from the natural languagibtltles of

lO~5 journal articles. The recoding algor1thm-construct8 the preferred index
term for 'each concept by appending one of the suffixes removed from the set of
words contalnlng the word root:for that concept. This approach precludes the
possibility of generating control words which are not yet part of the naqural'
language vocabulary, The‘effectiveness of varidus stemming algorithms for
vocabulary comtrol is being evaluated by an obJectlve and quantitative tech-
nique for this purpose (see separate abstradt), ‘ ’
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APPLICAIION OF MARKOVIAN AND BAYESIAN TECHNIQUES T0 Tﬁﬁ/ANALYSIS OF INFORHATION

Information in a management idformation system is being- analyzed by

measuring the effect of information on the responses of a decision maker. A
methodolo is proposed for analyzing decision making which utilizes Markov
models: and Bayesian probabilities., The Markov model views the processing of
informationt as a sequence of pro@olhstuz events, each event representing a

_- - particular state of the dec181on -makér with ‘respect to a system state.

. Decigsion state tranmsition probab,w.ll-ues, "dependent on the immediately pte-'

. ceding staEe? indicate a level of information processing. Utilizing the state

. definition of the Markov madel, the app'hcatlon of Bayesian probability

" analysis results in a measure of the rate JAn which the particular level of

§ information processmg was attamed by the decision maker. This methodology

~ + has been applled in a study to measure the effect of different information
digplays in a‘managdement decisidn system. Results ‘of this analysis_have
:mdlcated some implications’ to mformatmn acquisition, processmg, and utili-

R zatlon as well as to 1nformat10n systems design.

-

R. L. Eznst, M. J. Lee T
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THE DEVELDPHENT ARD APPLICATION OF A THEORY OF INFORMATION FLOW AND ANALYSIS

'

=

The obJecuves of this National S’c1ence Foundauon-sponsored- research

“ ‘pro‘gtam include the following: (1) to develop a theory of information flow and

analysis; (2) to identify important parameters and variables in the information
. process vhich can be quantified and measured; (3) to develop relationships
+ ' among the' variables which desc¢ribe their- behavior and limitations; (4) to apply
this theory to specific practical situations, particularly those “involving

S for quantzfxcatmn and validation of the ‘theogy. i e T
> - : & '

. A gemeralized frémework for developmg analytical and conteptual rela-
e ¢ tionships involving the flow of information has been suggested. Our formula-
tion depends on the definition that m ormation is data of value in decision-
making. A decifion matrix together vith a value matrix are used to completely
define the ghtu'e decision situation. These two.matrices explicitly relate
» courses of" action to observable outcomes, values of theée outcomes "o the

deczszﬁn-rmaker (DH), and the states of nature.

. . 3
E R . . .

“Me define the impact that mformatmn has on reducing the uncertamty og
) the decision state as our measure of information. The uncertainty which exists
. ° for any decision state is defined as a function of the mean square veriance ©
of the probabilities of exegruting the various courses of action. The amount of
information in a data set, or message can be measured by computing the
difference in the amount of information in the décision state after and before
receipt of the data. Thiseexplicitly relates fnfqrmation to the removal of

uncertainty in ‘the decision-maker's mind about{ which alternative shguld be

3
-

science mformatl.on, and (5) to develop both simulation and experimental models

-
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We are' further 1nterested in the yalue of 1nformat10n to Qbe dec1§10n-

makar, we define this in terms of/how information affects performancé "Perfor- .

mdhce. is measured as average pnedleted per formance, and i's defined by a ‘term we
wall dec151on-maker effectiveness. Ualng this' term,. we define the value of
information 1n ‘a” data set to be' the resultant change in dec1810n-maker
effectiveness. ~ These two basic ' measures .of information (amount and valde)

A )

prov1de a basls upon which we can construct a theory of lnformatlon at th;l

effectiveness level. . . o .

. - 4
.
]

.

In ‘order fo examine, the validity and ut111ty of our 1nformat1on measuzres,

enﬁral dec1810n-mak1ng sztuat;on has- been sxmulated This 81mu1a£10n has
enabled us to begin to, 8;udy the- relatlonshlp between information, 1earn1ng,
confldence, and the effectlvenees "of different dec181on-makers A 1earn1ng
rule has been developed for the updating of the "executional probabilities in
the decision malrix after each-trial. Modeling the actual decision situation
also requires soq;rsort of selectxon rule which the DM can invoke to determine
his probabilities of selecting the various courses of action: Our only
assumption, to allow almost full flexlblllty, is- that the DM bases his
probabilities somehow on.the expected values of, the alternatives.
- These information measures and related learnimg and selection rules
prbvide the capability of simulating the flow of information fully, including
exogenoys and feedback data. Further méasures are derived which imclade
decision-maker average performance and decision-maker expected performahce.
With this framework, we believe that we can accurately. descrlbe the use of
information in an effectiveness sense and the role of 1nformat10n in the total
decision process. . -

. . - 4

- S

Continuing research involves establishing re1at10n8h1p8 among these quan-
titigs and the significance of .each to the information flow process.  We are

‘'seeking generalized information relationships in an effort to,eatablish funda-

mental guidelines for information flow, analysis, storage, and processing. In

addition, “we feel that generalized rules for making decisions under various .

condition® ~ a decision calculus - will emerge from thls model as we11 We are

plannlng to apply thig-theoretical deve]opment to pract1cal 81tuat10n8 and

indicate how the quantities can be defined, measured, and used in a’ ptact1ca1

way. In partlcularJ we are developing: examples using a blbqugraphlcaI

retrieval system, a productﬁgn coqtrol 81tuat10n, and a general ec0nom1c model.
. - '

M:C..vaits, L,L. Rose,.J.G. Abilock ~(Sponsor: National Sciehce FounB3ation GN
41628 ‘and DSI 76-21949) :
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EXPERIMENTS
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IV. LINGUISTIC ANALYSIS

- 4
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2 . “

AUTOMATIC GENERATION OF SYRTAX~CONTROLLED TRARSLATORS

2.
a

Me give ap algorlg?hqi whlch given two context_ free phrase structure
language defmltlons, Dy and;-‘ Dy will produce a program  which performs a’
syntax-controlled transiatiof fr " LDy )'to LD, ) if and only if such'a
trahslation defined by D and -D, exists. We prove that, even for many trivial
cases, the problem of constructing such a program is provably intractable.
Regseafch is continuing to 1) identify just how complex this problem is, 2)
identify 81gn.1f1cant classes of languages for which the problem is|tractable,
and 3') develcp heuristics to aid in 8olv1ng the géneral problem.

P .

H. W.. Buttelmann, D. Perry ‘(Sponsor: United States Air_Force Office of
Scientific Research. Grant 75- ~2811)
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DEVELOPMENT OF A METHODOLOGY FOR NATURAL-LANGUAGE MACHINE-CONTROL ELICITATION

hl
.

The obJectlve of this work is the development of materials and p:ocedures
to assist in the determination of the commands that humans prefer to use in the
realwtime control of machines. Current efforts center on the design of a tool
for the simulation of a machine-control emvironment. We will essentlally
engag'e two CRT's in communitation. We currently are considering applying ou?
wogh to the design of command languages for text-editing systems with specia
emphasis on ldrge, powerful systems. JWithin our simulation enviroament the
experimental subject will think he is using a text-edjtor, when in fact, he
will be communicating with another human. The user will be under the
impression that the text-editor is completely flexible. Therefore, the set of
*.commandg he g1ve8 should be 1nd1cat1ve of’ the structure that a human-factored
test. editing lan‘guage shou,ld have.” )

‘Y

N K. Sondhezmer,, J. Webb

A
A FORMAL THEORY OF THE SYNTAX AND SEMANTICé OF PHRASE-STRUCTURE LANGUAGES

A formal defz.m.x:{on f>or a context gensitive semantics for arlu.tra.ry phrase
‘ structure grammars, called a phrase strnct.ure\-semantzcs hag’ been developed.
It is a model of the following semantic phllOBOphy. (1) it is phrases which
have meaning, and (2) the émeanmg of a phrase is a function'of its syntactxc

structure, the meanmgs of its constituents, &nd its semantic context. A pair
(G,S ) where G is a ‘phrase structure grammar and S is a phrase structure
sem_a,nncs, is called a phrase-structure language description. The language of

o K psld ig the set of all pairs @,m) such thatW ig a gsentence of the gramar “and

<
; ~
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m isggﬁnrempty) meening assigned to W by the Tanguage definition.

'“We prove the following results: the sets of “sentenfes and the, sets of "
mean1ng8 of phrase-structure languages are Justiiﬁiggge. gets. Every phrase-
structure language has a degcription using’'a regular grammar and 4 context, free .-

"
LS

semantics. For ‘every descrlptlon D with an unrestricted grammar and context
) sensitive semantics there is a descrlptlon‘v u81ng a context free gradmar and
. context;.free .semantics such that L (D) = L (D'). ‘Purthermore, D and D0' ate
. "strongﬁy eiﬁivalent" in the sense that the phrase trees assigned by]7 to each
sentence are just the saeleton trees of the' phrase Structures assigned by D to
the_sentence. The notions of "weak" and "strong equlvalence are extended to
semantics (if two descriptions are strongly equlvalent in_a semantic” gease’,
“then the strugture of their semantic functions is.identital —- in a progf!mmlng
sense, the .same programs can be used ‘to compute the rmeanings of the same
sedtences). 1In this sense, Dand T are not strongly equivalent. However,
-{£ D has a context free semantics, then D and D' are semantlcally T?trong—

«

‘ ly equivalent. - o .

H; W. Buttelmann (Sponsor: A1r Force Office of Sc1ent1f1c gsgearch Grant ,
- 75-2811) . s x . -
T . ’ : - . ) : - - .
\" ¢ ) » . - | > -, 0
PROGRAMMING EFFORT AS INFLUENCED BY LANGUAGE FEATURES AND PROGRAMMING METHOD-

OLOGIES N N

Recent investigations into the static structure of algorlthms has prov1d—
ed evidence whic¢h suggests that the mental effort expended by a programmer in
writing a program may be estimated by utlllzlng quantitative measures of the
final code. Research is being conducted into the eﬁfect of varlous language -
featurés and programmlng ‘methodologies on these softwaré science measures used

s in est1mat1ng programming effort.  Initial results have been obtained in an
1y81s‘of the effect of the reduction of common subexpressions- on program
volume An expre881on involving the token-type ratio, the number of types, and
the cﬁmmon subexpresgion length has been derived which predicts how many common
subexpre881on repébé%lons are necessary before their replacement will result’
in volume reduction. . This }1ne of research is continuing with studles of the
effects of d1fferent .control' structures and the effects of structured vs.
M structured programmxng on the relevant measures. The continued goal of thl?
work }& to aid ‘in the development of languages and methodologies which wil
allow™ programm;ng to be.an ea81er and more ‘reliable art. «

L - <

S.R ,Zwéﬁen, A. Ly Baker . e s -
' B .’:"’" . = ‘ ¢ ’ L
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] SEMANTIC PROCESS{EG STUDIES FOR §§;URAL—LANGUAGE UNDER§TANDING SYSTEMS
L . We are investigating methods of performing semantic interpretation in
natural-language understanding systems. The question under idvestigation is
. whether syntactic and semantic processing can be merged. We previously .
L developed a semantic processor, SPS, that depended on syntactic greproce881ng
Th.working on this system, we noted numerous similarities between semantig and ¢
syntactic prpcessing.. Two altexnative vztempts at merger are belng‘pursued

‘

e
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First, SPS i8 befﬁg further d lopea .in order  to clarify exactly what
syntactic processing is necessary for its operation, Current efforts center on
justification of this approach by direct comparison with thosé approaches that
claim-to ignore syntax altogether. .Secondly, the Augmented Transition Network
(ATN) model for syntactic processing is. being extended to incorporate as many
semantic processing features  as possible.  This has lead to a language
processing unit for the Natural Language Graphics project here« at Ohio State
University. Current efforts center on integratioh of methods for processing
deviant .sentehces within the standard ATN grammar . '

Y

N. K. Sondheimer, S. Kwasny
' s

»
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SEMANTICS OF-DISCRETE COMPUTER SIMULATION MODELS AND ANALYSIS OF STABILITY

The semantics of a discrete computer simulation model can be taken to be
an initial valwue problem of an ordinary differential equation. Once the
copnection bet¥eén the formal syntactic object .on the one hand, and ‘the
maZ§ematical object on the other hand has been realized, properties of one
ohject can often suggest propérti€s of the other. In particular the robustness
of a simulation model, how stable it is as parameters vary, can be studied by
studyingg}he stability of the differential equation, a tgpic that possesses a

vast amolnt of literature. *

A connection can also be made to? difference equations. Finally,.  an
interesting new program semantics todl is used: the restriction of the syntax
of a program in order o make the behavior. of the program tractable.

S .

-

D. Moore. . - ) o -

- . . ,

TgAN@LATION OF ARBITRARY PHRASE STRUCTURE LANGUAGES . .
- . \ .
A . We define translation, on phraﬁg structure languages and consider a
+ particularly appealing strategy for translation,®which we call "gsyntax-con-
trolled" translation. (We have avoided the term "syntax~dirécted'" because it
has had differing uses in' the literature.) We prove the following-+results:
, Every computable translation is definable as a syntax~controlled translation.
 For two arbitrary descriptions Dand D', it is undecidable whether any syntax-
" _controlled translation from L(D) td'L(QG exists.~ We give an algorithm whick,
given two arbitrary descriptions D and D', will half and’peoduce the definition
"+ (program) of a syntdx-controlled translation from L{D)to L(D') if and only if
such’a translation definable by D and D' exists.

-

. Syntax-controlled translation requires no semantic computation at trans-
late time (for which one pays a dear price in the time required to generate
-.syntax-contfolled tranglators). To produce the smallest 3et of ‘target sen-
tences such that each-target sentence has at least one meaning in common withs~
the source and such that all translatable meanings of the source are represent-

ed, translatiof time is bounddd above by "

. ot (kyR2") (k2n) e,

- 23

-~




"where 1 is par81ng tlme, ¢ is the ‘time to check syntactically va11d sentences
for semantit 1nva11d1ty, n is dnput sentence length, and kl and k, are
constants. For a syntax-controlled translation which produces a single target
sentence having a meaning in common with the source sentence, translation time
is YWunded by ¢ . Sk

:* I+ ¢kn,

" J ‘ y
and if there i# mo semantic deviance,

| | T kg
H. W. Buttelmann, R. Krishnasyamy, (Sponsor:
Research. Grant 75-2811)
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CLOSBNESS AND REFORHULATIDN: TWO COGNITIVELY-BASKD IDEAS FOR' PROBLEM-SOLVING

ﬂThe approach to problem-solv:.ng that we are 1nvest1gat1ng has two compo-
nents. closeness and reformulation.»The closeness measure is a cognitively-
based heuristic function, and reformulation provides the problem-solver with
new ways<of looking at the goal and is mediated by the closeness measure. We
/
have app"lled the proposed ideas to many problems that have tradlnonally been

e_is'e’dg test prob.lem-solvmg ldeas. L .
kr e - [

’ This research is based on the view that at the very base -of any problem-
solving activity there is a cognitive compon The various problem-solvmg
‘mfiles such as search, ploannmg and problem-reduct:.on are not independent,
disjointed, "activities, but wqrk in a coherent way, mediated by input from

ALY

, cognition. A task of any problem-solving theory is to uncover this cognitive
role, which tends to be hidden under the accumulation of a number of high-level
heunstlcs. . _ : .

- \ - »
B. Chandrasékaran, F. Gomez .(Sponsor: Air Force Office of Scientific  Re-
search. Grant72-2351) . . .
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. ?INI'I:'E HEHORY DECISION THEORY i ’ .
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i In this research' we continue our investigation.of the effect of finite
memory constraints on some problems in decision theory. The approach is to
restrict the memory, measired in bits, for stonng the statistic on which the
,.decisiong are based.. Equivalently, the decision maker may be viewed as a
ifini‘te-:state automaton. Soch a viewpoint is 1mportant to computer scientists
because ultmat,elq the statistical schemes must' be mplemented by digital
‘computers.

B pmblems of designing eleétrical signal detectors.and adaptive controllers.

(74
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The design of optimal finite memory rules has. been explored for the followmg
problems: muluple hypotheszs testing, COmpOl;\d hypothesls testing, and the
two-amed sbandit problem. . ' RS

.
., * .

The problan. of . fznd’mg a tight lower bound for P (@, the prqbabﬂlty of
error, _for auy M-gtate automaton while testing K hypotheses £q K >2 has
remalned» open while the case K-Z has been solved. It isBhown at this is a
result” of the multzph.c::t:y, of constraints in realizable automata and -the

The results are also of interest to engiheers faced with the

dxff:.culty in détermining and then imcorpotrating them all in a set pf inequali-

ties satisfied by the error probablhtles Yet, nontrivial lower.bounds can be
constructed on.the basias of which close-to-optms}. awtomata can be constructed
for symmetric probiems, and problems on Bernoulli observation ‘space, For
éxample, a aub-opt:.mal scheme is exhibited for the Berndéulli 3-hypothesis
testmg 'ihat requires at mdst onme extra bit of memory, independent of _problem

]
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paragmeters, to match the performance of the optimal m-state automaton. In this
gense, this aufomaton is clpse to optimal. @ : “’ .
. = ‘. . [ P g
The compound hypothesis problem for, the case of Bernoulli random variables
is solved. Several compound hypothesis testing, problems involving the biases
" of -two coins are also solved. A non-Bayesian .formulatiod is'aéppted to avoid
arbitrary assumptions on prior probability distributions. 1In all, cases the

dutomata demodstrated are not just minimax but also possess some additional.”

. optimality propetties. Optimal automata reguire randomization. Deterministic

automata that are close to optimal wirhid two bits of memory are demonstrated. ,
The abowe-results on compound hypothesis testing are also'appfﬁgd to the-~
two-armed bandit. problem where, .given two, coins with unknown biases, thef
objective is to conduct an infinite sequence of tosses so ds to maximize the
®proportion of heads. It is shown that providing tﬁé_exact information ¢n the
bias of one of the coins can save at most one bit of memory. Optimal rén%omized_

schemes and a close.to optimaledeterménistic scheme are exhibited. © e
- B., Chandrasekaran, K. B. Lakshmanan (Sponsor: Air Force Office of Scientific
Résearch. Granmt 72-2351) . ) .
‘ * - L 4
FORMAL THEORIES OF DATA OBJECTS - - )

-~ . 7

N

“In ‘the format-verification.of programs it is usually necessary to reasom
abgut the data object of the program, and: the primitive functions apd ‘predi-
.cates defingd over these objects. In partiqular a proof of program correctness
often involves an assertiop of the form P => 2, where P and ) are assertioms
about the datd. It is essential to have a formal theory of data so that such
proofs can be properly dealt with. . .

‘e o~ 1 '
When a formal theory is proposed, several questions arise comcernirg the
consistency and completeness of the thedry and the relations ‘between 'the
various models for the theory. This research deals with a formal, first order;

many sorted theory of linear lists and addresses these questions iff detdil.

D. Hoore, ﬁ.-R&ssell . -
- - ’
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GENERALIZE'D ORTHOGONAL REGRESSION IN??ATTERN RECOGNITIQN‘ - s

A paper with the above title, which includes the work reported last year'
and some extensions of it, has been accepted on the program of the Internation-
al_Qonference on Systems Science and Cybernetics, Washington D. c!, September
19-21, 1977. The text has been sent off and will appear in the conference °
proceedings. The basic idea of the paper is first, that,statistical pattern
recognition should not use_standard ‘regresgion procedures uncritically (a.g.
Y~on-% regression for least squares straight line data fit or pattern recogni-
‘tion) because they ignore specific knowledge of the pattegtn itself, and often
make arbitrary indefensgble choices (e.g. x-on-j.regrefsion giveg a different
line than y-on-X and is no less legitimate),‘ang

. o
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! . r- .‘f."' R *

second, that the proper kind ~”




of regression is orthogopal to fhe k1n§ of curve to be fitted or recognized"
The paper establishes a gasis for a new general theory. Several promising new
directipons for further research have alsvo been uncovered including (a) comnec-
tions with problems in the calculus of var1at1ons (b7 'relations to Wiener
statistical filter theory, (c) a suspected tie-in,with the study of time
serxes, via ergodic theory, where the ensemble average (in conf1gurat1on space)
is the maxifum entropy (or maximum kaelihood) estlmate of the "cleaned up"
pattern, whlle-the corresponding time ser1es‘§mssage represents the action of
_the pattern-generat1ng semigroup’ of ‘operators. . "

J Rothste1n

»
. - .
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( GRAMMATICAL INFERENCE PROBLEH

The probtem of grammatical inference for regular grammars can be solfed
algorlthmzcally and has applic&tion in syntactxc methods for pattern recogni-
tion and in programming language design. 'Given a set of strings, S, from the

, target language : [, the algorithm first constfucts a minimal grammar Y to

~

generate exactly S. In searching for a grammar for[ , the algorithm effective-
pruneg a lattice consisting of all grammars produced by merg1ng nonterminals
£ u Two such _grammarg from the lattice are consxdered in order to find a

‘ s;rxng X 'vhich is /generated by exactly one of the two The lattice is
partitioned into two parts, those grammars which generate % and those which do
not. Using an oracle, or teacher, to determime whether 5 t |, the algorithm ¢
then eliminates the one part of the binary partition containing gramsacs which
can no Tonger be considered as candidates for L. This process at each step does

maximal pruning of the lattlce using the information from the oracle.
2

-.The solution has been extended to inference of context free grammars
This problem cdtmot be solved’ET'§;1thm1cally only due te the unsolvab111ty of
the, equ1va1eqce probledn for context~ -free grammars. A solution is produced in
the limit to.c1rcum¢ent this problem

&
R .

) It Has been further shown that “the grammatical inference pro%lem is P-
Space-hard, and even for one letter alphabets, is KP-hard. Yet the problem is

. -

known to be, bounded by 2" , where " is the number;of 8fates of “0' Work 1%
contiguing to further delineate the complex1ty of this problem and to devise
optimal algor1ﬂhms. L . /

a

+
.

L. J- White, D. A. Marik (Sponsor: Air Force Office of ‘Scientific-Researth
Grant 72-2351) ) . ’

>
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KNOWLEDGE-BASED VISUAL IMAGE UNDERSTANDING
? -
"Work- in computer vision has Iargely revolved around the use of micro-
worlds to reduce the complek1ty of the vigion problem. This approach has the
dlsadvantage of encouraging specializeds techniques "for image understanding

° [ » )

~ ( . . .
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24 .
which are not appliéable to other domains. A developméntal approach to
tomputer vision is, proposed which enables the 1nvest1gat10n of issues common -
to all vision tasks. Initial restriction of the image instead of the world has
inspiredsthe design of a domaxn-xndependent representation and control struc-
ture for knowledge-based visual image underétanding. In the proposed vision
system, an image is first abstracted and repregented by a symbolic description
composed of visyal primitives. The next level of representation is built of
modular thunks 6f primitive knowledge representing visual cues which associate
*“configurations of visual primitives with possible interpretations. Knewledge
. .manipulation units (or experts) are then used to interpret the visual cues.
* Finally, a control structure is being developed to mediate communicationm
between the knowledge units and to effectively separate the representatiom of
primitive knowledge from-its use. An implementation of the proposed vxsual
image understander is planned and extemsions to the current design are out-
lined, prdb1d1ng a basis for future.vision systems capable of understanding
more:- complex images as the image restrictions are gradually relaxed.
B. Chandrasekaran, B. Flinchbaugh:, S.

/Hit;al (Sponson: Air\?orce Office of
Scientific Research. Gfant~72-2351)

t

~
LARGUAGE DESIGN FOR KRO?LEDGE-ENG;NEERING
. . . -

Tiris research is focusing on some fundamental issues in knowledge-based.
programming, within the framework of an image understanding system. A language
is being developed fo provide a two level representation -for knowledge. One
level for representing small modular chunks of largely problem-independent
knowlgdge, and a second level for task-related knowledge organized into

‘experts’ It is our phllosophy that general knowledge about a domain in the
form of facts, associations and heuristics should be represented in such a way
that it can be used for different purposes like learning, pPoblem-solving and
questionganswering. Thkus our focus will be on a refresentation which can be
delinked from specifié¢ uses of the knowledge. An important issues'is, of

, course, deciding what knowledg%_belongs where.

. A major effort.is being made to design flexible, control structures, both

g for data-driven and goal-directed contreol, so that experts can be written to:
use the domain knowledge in building intelligent systems. Mechanisms will be
-provided for communication between experts, based on some characterization of
thelr experCLSe rather than on the identity of the experts themselves. . A
related 1issue is, the design of a common "data store, which will be used for
_ problem descrzptzon, intermediate ‘hypotheses and possxbly communication "be-
tween experts.:- ". ¢

B. Chandrasekaran, S. Mittal, B. Flinchbaugh, B. Russell -(Spomsor: Air Force
.Office of Scientific Research. (Graat 72-2351),

¥

NATURAL LAKGUAGE GRAPHICS SYSTEMS
-4 — r > i
This research concentrates on the feasibility of comstructing a practical
‘graphics system for use by u§trained users. A pilot system has been designed.




[

»>

and built to investigate grapRical, linguistic, and organizatiornal issues. The
8y8tem,‘whicﬁ is restricted to the domain of lines, points, and circles, allows
textual and tquchiinput, and textual and graphigal output. '
We believe that successful 1nteract1on with 5’syséem is dependent on the
"naturdlness' of the modes of communication, both to,and from the system. The
. first phase of our research concentrates on ‘Natural Language input and Graphi-
cal output. This will be extended to include I/0 in lboth modes. Such
interaction is feasible only if the system has a large amount of knowledge,
both about language and pictures, and about the relationship between them. Our
. 1nvest1gat10ns center around designing an appropriate subset of Englxsh
congstructing an analyzer for that subset, determining the knowledge which is
requireg by the system, and structuring that knowledge in a way coampatible with
its linguistic and graphic components. : ) 7/ N

A goal of the project is to alléw graphical information to be used in the
1nterpretat10n of linguistic forms and semantic informatian to be used in the
interpretation of graphical structures. In addition,s the stored knowledge
should be able to support the formation of either graphical or linguistic_

’output in response to commands oOr questlons Achieving these goals éhould
facilitate man-machine interaction.

As part of the project, current programs and Structures im areas of/
Computational Semantics, Computer Graphics, and Knowledge Representation are’
being considered with the intention of isolating suitable "structures and
techniques or identifying the need for new ones. Analysis of hypothetical man-—
machine dialogues, and our experxences with the pilot system, have led to a
bétter understanding of the degree¢ of interaction between forms of knoqledge,‘

“and of the“possible organization of the knowledge. Suitable domains for use in
the-deve}ppment of future systems are also being considered. , . ' L

It is not the major purpose, of this research to develop totally new
methods in Artificial Intelligence, Ratural Language Processxng, or Computer
Graphxcs, but instead to integrate previously ummarried technxques in those
areas. HoWever, several unsolved problems have already been uncovered which’
_ has added impetus to the research ~
B. Chandrasekaran, D. C Brown, H W. Buttelmann, S§. C. Kwasny, A. P. Lucido,
"H. K. Sondheimer

-

. . .
- . R

- THE REPRESERTATIOH OF'KROHLEDGE FOR A HRATURAL LKNGUAGE GRAPHICS SYSTEM

, This research is concerned with the desxgn of a Knowledge Bage component °
for a computer graphics 8ysta¥ with both linguxstlc and graphical input and
output. It concentrates on teghniques for representing graphieal, linguistic,
and other forms of knowledge {n a manner which will allow any combination of

" these to be used "in the process\of generating an odtput from the system. The
work is directed towards the representation of objects rather than of events or
actions. . .

»
.

‘ “
Thi}Proceaa of selecting appropriate information from the knowledge and

34
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proce881ng it into either graphical-or linguistic output is be1ng investigated. ’
This involves finding suitable gepresentat1on8 for the various stages of]
processing -- from conceptual to pictorial for example. " Gemeral de§cription§
of classes of objects are used, with additional information from the user, to
form representat1ons of particular objects. These.are then mapped into a form
rusable by a cogputer graphics d§?tem. A\ - 8

B. Chandrasekaran, D. C. Brown (Sponsor: French Fellowgﬁip)

. 7 e
SPACE-TIME ZONES: REPRESERTING THE HEANING OF SPATIAL AND TKMPORAL REFERENCE

. A
Being considered 1is the repregentatlon of the semantic structure Of

spatial and temporal references in English sentences. Both the predicate
caleulus and semantic nets are being used as representational formalisms. That
> temporal reference is made of. only events, and states of affairs is well

acceﬁ%ed "We have previously shown that the same can be said of spatial
reference. Now being developed.1s a merger of these representation methods in
a uniform representation called 'space-time zones", These structures will show
the location of events and statés of affairs in Space and time together. Most
8pat1al and temporal references will make reference to the separate components.
But such references as motional and directional spatial referentes will
considersthe two a8pects concurrently.

- ¢

N. K. Sondhelmer : ’ :
e . . . - 3
. ¥
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SfRAIGHT LINE PATTERN RECOGNITION WITH CELLULAR AUTOMATA

» .

. Work initiated'last year has progressed satisfactorily and is expected to
be incorporated into a dissertation ''Parallel. Processing and Statistical
, Pattern Recognition on Bus Automata". . The current status 1s essentially as

follows . 'With the cells of the automaton taken as squares of a Cartesian
plane (coordinate "paper™) and data points presented as signals to the cells on
whose squares "they fall, we fit the statistically "best" straight lime by
. orthogonal regression. Parallel routines have been devised whiech perform all
the required computations immediately in practically all cases. These include

. stat1st1ca1 as 4811 as arithmetical calculat1ons
J. Rothstein, J. Mellby . -
1( / .‘ /' (\ - . .
/ .
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VIi. INFORHATION PROCESSES IN PHYSICAL, BIOLOGICAL AND SOCIAL SYSTEMS
) — : -'V* C

L4 - —

>

AN ARALOG/DIGITAL" IHTERFACE ALLOWING ON-LINE ACQUISITION AND ANALYSIS OF
iPHYSIOLOGICAL DATA -

An Analog/D1g1ta1 Computer System was designed to allow direct} on-line
analysis of several parameters aggociated with Resp1ratory Phys1ology Analog
¢omputation is performed at’ the experimental site using calibrated transducer
s1gnals 1nd1cat1ng ventilatory movements. Breath- by-breath analysis in real
time is possible by a parallel processing of the transducer signal by the
Analog/Digital Computer combimation. The Analog program generates pulses at
important events in the ventilatory cycle. The transducer signal and the
pulses are monitored by a PDP-12 digital computer located off-site and linked
via hard lines. The digital computer completes the analysis by indexing the
breaths "apd calculgting the important intervals and yolumes. A versatile
statistical package has‘béEn-developed to help in the analysis of the data,

_This system of information processing also has applicability toward Cardiovas-
cular Phys1ology for study1ng Pressure Pulseé Period and Amplitude

o
.2

K. C. 0! Kane, D. Stone, R. D. Tallman, Jr

AN AUTOMATED SYSTEM FOR MORPHOMETRIC ANALYSIS OF CELLS

Medical morphometry is the study of the measurement of size and shape of
organisms. Traditional ‘manudl methods for ,morphometric analysis of micro-’
photographs of cells are slow and tedious. A computer1zed system is propdsed
for the automated anafys1s of such images. Techniques include both statistjcal
po1nt-count technlques on individual two-dimengional images and the construc-
tion of three dimensional models from adjacent tissue crbss-sect;ons Problems
of adequate resolution are attacked by computer merging of overlapped photor
graphs of a tissue tross-section and the optical enlargements of cell subcompo
nents, such as the nucleus.., Trade-offs between memory requirements and
accuracy are addressed. The target systefs will permit rapid derivatien of
volume, surface, and spacial distribution of all components. Such a system
will be ,useful as a research fool and as a diagnostic test for some diseases
such as’ cancer. Typical applitations include identification of cell patholo-
g1es as a reault of chemidal or mechanical stress.

K. C.-0’Kane, E. A. Haluska, D. J. Lxm (Sponsor. ﬂat1on;1 L1brary of Hed1c1ne
~ Grant IM 00159)
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COMPUTER ARALYSIS oF SPINAL CORD BLOOD FLOW DATA
- ~
ff‘\
g " Reégional blood flow is often used a&s a weasure of sp1nal cord function in
laboratory experiments. An interactive PL/1 program has beer deveioped in




’
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conjud%tion with the Neurosurgical Research Laboratory to facilitate calcula-
tion of this quantity by radioisotopic meaﬂ§;£C labeled antipyrine). Dye is.
injected into the vena cava of monkeys, afid° monitored with a densitometer.
Discrete point readings from the den81tometer arg. then entered into the program
to reconstruct the curve, and an integration is .performed to determine the
cq;ﬁlac putput, . '

Heasured counts per mindte from a gamba scintillation counter 4re entered
into the programes for control, blank angd tissue tubes. The program then

 calculates tissue isotope concentration per gram of tissue from the derived

disintegrations per minute (DPM). A summary printout of blood flow at each of
31 separate spinal cord and brain sites ig .then provided. This program has
.proved to be extemely useful to the 8pinal Cord Injury Center in their
investigations of mechanisms of cord trauma, and has,ellmlnated danual esEiéE>
tion of the viability*of the tissue: , .

K. C. o%(ane, B. K. Pflug,

A’ COMPUTER PROGRAM, UTILIZIRG NUMERICAL TAXONOMY AND DISCRIMINANT ANALYSIS
TECHNIQUES FOR CATEGORIZATION OF HIGH RISK PREGHANCIES DURING THE FIRST
TRIMESTER - T

-

+ A computer assisted method for categorization of prégnancies durxng the

firat trimester of preégnancy (the first 13-14 weeks) is proposed. The method
applies numerical taxonomy and discriminant analysis techniques to numerous
results from thé laboratory, physical findings and historical information
collected during the first trimester of pregnancy. The application of these
techniqyes allows for categorization-of patients into two major categories:
those who will have a normal pregnancy, and those who will become or are at high
risk. The 1deﬁt1fxtatlon of thece nigh risk pregnancies will allow for more
extensive and careful -follow-up. .The method will be applied to prenatal data
from approximately 1500 patients. ) .

K. C. 0'Kane, E. E. McColllgan (Spoﬂbor National Library of Medicine.® Grant

S

»”

.A COMPUTER SIHULATION OF MAINTAINING TOTAL HEART LUNG BYPASS FOR BASIC EDUCA-
” TIORe ,

,An interactive computer program was authé;;;/;;\EASIC to simulate nbrmo-

, thermic total heart lung bypass. The instructor’may initiate @ normal or

disrupted set of arterial and venous pH's and b ood gases with accompanylng
plasma bitarbonate base excess and hematocrlt. e student then enters the
conversational program and manlpulates the simulate tlent s pH's and gases
—back to normal panges by altering variables suth as oxygen and carbogen gas
flows, ,blood flow, hematocrit and plagma bicarbonate level. Mathematical
statements were created to predict the partial pressures of oxygen and carbon
dioxide employlng a physiological model. -Other blood gas constituents were,
predlcted with existing formulae. The simulation is flexible enough to mimic




~

’&Cé and 0 limited oxygenators and patlents with varylng levels of oxygen
*‘cogﬁ 1on -

LS
.

K. C. 0'Kane, J. B. Rlley (Sponsor: National Library of Medicine. Grant LM
00159) ° ) :

.
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CONTIRUOUS HONITORING OF 'CARDIAC OUTPUT BY _TRANSTHORACIC IMPEDAECE

The goal of this research is the continuous monitoring of cardiac output-
by the transthoracic impedance method. Continuous monitoring using transthor-
acic impedance is preséntly impractical due to the noncardiac related signal
contaminants. These contaminants are primarily respiration related and signal
noise. PRI

Digltal frequency domain techniques are being investigated to clean the
1mpedance signal. The frequency spectrum of the tramsthoracic 1mpedance signal
in a group of c11n1ca11y normal males has been characterized prior to the
application of more sophisticated frequency domain techniques. This frequency
analysis was performed u hﬁfg an 1nteraat1vp 3pe€tra1 analysis program. Future
effort will be directed to spectral cleanlng by frequency domain regression on

rn0188 and truncation of Fourier series. (
K. C. )0 Kane, J. W. Smlth (Sponsor: - NationaB Library of Medicine. <$rant LM
_00159
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VII. MATHEMARICAL TECHNIQUES

& . - ’
BINARY STRINGS AND GEOMETRY O

- Last year under the title "Binary Strings & Topology,"” emphasis began to
shift to the relation.between’a geometric reality and the formal languages used
to dgscribe them, i.e. the' translation problem. This year the converse problem
of multiple geometrzc realities desgribable by the same formal language was
addressed by means of a specific case. In particular a binary language earlier
devised for straight lines was investigated aney in an attempt to devise one
for parabolas. Such a language, for the cartesian plane, was found, but it
lacked the transparent logical structure of the ‘original straight line lang-
uage. When a transformation from cartesian to confocal parabolic coordinates
was made, boweve:, families of ébnfocal coaxial parabolaszzad the same codes as
a family of parallel lines in the original cartesian coor{inate system. This
is but one of .an infinitude of similar cases where conformal mappings of the
plane transform straight lines into general amalytic curveg (the conformal
group is a veri'important subgroup of the group of topological mappings with
many applications in- physics and engineering). The possibility of solving
problems in those areas by parallel computation on bus automata has now become
realistic. - !

“J. Rothstein

”
,

——

CLASSIFYING-HARD PROBLEMS THE POLYROMIAL HIERARCHY‘;; - /////

HWe have demonstrated several techniques for shoﬁ{/; that many optimiza-
tion problems, including the symmetric Trave11ng Salesman Problem, the Chroma-

tic Number Problem, and the Maximum Cllque Problem are in Ag:E?\he Polynomial
Hierarchy, and not in-VP or co-NP unlessNF = coNP . This indicates that we need
both positive and negative“information from,¥he oracle in NP to solve those
problems in determznlstlc polynomlal time, if NP# co-NP. These results can be

extended to the Ak level ‘of the hierarchy for all k1. «.

~

A problem of some 1nterest and importance is to determ;ne vhether Ag is

a proper su%igt\of “p np The wmost ‘obvious approach is to generallze some
problesi like PRIMES. However useful notions of generalization are not avail-
able, and thus thexr properties are not well studled We are trylng to f111
this void. '

- -
Al
., -

D. 'Moore, E. W. Leggett
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/ DELETIONS IN ONE~SIDED HEIGHT-BALANCED TREES |
. . _ ‘

A one-gided height-balanced tree is a binary tree in which evefy node's
right subfree has a height which is equal to or exactly one greater than the
. height of its left subtree. It has an advantage over the more general AVL tree
in that only ome bit of balancing information is required (two bits are
-required for the AVL tree).

It is shown that deletion of an arbitrary node of such a tree can be
accompligshed,fn 0(log ") operations, where:'h is the number of nodes in the
tree. Morepver, the method is optimal in the sense €hat its complexity cannot
be reduced in order of magnitude. This result, coupled with earlier results by
Hirgchberg, indicates that of the three basic problems of ,insertion, deletion
and retrieval, only insertion is adversely affected by this modification of an
AVL tree. ) . . -

— v . -
S. H. Zweben, M. A. McDonald

. —_—
~
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. ] ‘ .
DESIGN AND ANALYS¥S OF EFFICIENT ALGORITHMS FOR UNCONSTRAINED MINIMIZATION - =2

One of the“most successfyl classes of algorithms for 'unconstrained}
minimization is the hybrid methods which consider the gradient direction of the
objective function, the quasi-Newton direction.or a convex combination of both.
An efficient hybrid algorithm has already been developed which. uses Davidson's
1975 optimally conditioned update to generate the gquasi-Newton direction. Test
regults” on 4 standard functions Jhave been very promising and résearch will
continue to reduce storage requirement, make the algorithm even better and
analyze its convergence behavior. ‘ T

N,

-H. H. Hei

" NUMBER TREES, SEHIGROUP'S, AND FORMAL LANGUAGES )

The ¢-tree has continued to monopolize the time available for this-
research (the é-tree is a directed tree whose modes are labeled by all the
positive integers, with a directed edge from Np to N iff_g,('\'l) =Nz, o 1s the

Euler function). -The concept of the " g¢gheight" of-an integer om the s -tree, h,
wag introduced, along with the classes H{h) , the number of integers of height
h. We defineh as the number of iterations of ¢ needed to reduce an integer N
to 2, h=h(N). ‘The function H(h) is an irregular number theoretic function, but
it goes to infinity with h"approx:’.rmtely:fr expopentially. We have proved that’
multiplying an ‘integer hy 2 raises its Weight by kif it is even, by Ch-13 if -
.it is odd, that the smallest even number of height h is 2 4:1’ so that all
. ¢ h . . N * . Y ..0
% ‘numbers of H(h) smaller than 2 ! ‘are odd. The ¢-tree is "almost isomorphic"
to an infinite dumber of its .sub-trees; more explicitly note that for all
.integers ¥ the gubtree of integers 2 N, i.e.. the integers with heights
uniformly increased by N, we-r have preservation of all edge relations. The
i " * - ! “ M

.

1
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meanlng of "almost" is flrs\t that the ogd leaxes of the \ongmal tree are

o

represented by thezr co-¢ doubles, and-second, primes of the form 2 N+1 which

are leavks of the new subtree, must feed into 2nN even though N is a leaf for
odd N, of the or1g1nal E?E? 3

Je Rothstem. -

" SELF-SQLVING- QUASIGROUPS-
X / fa,

The practlca‘l possn.b:.l:.t:.es of these systems for cryptograph:.c purposes
were. explored, culminating in the work abstracted ‘under the titlé "Parallel
Processable Cryptograph:.c Methods with Unbounded Practical Security” to which
the reader is referred for additional information. Self-solving quasigroups
are sets closed under a bmary Operaclon (which we demote by concatenation)
sat:.sfymgab-»c 1mp11.e8 aebc . The only groups with this property have been
shown to'-be direct prﬁduSts of cyclic groups of order 2, A self-solving
quasigroup can be assoc:.ated with. an arbitrary group (G,*), where * is the

bl.nary operation of the group, by defining ab = yhenever a¥% =c¢. Many
" gelf-solving® quasigroups exlst not related to gr ups in this way (e.g. Stemerr
quaslgroups) % 21

S gothstejg.h

v
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' TREE PERMUTATIONS
There areseveral classes of permutat:.ons of K distinct elements wh:.ch
have niee reIatJ.onshJ.ps to binary trees containing n nodes. For’ example 1fp
is a permutation of 1 ‘distinct elements £,...n, then -“the number of such
permutations for which there is no subsequence p P . Pk of p. such that ph<P <p /.s

exactly the number of binary trees contammgn nodes. yoreover, the -same

result holds for any permutation of p pj , and pklact:he condl-clon Ph<P <P

.For four of Eﬁse six permutations, the _correspondence can. be’ .,glven usmg well-
known methods of binary tree trayersal. But the two petmut;aclons p&<Pj<Pk

and "p <p P "' do not have such a s:.m le, direct, correspohdence. :
R § p 1L .

- An lgonthm is developed vhich appears. to give a d1rect relatwnshlp for
.the latfer using the natural correspondence of binary ‘trees_to forests. The
—— algor:.thm is bezng refl.ned and a proof’, of 1t8 correctness 1nvest1gated

S '., F . '

S.. H. Zweb’en' c _ ’ oo o

/£




* = VIII. SYSTEMS PROGRAMMING
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-

CHARACTERIZATION AND EVALUATION OF DATA BASE SYSTEMS _
~— 3 — . - T . . .
-ﬁﬁta bage system performance depends in large part on the information
" . 'struoture of its data base and upon the characteristics- of the user generated

"query stréam. The goals of this ‘research are:

L4

1. hb develop procé&ﬁres for-charactérizing the information structure
and user query stream of data base systems, and '
- . ., .
- 2. To develop measures for tating the performance of data base
ssystems as .a function of the Yfformation structure and user query
stream characteristics: *

.
b

A procedure cilied attribute analysis has been developed to characterize the
imformation structure. Another procedure for chardcterizing the user queries
in terms of relational calculus type of expressions has also been deweloped.
The méthodology is being implemented using the Information Processing System
Simulator (IPSS). The methodology will be applicable in the performance
evaluation of both conventional information storage and retrieval systems and
", relational data base management systems. . - ‘
’ ® L .
T. G. DeLutis and P. M. K. Wong (Sponsor: National-Science Foundation. Grant
S15-75-21648) T

.
.
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A cournfﬁiiggggalbg SCULPTORS® STUDIO

.

A major problem in three-dimensional computer graphics is that of making
available to the computer descriptions (or "models") of complex objects in a
form suitable. fof various graphics manipulations. In this regearch, we have
é%ggq*§; creating a,sculptors’ studio-like environment in which the "sculptor"
c&e’ create complex three-dimensional ‘@bjects in the, computer, as if molding a
piece of clay in the machine. Thigs calls for an“array of techniques to be
implemented and available at call to the user: scaling, slicing, gouging,
joining objects, wcutting one object with another 3-D warping and smoothing.

_ /The emphasis throughout is on naturalness and habitability.

Another important design comsideration is compatibility with animation
‘'requirements. We have‘also added ability to specify color for the objects and
the system is interspaced with a video display. A number of complex objects °
.have been created -and animation sequences have been made. "

0y
»

B. Chandrasekaran, " R. Parent (Spbnsor: National Science Foundatioﬁ.
Grant DCR 74~00768) ‘ v . .

e
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COMPUTER SECURITY, [PRIVACY AND PROTECTION: A CROSS-REFERENCED, ANNOTATED
BIBLIOGRAPHY . . i .. :

The 1nd1v1dua1 1nterested in obta1n1ng information on computer securlty,
pri%dcy or protectlon is faced with a d1fflcu1t, time consuming task. An
abundance- of material is to be found in a wide variety of sources. To reduce
the amount of work necessary for an interested 1nd1v1dua1 a cross-referenced
b1b110graphy of boaks, technical reports and papers on computer security,
privacy and protection published since 1973 will be produced. Annotations of
the more important papers stud¥ed will be .included. . .

“

The bibliography will also contain a sumﬁhry of the recent work 1in
computer gecurity, privacy and protection in which we &nalyze the state of the
art and provide somesinsight jinto what problems remain unsolved. -
D. 8. Kerr, P.F. Sherbuxrne (éponso;: Office of Naval Research. $Grant:
N00014-67-A~0232-0022) . . s

7/

'
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CORRECTNES§ OF PROGRAM TRANSFORMATIONS BASED ON XXIGHATIQ SEMANTICS

Transformationé provide a way to reliably modify a program frog a forme
that may be readable or easily proved correct, into a form that is more
efficient for execution by machine. In this research various program transfor-
mations are being examined and in particular they are be1ng proved correct.

/

.

. " . t
. . The semant1cs of the language in which the transformations are g1ven, are
" specified axiomatically. Hence, the transformations are shown.correct in the
‘sense that from a proof about an untransformed prdgram a proof about . the
‘trausformed program may be derived. - - - .

-~

B. Russell

*

-

THE DESIGR OF A SECURE COMPUTER SYSTEM

. =
4 & .

This reeearch is concermed with the design of @,secure computer system
Security and protection in the system is achieved by a un1f1ed application .of
cryptography, access control and special procedures that 1mprove either the
security of the system or its operational efficiency. In addition, multi-level
sharing of 1nformataon is alsé provided in the system, viz., no sharing at all,
sharing of programs. and data, sharing of programm1ng subsystems, and coopera-
tion of mutually suspicious subsystems. Other factors considered in the design
are generallty, completeness, hardwar$ implementation, flexibility and effic-
iency. .

+

- {
© The components of the system and ity égtrespondihg operation to be
protected are: 1) remote terminals for communlcatlon with remote uUsets, 2)
"’ communication lineg for data transmission, 3) main memory fer data processing,’
and 4) external files for data storage and retrieval. A~br1e? descr1pt10n§bf




i':?" ‘ - :
t;he opegatwn, venfu;auon and evatuation 4f the secure computer system is
: also given. . . .
7 ~ -
. . d 3 - N .
M.T. Liu, S. Muftic ¥ ) .
£ \ hd . - . .

'DESIGN OF _EVENT-DRIVEN PROTEG-TION MECHANISMS

-
.

. The goal of th1s research 15 the development of a new type of protectwn
mechanism wh1ch can provide a higher level of data sharing in interactive dita
" gecure systems. In all urren;}.y known protection mechanisms, access control
dec:.swns are made a pri ri on ‘the basis of access rules.related to users, data
resources, and data base operatwns. In this research, an attempt is made to
ihclude protection mechanisms in which access decisions depend upon addn.lonaf
factors such 38 past access history and system's data. .

¥

The Tesults show t"ha‘i a, protection mechanism, which uses past ,access
hlstory information 1n itg access decisions, can enforce specific patterns of
dat’a bagse operatipns on one hand and can provide derivation protection on the
other. This means that an event semsitive protection mechamsm can be utilized
-to, provide information protection. ] . _

>

<« s
The model developed suggests Z new approach to the’ mplementatwn of
d1str1buted p::otect:.on mechanlsms in distributed data_base systems.

~

a
H T. L1u, fi;- Cohen

EARLY RUN .;rn;z;gsmmrﬁ)”& .

< * . - >

" The preg%wvndn of the processihg time requ'u'ed to ran a given ,productmn
job on a specrflc hardware/software conf1gurat1on i8 an important performance
question.” "The early run time estimation” is required.to evaluate whether. or

..not a ,pr;ﬁosed production job can ‘be addéd to the workload of an éoustmg
Bys l,seﬁloxk’pro;)oses to apply a statistical methodology called signature
tﬁe nalysis,g;tq, the’ early ‘Tun time estimation- problem, in an effort to

pre

witht
S. A. Hamrajc, P. ‘Amer - - ) :
- , -

EXPBRDIENTAL HEASURW OF PROGRAM EFFPICIERCY

digt pracéaemg time based on the proposed produc.non job charactensncs, .
?a stated level of‘s{austlcal confidence or probab111ty of correctness.

x

)

W1t1i structured programung practices becoming wldespread it seems
likely that mcreasmg emphasis may be placed on computing system resource
utilization to gain additional efficiencies. This potent1a1 exigts particu~
larly for t¥a among control structures and their language implemertta-
tion in progr for 4 parhCulat problem. While analyt1c procedures exist
for, talculati run times, differences in’ cdmp11ers ‘a8 well as computer
sys;;ms‘suggest that exper:.mental meaSurement ‘might be.a useful adjunct to
‘analyt;l.c estimation. Thlq' res}earch reports preliminary research conducted
-alon these lines. Variationms in programs using diffetent control structures
"to achieve the same problem solut:.on were written. in ALGOL &s a target
language, and in similar FORTRAN and PASCAL programs. Run times were'measured
fet\ea,_h variatiof and were compared with each, other® and with analytic

WA i1 Toxt Provided by ERIC




. .
calculations. Differences were found among structures and analytxc calcula- ,
tions. These departures are dxscussed*xgz .terms of control structures,
programming language conventions, and system characterxgtxcs. The approach .
appears promising ag part of a human factors pacxage for. program writing and

development. ) . - ///
-~ L]

R. L. Ernst, P. 8¢ Wang . * ¥

-

A FEATURE SELECTION TOOL FOR WORKLOAD CHARACTERIZATION

A répresentative tesg'workload 1s required for yarious computer systeq
performance evaluation activities. The two critical issues in generating
representative test wqrkloads ‘are 1) the definition of the performance
variables which are td be used to characterize the workioad and ii)- the
development of an appropriate technique for test workload generation that
provides a metric to quantitatively describe the "distance” between th eal,
and test workloads. While some particularly “ﬁ‘iﬁl approaches to the second
problem have been developed (workload characterization based on tﬂb Jofnt
probability distribution of system .resource demands and ' workload
‘characterization based on the clusters or classes of jobs which make similar
system resource deands), lxctle attention has been paid to the selection of the
performance variables or job "features" upon which the characterization is

based o \

In the case of. charaEterizing computer workloads, a wide range of
measurements indicating various types of research demands have been considered
to be important for job classification. Though this set of available-fegtures
is relatively 1large, in, practxce the maximum number of features used for
work}oad characterization is wsually constrained. The set of all possible
resource demand measurements must therefore be evaluated and only the most
gffecfive ones chosen. This paper describes the application of a feature
selection technique which generates reduced feature subsets while minimizing
the probability of m1srecogn1t10n of Fob clagsxf1cat1ons based on the new
subset . The feature gelection algorithm is ‘3 nonparametry
incorporates a backward sequential selection process to elimihate f
by one. An experimental application of the. methodology is pre
with an interpretation of the respylts in light of the actuel system and user
population, and a d15cuss1on of the general merits of the technique.

s
. L]

S. A. Mamrak, P. Amer :

é MODEL OF THE DISFRIBUTION OF OPERATORS IN COMPUTER PROGRAMS '
;§§)ons of

‘Recent investigations into the rank-ordered frequency distri
operators in computer programs have, demonstrated conclusively that definite
patterns exist which are repeated in a wide range of data. Yet it is also clear
that none of the existifg models is entigely satisfactory in explaxnxng the
observed operator distributions. .

. i ’

4 new model of operator frequencies.is developed using some basic prinEi-
ples of software science. The model shows a marked statistical improvement in
fit over existing models when tested on a previously published set of data.

More extensive experimental work is being done on the model, and refinedents of
- @

-

™

!El{lc
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it are being investigated.,
S. H. Zweben )

pA’kALng. PROCESSABLE CRYPTDGRAPRIC METHODS WITH UNBOUNDED PRACTICAL SECURITY

T
-

Cryptographic methods are desctibed which, at reasonable cost to users,
impose prohibitive work penalties on code-breakers. The class’pf cryptographic
transformations is so vast that codes can be used once and discarded, both in

“communication and in data security applications. We use the grOupoid,str1ng
_formalism (earlier shown to combine Turlng universality with’ parallelhcompu-
ting capability) specialized to quasigroups for unique decodability. Coding
for error detection and correction can be done compatibly and iigependantly
It appears likely, that crypto and reliability encoding can be systematically
combined to decoy code-bveakers into semanticizing their decoding of reliabil-
ity procedures into message opacifiers. Iaent1f1catlon, authorization, and
handshaking procedures can be 1ntegrated into the cryptographic method (with
total update capability) at 1ncrementai user cost comparable to separate cost
of tho%e #gkceduies or less.

J. -Rothstein .

REPINEMENT OF A DEPINITIONAL INTERPRETER .

r . - .

One way of defining a programming language is to provide an interpreter
for the language. This interpreter will be abstract in the sense that it will’
not be run on 4 machine but rather, is intended to be read by humans.

Once suchk an abstract interpreter has been defined a process known as
refinement may be applied to it with the aim of improving the efficiency of the
interpreter. This goal of this research is to see to what extent various
representations for programs such as flow charts and machine languages, or ways
of implementing various features, such as thumbs for name parameters and

closures for functions follow as a consequence e of the refinement process.

B. Russell ., . -7 . 7

SOFTWARE REQUIREMERTS OF A DATABASE COMPUTER

P
]

. 2 o ‘ . . -~ /
As a part of continuing research on database machines, this work is

directed towatds a study of the software requnement.s for merezaent.mg existing
data models on a database computer (DBC). The DBC is a back-end machine with
advanced information handling, record clustering and access control mechan-
isms. 1Its interfaces to user programs ‘are still mplemen.téd in front-end
coaputets, such as IBY 370. This reséarch work mveetigates the software
. requirements on the front-end machine to support a network data model. In
particular, the CODASYL data definition and data.manipulation features have
been singled out for ptudy. It has been observed that there ip a significant
“improvement in performance when the DBC is used in'place of a conventional
CODASYL~1ike data management software eysten._ More specifically, there is a
ten to hundredfold mprovement both in secondary storage _access time and in
directory memory requirement. Moreover, the_advanced features of the DBC can
be used to support sécunty mechanisms better than what is provided in existing
network databases. . R

- e . . u— # ’ z -

0! K5 Hsiao,. J. Banerjee” {Sponsor: Office of Haval Research N00B14-75-C~05
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STAFISTICAL METHODS FOR COMPARISON OF COMPUTER SERVICES
o -

. A computer comparison methodology based on statistical ranking and seleg¢-
tion techniques is described as it can be applied to the selection of the best
computer service. The selection criterion among the computer systems is either
the lowest méan measurement or “the lowest quantile measurement’ of an appropri-
ate performance descriptor. Essentially, the.ranking and selection techniques
indicate the number of mpasurements or opservations whigh must be made on each
system to ensure & large enough probability of having made a correct choice..
Experimental data from a case study are uysed to illustrate and clarify the
correci/aﬁplicatign of the methodology.

P

AN

S. A. Manmrak, P. DéRuyter '

A iAXOROHY FOR VALID TEST VORKLOAb GENERATION -

, _ A test workload which adbquate y represents a real system workload is
required for various computer pe formance evaluation studies. The valid,
_generation and .ise of a benchmark is affected by the particular evaluation

"environment in .which the benchmark is to be used. A taxonomy of test

en@ironmen;s is developed in this research, along with a specification of which
tegt workload gemeration methods are valid in each evaluation context. The
taxonomy is useful for classifying previous workload generation work, for
evaluating current workload gegpration efforts, and for identifying test
environments in which further r#Warch is required. The primary impact of the
taxonomy is the cyear identification of the relatively small number of evalua-
tion euvironments in which valid workload generation methodologies have been
developed. A methodalogy based on statistical patfern recognition techniques
is proposed as the hest candidate for a general solution o the workloa
characterization p(gbieﬁ in most evaluation environments. )
L= A ~ : .

S. A. Mamrak, The Ohio State University; MW. D. Abrams, National Bureau of

Standards. o o .
. -




+IX. COMPUTER ARCHITECTURE AND NETWORKS

)
-~

*

. §
‘ A

COMPARING EQUIVALENT HETHORK SERVICES THROUGH DYNAMIC PROCESSING TIHB PB.KDIC-
TIOR

l

’ . - R . ¢
Computer networks provide the potential for resource sharing. Realiza-"
tion of this potential requires knowledge of the available resources within the
network. Moreover, if a given resource is available at more than one host,
selection of the most appropriate host is required. This research develops a
dynamic means for host selection assuming that the evaluation metric is
processing time. “An experunent is described which prov1des en initial evalua-
tion of the key coaponent of the.methodology on two separate systems. The.
paper- concludes with a discussion of some overa]l insights into the applicabil~
ity of the nethodology and its 1mp1ementat1on§equ1rements -

w2 C .

S. A. Maumrak, The Ohic State University, S. R, Kimbleton, The National Bureau ~
of Standards . : .

- . . ‘ \ .

CORTROL AND COMHUNICATION IN DISTRIBUTED PROCESSING
{ .,/‘ This research 4s c&ncemed with control and <ommunication issues in
distributed processing. Distributed processitig means here to support.sharing
and distributing program and data modules of a single application program among
processors on a work unit at the task or subroutine level. Different modules
can run at- different sites within the system in order to take advantage of any
_ specialized resources that may be available there. In particular, a model is
" proposed for distributed processing which is based on interactions among
independent processes. This model generalizés the hierarchical structure
which is traditionally used as the model of control and which forces a parént-
son relatwnsth between processes. Rather, the model is built on independent
processes which co-exist within the.system on an equal status. Communication
among the processes are effected by exphczt exchange of messages through the
comsunication path established by the interprocess commmitation mechanism
supported by the system. Pacilities are also provided fo;l synchronization and
. coamunication among the processes. Furthermore, the traditional hierarchical
control structure can be easily simulated as a special 4:88?# of this general
» modek.

.
i

M. T. Liu, L. M. Ma °

- \-

THE DISTRIBUTED LOOP coa-mm HETWORK (DLCR) 2 .

Conceived as a means of'mvesngatmg fundanental problems in distributed
processing and local netwerking, the Distributed Loop Computer Hetwork (DLCH)
is euV1szoWﬂngu1 distributed computing system which interconnects

L
.
*
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midi, mini, and micro-computets, terminals and other penpheral devices through
careful 1m:egrat:10n of hardware, sSftiare and a communication chammel. The
network is constructed in such 2 manner that its users will see a_ single,
integrated comput:lng facility with great poWwer and many avallable resources
,without being #Ware of the system's actual organization and method of opera-
t::.on. ) .

-

-~

System design of DLCR has been mamly in four areas. Firstly, for the
loop communication subnet, a novel message transmission mechanism has been
developed, its 1mplement:at10n in the loop interface hardware t:reat:ed, and its
superior performance verified. by gueueing analysis and GPSS,Blmulatlon.
Secondly,: a bit-oriented, distributed message communication protogol (DLMCP)
which handles four message types under one common format has been proposed.
Besides user infermation tramsfer, this protocol supports automatic hardware-
generated message acknowledgement, error detection and recgvery, and network
cogfrol and distributed operating system functionms. ‘dly, the network
operat:mg system (pLoS) has been designed to provide cilities for inter-
process communitation by process name, remote am callmg, generalized
data transfer, process c&ntrol smcturesMed resource management and
logical 1I/0 transmission in a distributeddsta base system. Finally, a network
comagnd language‘ is providéd to the user for easy and uniform access to the

network resource®, and for concurrent and distributed ptocessing of his
applications. ° . )

. !

With these many fea.tures, 1t: is ﬁoped that DLCN ean realize its goal of

becoming a powerful, unified distributed computing syst:em

H. T. Liu, C. C. Reames,L M. Ha, G. Babic, R. Pardo, Y. Oh, A, T Teng, E A.
Potter , -

. ? u ' N '
HETHODOLOGY FOR COHPUTER PROGRAH TESTIRG

In this research’ we are’ concerned with the problem of testing computer
programs. Several theoretical issues need to be understood thoroughly before
practical and reliable software validation syatems can be built. One major
class of prégram errors concerns domain errors, i.e., thoae errors which result
from incorrect predicates in branch statements and@ which cause the program to
follow incorrect control flow paths for some inputs. We outline a new strategy
to test for domain errors with almost complete reliability by using only a
finite number of test points, for linear predicates and a class of nonlinear
“predicates. We propose further theoretical research into reducing the tomplexz
ity- of this strategy to make it practical for moderately large input space

« dimensionality. It appears that a careful study of the eorder of paths selected

for testmg/ and of use of results from paths tested earlier would lead to
significadt economes. .
' Vs o N

L. J. White, B. Cﬁandrasekaran, E. Cohen (Sponsor: Air Porce Office of Sci-
entific Research. Grant 77-3416) . ' .
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- M. T. Liu, G. Babic, R. Pardo
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TRAFFIC ANALYSIS OF THE DISTRIBUTED LOOP COMPUTER NETWORK (DLCN)
ro -

»

This research is concerned with traffic analysis of a distriéﬁ(ed loop
communication network which uses a novel shift-register insertion mechanism
for message transmission. This new mechanism allows simultaneous multiplexing
bf multiple variable-length meésages onto the loop, and thus yields shorter

e q ) g
message delays and makes better utilization of the channel than any _existing
transmission mechanism. An analytical model of the loop network is first

.~ developed. An approximate anazlytical technique is then used to obtain a simple

and efficient method for calculating <channel utilization and average message
delay. This technique is applied to a symmetric loop with identical nodal
characteristics and to an asymmetric loop with different nddal characteris-
tics. FPinally, simulation was carried out on an IBM 370/168 using GPSS/360 to
,verify the amnalytical results. It turns out that the analytical and simulation
results agree very closely, especially in the range under light traffic. )
(Sponsor: Air Force Office of Scientific Re-
search. ~Grant 221110) ‘
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"X. 7 COMPUTATION THEGRY
. #
/

,"‘

TOWARD AN ARITHMETIC FbR CELLULAR AUTOMATA’ AND PARALLEL COMPUTATION |

; A paper in progress with the above title has been accepted on the pgograﬁ

of the Interfhational prence on Parallel Pf%cessing, August, 1977, and the
paper will appegr-in.the proceedings. Its abstract is as follows.

g
B

;5{I,A,new positional binary number system was devised in an attempt to avoid
'*easf§ing in addition. It originated from the groupoid string formalish,

previously shown to have the computation universality of Turing machines and

the parallel capabilities of cellular and bus automata. It is uniquely defined

by the natural conditions (a) a number is doubled by adding a" copy, ,where

digits are added med 2, and (b) adding 1 to any number adds 1 mod 2 at précisely

one place. ~Arithmetical, combinatorial, dnd parallel computational properties
of the system are-discussed. . o

-

J. Rothstein
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XI, ' JOINT PROGRAMS -

. -
. . - y

COMPUTER SCIENCE FACULTIES: THE CURRENT STATUS OF MINORITIES AND WOMEN

.The results of a survey conducted in the fall of 1975 to determine the
status of-women ard ngonty faculty members in academic computer science are
presented. Faculty members were compared with respect.to professional back-
ground, salaries, teaching load, publication records, and research grants.

‘Analysls of the data indicated that the over-all verdzct ig one of general

equality among women, minorities, and men.

S. A, Ham-ak,'l'he Ohio State University, R.G. Montanelli, University of I1li -

"




. APPENDIX A

-

GROWTH ,OF DEPARTMENT OF COMPUTER AND INFORMATION SCIENCE

’ - ’ ‘-
SEPT'72 SEPT'73 SEPT'74 SEPT'75 SERT'76 SEPT'77

» ~

A. Staff

1., Full Time ¢ 18 : 20
"2. Part Time ) 14
Graduate Students

Undergfaduate
Students

Course Enrollment,
(Autumn Quarter)

ya

e
-

'72-*73 '73-74 '74-75 '76-77"° '77-78

Students Taught - 5600 6129 6876 7615 8402

- > »

oA
. ¥

Baccalaureate Degrees 118 139 109 118
Awarded o . .

M.S. Degrees Awarded 49 o 64 70 62 (est)

s

Ph.D. Degreéa{Avarded . y 13 5 13(est)

Applications for ' ,
Graduate Study

Humber of Graduate
Students Supported

-
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. Y > N - ’ “i‘
. " . COMPUTER AND INFORMATION SCIENCE COURSE LISTING - -
" - BY NUMBER AND TITLE
. . N
R ,
" 100 Computers in Society _ 555 Survey of Programming Langu.ag}
o < : N ' .
s 201 -Elementary Digital Computer ) 610 Principles of Man-Machine’
- Progremming . " Interaction
§ = . - > - - .
-211/ Ci::mputer Data Processing I 640 Numérical Apalysis
212 Computer Data Processing II ‘641 Computer Systems Programming I
N L4 ' - v
) 221~ Programing and Algorithms I : 642 Numerical Linear Algebra
. 222 Progra:ming and Algorithms II 643 Linear Optimization ’i‘eghniques
S . . in Informarion Processing
294 Group Studies . ’ -
: T ’ e 644 ~Advanced Computer Programming
{ - 294A/223 Intrdduction_to
Computer Systems 675 Digital Computer Organization
31}. Introduction to File Design and 676 Minicomputer and Hicrocompucer
’ Analysis .. . . .—~"Systems
4}3‘: ’*Design of‘ On-Line Systenié s 677 Computer Networks
585 Fundam Concepts of Computer ’ 680 Data Structures ¢
and Inﬁérmation Science ° - -
' 693 Indiyidual Studies L.

Z 509 ~,Survey of C'omputer and Information '

- 7 Science for High School Teachers 694 Group Studies - - o
— 541 Survey of Emnerical Methods ~ 694 A,- Interactive Computer Graphics
: . . ’

'342 Introduction to Computing iwsthe 694 € - Mini—Computer’ Programming

- "Humanities ’ Laboratory
:f s . .\ -

i 543 Intemediate Digital Compqte‘r 694 D — The Techmology blf Computer

. pmgramj_ng - 3 , Center Management
.- 548 Computer Science for High School 694 E - An Introductiom to Data
,4;,, Teacﬁerg ) - . " Communication Systems
i 559 Nmerical«Ana.Iysis for nigh ) 694 'F, - Principles of Operating Systens

"/ _,School Teactiers 7
694 I - Pundamentalsn of Busineas
550/ Int:roduction to Information Computer Systems and Pro-
Storage and Retrieval , P ~gramming -

N




. . 705. Mithematical Foung:l;:ions of )
] Computer and Informatian Science
) . , 780 File Stﬁuctures
712 Man-Machine Interface ..
. E@%
720 ‘Introduction to Linguistic x Systems
Analysis oo ol
S : . g 788‘ Intermediate Studies in Computer’
- 726 Theory of*Finite.Automata , _~& Information Science
727 Turing Machings and Computability- ' '788.01 - Theory of,
v Q' ‘
. 728 TOpics in The Computing 788:02
- — val -
: 730 Basle Concepts ip Artificial .\ .
. Intelligence - 788.03 - Theory of Automata
788.03A-
T 740 Computer Systems_aProgra?xming 11 788.04
£241 Comparati{'e Operating Systei"i‘i:s~ 788.05 - Pattern Re
. = - » . . - ri’ . ) “
745 Numerigcal Solutjon of Ordinaty 788.06
. PDifflerential Fduations
- AR 788.06A- 0S- .
746 Advanced Numerical Analysis '
T oo 788.07 - Progr
“ " 750 Modern Methods of Information -
Storage* & Retrieval ) * ©788.08
-, _~ 75, Fundamentals of Document- L~ 788,09
< Handling Information Systems
e~ e , * to. 78810
. -752  Techniques for Simulation of . - L a
* : Information Systems 788.11 - Formal Languages
. 7463 Theory of Indexing 78812 -
e - - . 'Systems
- 754 Language Processing for Infor- )
. mation Storage & ‘Retrieval, - 788.13
. . - ’ Processing
/S 755 Proé\anming Iranguages . (-
Li o ’ . 78,8 oll’
756 Compiler Design &‘Implementation '

Y . 765 ,'?lanagement ,Informatio Systems L 793
| S ATTOTmETRR 5
3, ‘y .S - - . 797
s . . ' J ) .- ¢+ . )
&, . . - . . .
. o LT %

- Information Storage & Retrie-

2

Information

rithmic Complexity

Recent Advances in Algo-

L115° Advanceﬁ.Compiser Organization .

- Artificial Inte'll'igence )

- Computer ’S.ystems Programming

cognition

-

x

g Languages

- Compqter<Languages‘

~ Numerical Anaiysis .

.

LY

- Mapn-Machine Interaction

- Biological Information

Managemenf‘Information

—

-

3

.%

- Socio-Psychological Aspects

» of Information Processing
~a

Indiyiﬂual Studies

Interdepartmental Semfnar

vl ,

-

1
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I

-

- .
"‘.‘

Informa}:ion Theory in Physical-
Science

Cellular Aupomata & Models of
Complex Systems .

- 0 " . ’
C/omputer & Information Science
Research Methods,

.

. Conipntationa_l_ Linguistics

4
L]

Special Topics 4n Pattern
Recognitiop
*
Operating Syetem Implema;;tation

-
> Numerical Solur.ion of Partial
. Differeatial. Equations
el 4
Theory of Infcrmation Re’trieval i

~

2l v

.

) Design and Analysis of In‘!o'rmation
Sgstex_ne Sinml~ations

L.

Advanced Topics in Programming
Languages ’

Seminar on Socio-Psychological .
Aspects of the Information Sciences -

888,10 -

888,11 - Formal Languages

n-Hachine Int eraction

b
-%ﬂ

¥

- 3888.12 - Management Infor,mation

888 13 - Biological Informa

o

tt} ‘

Systems i

Process

888.14 ~ Socio-Psychqlogical Aspects

"889

894
899

999

of\@nformation Processing -~

Advanced Seminar in Computer &
Information Science

Tr
ts

Group Studies

.

Interdepartmental Seminar

Research

TS

.,i880 Advanced Theory of Computabili;y

888 Advanped *Studies- in Computer &
_Informatior Sciency

888.01 - Theory of Information

toa
.

888?62 -Jnformation Storage & Retrievzl
58 .03 - Theory of- Automatg

888 .64 - ‘Artificial Intelligence

-

I3

7 o

-

388 03 Pettern Recfgmc1m
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888 06 - uf:er Systems I’rogrammin

£,

’ 888».07 - Programming Langua 4&38

L
888 08 - .Comput/er Organiza.tioﬁ

0 -
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Harsh‘all c. Yovits, _Ph.D., (Yale: mn:ﬁrmi).

Professor and Chairman of Degzzmmnu;of‘€omputér*and Information Science
and-Professor of Electriecal Engineering. Director, C.1:5+ Research Center.
=Informationwgzstems, theory ‘ofinformation flow and analysis, self-organ-
izing systems, managemen nformation sy,m:ems- .

Ranko Bojanic, Ph.D., (Mathemat cal Institute of the Serbian Academy of Science).
ngfessor of Computer and“lngprmation dcience and Professor of Mathematics.
Mathematical analysis, tﬁéﬁ;ﬁ of approximation. . . ! s

Balakrishnan Chandraéekaran, Ph.D., (University of Pennsylvania):

. Professor of utepaaérln%ormce. -Pattern recognition, arti-
ticial intelligence, *interactive graphics, finite memory decision theory.

Charles A. Csuri, M.A., .(The Ohto State University). -
Profeisor of Compliter and Inﬁnrmationr§cience and Professor of Art.
. Adyancement of computer graphics techpology insoftwaré and hardware
‘(fanguage—aigorithms, "data generafIsh or inputs). use of computer
technology in telecommunications - . . s

Richard I. Hang, M.A., (The Ohio smé University).— - !
Professor of Computer and ormation Science and Professor of Engineering
Graphics. Computer grapiics, engineering application of computers.

Clyde H. Kearns M.S., (The Ohio State University). .
Professor of Computer and Information Science and Professor of Engineering
Graphics. Computer.graphics, engineering appIanfibn of- computers A

‘Robert D. LaRue, P.E,., H.S., (Uniggrait of Idaho) . N
Professor of Computer and Ianfo orma! on Science apd Professor of Engineering
< Graphics. “Computer graphicsr engineering applications of computers

Robert 8. McGhee, Ph.D., (Universi:y of Southern California) . .0
-~ ' Prpfessor of Computer and Information Science and Professor of Electrical

Engineering RnBotics, switohing theory, logical design. - > db

lknazLdHBx:PPninskr "Ph. D (University of Minnesota).
Professor of Computer and Information Science and Professor of Psychology
Counseling, socio-culturalinsychology, language and social policy.

-

Roy F. Reeves, Ph D., (Iowa State University).
. Professor of Compiter and Information Science and Professor of Mathematics.
Director, InBtrnction and Research Computer Center. Numerical analysis,
programming, computer center management.. ]
Jerome Rothatein, AM., (Columbia University) °
~ Professor of Computer and Information Science and Professor of Biophysics.,
-, lnformntion and entropy, foundations of physics, methodology, biocybérnet-
" 1ic¥, automata theoglg formal languages, o#llular autgmata, parallel pro-

cegsing~ ) . . .

>
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Charles- Saltzer, Ph.D., (Bro University) ' C .
‘. Professor of Computer Information Science and Professor of Mathematics

. Coding theory, numerical analysis, automata theery. 7“ )
. }knneth Breeding, Ph.D.;. (University of Illinois). -,

Associate Professor of.Computer and Information Science and Associate
Professor of Electrical Engineering Computer organization aﬁa)switching
theory. - ’ o ’

4

c A
L

®  A. Willian Butteimann, Ph.D.) (University of North Carolfha). )
Agsociate Professor of Computer and Information Science. Formall language
theory,,computational tinguistics, language processing, progr
es. . ¥

4

Thomas G. Delutis, Ph D., (Purdue University)
Associate Professor of Computer and Information Science Yethodologie

agement systems architecture, similation studies.

. .
Ronald L. Ermst, Ph D., (UniVersity of Wisconsin).
Agssociate Professor of Computer and Information Science and nssociate
Professor of Psychology. Man-computer interaction, decision-systems,
general- theory of human performance. : ;JE§¥

‘Clinton R. Foulk, Ph.D., (University of Iilinois). '
Associate Professor of Computer and Inﬁprmation Science. Systems program-
ming, computers in educatdon. !

~

-

David K. Hsiao, Ph.D., Qﬂniversity of Pennsylvania),
. Associate Professor of Compuger asnd Information Science, Systems program-
ning, computer architecture, data base management systems,. access control
.and privacy pro;ection,of data, data base computers.
@ - . S
. Douglas S. Kerr, Ph. D.,,(Purdue University¥.
Associate Professor 6f Computer and. Informa;}On Science. Programming,
data base Systems, numerical anmalysis. L

Hing-Tsan Liu, Ph.D., (University of Pennsylvania). .
AggOeiate Professotr of Computer and Information Science. Computer archi-
teeture and organization, computer communications and networking, parallel
and distributed processing, mini/micro computer systems . - A

-

Anthoﬁy E. :Petrarca, Ph.D., (University of New Hampshiré). :
Associate Professor of Compufer and Informatiqn Science. Automatic index- |
ing, ghemical structural information proceSsing, automated search systess, ,
other” dspects of information storage and retrieval, biomedical information

ocesgsi . e, M
Pr‘ ng. s.. . ' . . .
B. Randel$, Ph.D., (The Ohio State University). -
Associate Professor of Computer gnd Information Sciénce and Assistant
Director, University Systéms Computer Center. Computer operating ‘systems.
~and utilities; telecommunications applications, subroutine libraries, pro-
gramming languages . . . e
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~James_ E: Rush;’Ph.D., (University of Missouri)
“4djunct Associate Professor of Computer and Information Science. Indexing
~ fheory, automated language processing, orgenization of information, par-
_allel processing, structured Fogramming, program testing and program man-
- agement. . Do
. -
Celianma I. Taylor, B.S.L.S., (Graduate School of Library Science, Case-Western’
‘ Reserve Jniversity).
- Seniof Research Associate and Associate Prefessor of Library Adninistration.
.Data base design {natural language data), information disseminatica systens,
infomation centers, .1ibrary .systems and @anagement. .

.

~Lee J. White, Ph.D., (University of Hich\fn_._gan).

Associate Professor of Computer and Information Science and Associate
Profesgor nf Electrical Engdineering. Algorithm analysis @and complexity,
data structures, organization of information.. P

-

Ronald-L. Higington, Ph.D., (University of Kamsas).
Adjunct Assoicate.Professor of Computer ‘and Informatfc)n Science and Direc-
tor of R. & D., Chemical Abstracts Service. Computer and information
system design. :

-~

. A .
Harvey S. .Koch, Ph. D., (Pennsylvania State Undiversity). . « R
- Assistant Proféssor of Computer and Information Science. Data definition

language, data base managemeat, progracming languaées and compiler design.

Anthony P. Lucido, Ph.D., (Iowa State University). .
ASsistant Professor of Computer and Information Science. Computer
architecture, compijer design, interactive computer graphics.

rd
IS

~ Sandra Mamrak, Ph.D., (University of Il]_inois).

__ Assigtant Professor of Computer and Information Science. Computer systenm
performance evaluation, computer metworks, systems programning.

.

,

Howell H. W. Mef, Ph.D., (Cormell Universitv) -
Visiting Assistant Professor of Computer and Information Sc¢ience. Nonlimear

optimization, nonlingar systezns ot equations, operating systems design,
algorithm design‘

-

'Daniel J. l-bore, Ph D., (University of Kansas) =
- ° Assistant Professor of Computer and Information Scieace. Complexity
theory,, recursion theory, sa::antics of simulation systems, formal theories

of data abstraction . = .

Kevin C. O'Kane, Ph. Di@sylvania State. University).

Assistant Profe of Computer and Ipformation §cience and Assistant .
Proféssor of Allied Medical Professiofis. Coordinator, Graduate Training
: Program in Biomedical Computing and Information Processing. Biomedieal

computing, large medical ‘data bases, auto-
- mated diagnosis. ) .

Lawrence L. .Rose, Ph.D., (Pennsylvania State University).
Assistant Professor of Computer *and Information Science. Programming
. languages, information storage and tetrieval simulation, information

.
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Bruce Russell, Ph D., (Natiomal University of Ireland).
Visiting Assistant Professor of Computer and Information Science. Formal
semantics of programuing languages and data structures, automatic genera-
tion of implementatioms, prognamning methodologies, theories of repre-

) sentations and automatic generation of representations from abstract
. definitions.

Normaﬁ Ki-Sondheimer, Ph.D., (Universityiof Wisconsin).

Assistant Professor of Computer and Information Science. Xatural language
processing,-artificizl intelligence, information storage ahd retrieval.

¢ Richard R. Undervood, Ph.D., (Stanford University). Appointed Autumn 1977.
o ."Assistant Professor of Computer and Informaticn Science. Yumerical linear

— algebra, solution of‘ﬁfrge sparse systems of equations, eigenvalue analysis,
linear least squares problems, numerical solution of differential eguations.

- 2

. Stuart H. Zweben, (Purdue University).

Assistant Professor of Computer and Inforﬁa;ion Science. Programming lang-
uages, programning methudology, data structuréds, analysis of algorithms,

A ]

v systens prograz:ing- , .
, = Emest Staveley, B.S., (U.S.¥aval Postgrdduate School). o ’ -
- . Adninistrative Assistant and Assistant Director, C.I.S. Research Center.
s . -

&

~
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APPKHDIX‘ D

COMPUTER AND INFORMATION SCIENCE SEMINAR SERIES

-
-

- ) E
September 30, 1976 "Recene Data Base Activities at IBM Research Laboratory,
San Jose -~ A Visitors Impression," David K. Hsiao, Associate Professor,
Departnent af Computer znd Inforpation Science, The Ohio State University._

October 7, 1976 "Infcreation ang Computer Services at Shell 01 Company,"
" David E. Pope, Hanager, Chemical Produc;s Systens Coordination, Shell
Oil Company. e ] g

’ October 21, 1976 + "Fron Structured Programs to Flow-Charts to Machine Lan—
guage,” Bruce D. Russell, Vigiting Assistant Professor, Department of
C@mputer and Inforaation Science, The Ohio State University. .

?
October 28, 1976 '"'T%e Use of Corputers in lnfomation Processing at Chenmical
Abstracts Service," ‘Chuck Costskos, Assistant to Director of Research
and Development, Chemical Abstracts Service. .
Novesbar 4, 1976 "Scrategy, :snnual B.eports, and alchez:y The Hinicomputer/
Peripheral Industry,” Edward H. Bowman, Dgan and Professor of Management
Sciences, College of Administrative Science, The Ohio State Gniversity.

January 20, 1977 "On the QICiQaC_e Linitations of Barallel Processing%,"
Jerome Rothstein, Professor, Department of ter and Information -
Science and Department of Biophysics, The Ohio State University,

*Best Paper Award, 1976 Int:ernarional Conference on Parallel Processing.

Pebruary 3, 1977 "Color Raster Scan Animation," Charles A. Csuri, Professor,
Department of Art ard Department of Cozputer amd Information Science,
* .The COhio State Unigg\sicy. ) 3
February 9, 1977 Daca,Scr,eeas," M. Douglas HcIlroy, Head, Computing Tech-
niques Regearch Department, Bell Telephome Laboratories Yarray Hill, RJ.

Fébruary 16, 1977 “Representation and Computerization of Office Processes,
* Michael D. Zisman, Lecturer in Decision Sciences Ihe Wharton School,

Pniversity of Pennsylvapia. .

Febrhary 24, 1977 '"Computer Graphics using a Plasma Pamel," Richard I. Hang,
Professor, Department of Engineering Graphics and Departmént of Compufer
and Information .Scieace, The Ohio State University. ) £

March 1, 1977 "Investigacion of Differential Equations, P#ing Interactive
"¢ Graphics,” R. Leonard Brown, Assistant Professor, Department of Applied
Hathematics and Computer Science, The University of Virginia.

/ March 3, 1977 ‘Microprocessors -- Fun and Games with Today's Technology,"
Fred Hatfield, President, Computer Data Systems, Inc. ’

-
-




v’&pril 7 1977 '"Large Systems on Small Computers,' Jerfrey Jalbert, Associate
Frofessor Department of Physics, and Director, Computer Center,
Denison University.

April 14, 1977 "Quasi*-- Newton Methods for Tuning up you Car, Howell B. W.
Mei, Assistant Professor, Department of Computer and Information Science,
The, Ohi? Stgte ?nivarsity

b,April 21, 1977 "A Semantics for Computer Simulation Models," Daniel J. Moore,
Assistant Profggsor, Department of Computer and Information Science, ’
The Ohio State University.

Resgearch Center.

April 27, 1977 “Om vézzégg;d Heuristic Algorithmé," Lawrence T. Kou, IBM

L May 5, 1977 "A Valfﬁation of a Computer—Based Text-Reading Program, Thomas
- W. Milburn, Mershon Professor of Psychology and Public Policy, Ihe
Ohio State University.

May 9, 1977 "Design of a Highly Parallel Computer, for Raster Picture Process=-
ing and Graphics,” Carl P. R. Weiman, Professor, Department oflMazhematics
and Computing Sciences 01d Doa.nion Uriversity.

" May 12, 1977 '"Datazbase Abstractions: Aggregation and Generalization," .
‘\\~\~;’ Diane C. P. Smith; Assistanf Professor, Departnent of Computer Science, )
University of Utah. ) §

.~ Hay 26 1977 "Cooputer-Assisted Sound Synthesis and Muszcal Composition,"”
Gary Nelson, Associate Professor, Department of Hus;c Oberlin College
- Conservatory of Music.

Hay 27, 1977 'On the Four-Color Problem;" W. Haken, Professdr, Department
of Hgthematics University of Illinois. . i

' June 20, 1977 "Application of Linear Progrimming Methods to Graph Theory,"
Hichael Clancy, Professor, Department of Computer Science, Stanford
University.

-

.« ¥ =
* Juné+ 23, 1977 "Raport on 5cc 77," Marshall C. Yovits, Chmn.sDavid K. Hsiao,
. . Associate Professor: and Stuart H. Zweben, Assistant Professor, Depart- e
5<t? : sent of Computer and quormation Science, The Ohio State Universi§y4 .

June 30, 1977 "New Developments in the Solution of Large Systems of Linear
“Equations,” Richard Underwood, Ruclear Eaergy sttems Divison, General
Elettric Company, San Jose, CA. ’




APPENDIX

RELATED ACTIVITIES OF THE DEPARTMENT
OF COMPUTER AND INFORMATION SCIENCE

’
-

- 1 - .» .
T. Augustyn presented a paper entitled "A Hedically’Orient/ed Data Access Language"
. (Co-author: K. C. 0'Rane) at the Association for Computing Machinery Computer

) Science ‘Conference, Atlanta, Georgia, January 31-Februgmry %, 1977.

F. Buttelmann presented a paper entitled "Some Properties of Arbitrary Phrage
Structure Languages and Translation Derived Using a Formal ¥odel of Phrase

" Structure ‘Syntax and Semantics" at the Fifteenti*Annual Meeting of the
Association for Computational Linguistics, Georgetown University, March
16-17, 977, ° o N

S. Chandler presepted a paper entitled "A Methodology for Multi-Criteria In-’
formation Systenm Design" (Co-author: T. §. DeLutis) at the Association for
Computing Machinery Computer Science Cohference, Atlamta, Georgia, January .
31-February 2, 1977. R : . -

B. Chandrasekzran presented an invited paper entitled "Moulding Computer Clay, -

." Steps Towards a Computer Graphics Sculptors' Studio" {Co-zuthér: R. E. Q

" Parent) at the Workahop on Pattern Recognition and Artificial Intelligence,
Cape Cod, Massachusetts, June 2, 1977. N )

21 k- :

. Chandrasekaran presented a paper entitled:"On Balancing Decision gunctions"
«(Co-authoz: A. X. Jain) at the Interrational Information Theory Symposium,
Ronneby, Sweden, Jume 21~24, 1977. - ’ ) ' . .

<

Chaﬁdi:asek_hran continues as editor.for artificial intelligence and pattern
recognition for the IEEE TramnSaction Syst:.gms, ¥an and Cybernetics.

Chandfasekaran reviewed proposals for the National _Scieﬁce Foundation and, the
Adr Force Office of Scientific ReéBearch during 1976-77. ’

Chandrasekaran has been appointed book review editor of the Newsletter of )
the Society for the Interdisiplinary Study of the Hind. ‘o

“Chandrasekaran was an Honmorabie Mention winner of the Second Annual Pattern
Recognition Society Award for his paper entitléd "A Heuristic Strategy
. for Developing Human Facial Images on a CRT" (Co-author: M. L. Gillenson)

putllished in Pattern Recognition, 1975. - N " -

¢

-

.

R. L. Ern:s't. presented a paper emtitled "Experimental Measurement of on.gram Effic-.
,iencyt (Co—auth&r: P..S. Wang) at_the Associatioh for Computing Machinery
. Computer Sciefite Conference, Atlanta, Georgia, January 31-February 2, 1977.

hd ]

E. Gudes prese;xted a paper e'nr.i:;le'd "The Application'of Cryptographic Transforma-
tiong for Data Base Sgéurity" (Co~authors: H. $. Kocff and F.-A. Stahl) at
the National Computer Conference, New York City, June 8, 1976. )

v

+
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E. Haluska presented a paper eatitled “An Automated System for Morphometric

Analysis of Cells' {Co-author: K.C. 0'Kane) at the Associapion for Com-, «
puting Machinery Computer Science Conference, Atlanta, Georgia, January
31-February 2, 1977

Hsiao founded the Very Large Data . Base Conferences Foundation and initi-
.ateg the Very Large Data Base Conferences. The first conference was held
at Boston, ssachusetts, September, 1975; the second confegrence was held
. at Brussels, Belgium, September, 1976; the third, one was held at Tokyo,
Japan, October, 1977; and the fourth one will be held at West—Berlin, R
Germany, September, 1978. ‘S /L74

=
»

Hsiao initiated a quarterly journal for the Association for Computing
Machinery entiftled ACM Transactions on Database System (TODS), beginning
January 1976. He currently serves as Editor-in-chief of this Journal

Hsiao presejited a paper entitled "A Semantic Model for Data Base Protection
Languages™/(Co-author is R. Hartson of Virginia State University) at the
Second International—Conference on Very Large Data Bases, Brussels,
Belgium, September 8-10, 1976. The paper appears in Systems for Large

Data BaSes, E.JJ ‘beuhold and P. Lockemann, editors, North-Holland, 1976.
Hsiao presented his experimental work on data secure systems in a sesgion
and ¢haired another session at the 2nd International Conference on Software
.Engineering, San Francisco, California, October 13-13, 1976. :
Bsiao presented an invited talk on Database puters at a Joint Electrical
Engineering - Computer Science Colloquiuﬂ*\\ rdue University, Lafayette,
Indiana, Deceiiber 8,1976. .

.Hsiao attended the IEEE Computer Society's Goverrniing Board Meéting in San
Prancisco, California, March 3-4, I877, and was appointed to the Nomination
Comnittee which is responsible for yecommending new governors for 1978-1979.
Hsiao organized the first workshop concerned with interfaces betweé% data-
bases and operating systems, entitled The IEEE Workshop on Operating and .
Database Management Systems, The first workshop was at Evanston, Illinois,
March*®1- 22, 1977. At this workshop, Dr. Hsiao aldo- chaired. a round-tabile
‘discussion on future iSSueS of related research. L

L4 /. ]

Hglao was elected to Senior Hembership in the IEEE effective April 1977.

Hsiaotpresented an invited talk entitled "The Design arf@ Performance of a
DataBase Computer” at the IBM Research Laborafory, San Jose, Calirornia,
May 12, 1977. , -

4 . - ¢ . =
‘ ’

Hsiao served a a panelist ‘on "Data Base Managepent and Future at the
-Hatianal Computer Conference, Dallas, Texas, June 1is, ;977. et
’»6
Hsiao was appointed to the Governing Board of the IEEE Computef Saciety,
- December 1976~December 1978. .

¢
]

D. L. Kalmey presented a paper entitled "Potentially honconverggnt Regions In-
herent in Systems of Nonlinear Equations" (Co-authors: D.S. Kerr and L.J.
White) at the Society for Industrial and Applied Mathematics 1976 Rational
Hheting, Chicago, I1linois, June 16; 19?8‘ J
> &
'l




S. Kerr chaired a session on Computer Science Curriculum at the ACM SIGCSE’
Sixth Technical Symposium on Computer Science Education spensored by the
Association for Computing. Machinery Special Interest Group on Computer
Science Education, Williamsburg, Virginia, July 26-27, 1976+

S. Kerr was co-chairperson of a sessidn on "Relational.Data Base Systems"
at the Associationwfor Computing Machinery Annual Conference, Houston,

Texas, October 20-22, 1976, ‘

S. Koch presented a paper entitled "The Parallel Processing of Large Appli-
cations” at the Symposium on High Speed Gomputer and Algorithm Organization,

. Uniyersity of Illinois, Urbana, Illinois, Agril 13-15, 1977. )
. . « . —_—

B. Lakshmanan presented a paper entitled "Memory Complexity and Statistical
Decisions" (Co-author: B. Chandrasekaran)- at the Association for Computing
Machinery Computer. Science C&hfgrence, Atlanta, Georgia, January 31-
February 2, 1977._ . 7 ’ .

. . / . - A —

J. Lee presented a paper entitled "Application of Markovian amd Bayesian

-+ Techniqués to the Analysis of Information" (Co-author: R. L. Ermst) at
the Association for Computing Machinery Computetr Science Conference,
Atlanta, Georgia, January 31-February 2, 1977.

W. Leggett, Jr. presented a paper gptitled "Is the f:avelling Salesman Prob--
lem Harde¥ Than KP?" at the Assééiation for Computing Machinery Computer ’
Science Conference, Atlanta, Georgia, Janpary 31-February 2, 1977. -

T. Liv presented a paper entitled "Message Cgumunication Protocol and Oper-
ating.sy§tem Design for ‘the Distributed Loop Computer Network (DLCN)"
(Co-auttior: C. C. Reames) at the Fourth Annual IEEE/ACM Sympdsium on
Computer.Architectﬁrg: Silver Spring, Maryland, March®23-25, 1977.

- .. oL - - P .

T. Liu reviewed proposals for the Nationdl Seience Foundatian during 1976-77.

. * N x . »
. Ma presented a paper entitled "The Design of the Distributed p Operatiung
. System" at the Association for Computigig Machinery Computer £cience- Confer-
.ence, Atlanta, Georgia, January 31-February 2,,1977. . '

- - 4 . .

A. Mamrak was the keynote speaker at Career Day, sponsored bg the College of

Engineering, The Ohio State University, Columbus, Ohio, Novembér 1976.° )
Her speech was entitled "Computers". TD e

Vd

-

A.-Mamrak presented a paper entitled "A Network Resource Sharing Module to
Augment User Cost-Benefit Analysis” at a conference on Trends and Applica-
tions 1976: Computer Networks, Ggithersburg, Maryland, November 17, 1976.

A. Mamrak was guest lecfh%er at Counselor's Day, sponsored by Western Electric
and Bell -Telephone Laborgtories, Columbus, Ohio, February 1977. Hex.lecture
was entitled "Career Guidance in Engineering”. . U

7/ . % s

4. Mamrak presented a paper entitled "Comp%ring Equivalent Network Services
Through Dynamic Processing.Time Predictions! at the National Computer
Conference, Dallas, Texas, Jume 15, 1977. ’

*

’
’

s
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A. Mamrak was a referee for Communications of the ACM, at the 1977 National
Computer Conference, Dallas, Texas, June 15, 1977. ;

W. Mei presented an invited talk entitled "Recent Development in Unconstrained
Optimization" at the National Bureau of Economics Research Computer Research
Center, Cambridge, Massasschusetts, Juné™7, 1977.

1a;o'gane presented a paper entitled "A Single User MUMPS System for TsQ" (Co;‘\;
authors: E. A. Haluska, T. T. Augustyn) at the 1976 MUMPS Users' Group Con-
ference, Madison, Wisconsin, October, 1976,

‘ - ?
C. O'Kane presented a paper entitled "A Computer Simylatiomjof Maintaining Total
Lung Bypass for Basic Education (Co-author: J. B. Riley) &t the Fifteenth
» International Conference of the American g%ciezx of Extra Coporeal Technology,

7

. Chicago, 111 s, February 1977. .
C. 0'Kane reéented a paper entitled "'A Computer Program Utilizing Numerical

Taxonomy and Discriminant Analysis Techniques for Categorization of High

Risk Pregnancies During the First ‘frimester” (Co-author: E. E. McColligan)

at the 1977 Cdtputer, Science Conference; Atlanta, Georgia, February 1977.

E. Petrarca presented a paper entitled "Indé@ Entropy as a Basis for Evaluating
the Effeétfveness of Vocabulary Control Algorithms Used in Automatic Ipdeking"

* (Co—author: W. S. Stalcup) at the Assogiation for Computing Machinesy Lomputer.
Science Conference, Atlanta, Georgia, §§nuary 31-February 2, 1977.

E. Petrarca presented a paper entitled "A Bibl%pmetric Analysis of Clothing Lit-
erature" (Co—authors: N. J. Fetterman, L. E. Dickey) at the American Home
Economics Asgociation's Sixty-eighth Annual Meeting, Boston,” Massachusetts,
June 27, 1977,

E. Petrdrca was the ASIS representative to and the Educatio~al Advisory Committee
Chairman for the Columbus Technical Council. The function of the Educaéional
Advisory Committee is to select the High School "Science Student of the Year"
frog among those students submitting science projects or reports in any area :
of Science and technology, including computer and informat{fon scierdce.

B. Randels, was elected Secretary at the CentralOhio Chapter of the Association
_for Computing Machinery, Columbus, Ohic, June 9, 1976+
L. L. Rose coached the Ohio State University's ACM Student Chapter ‘team at the
Association for Computing Machihery's East Central Regional Programming Con-
test, Bowling Greer State’University, January 7, 1977. The Ohio State Uni-
Versity Team placed third among the ten universities who participated.

L. L. Rose presented a paper entitled "Information Flow and Analysis: Theory and
Application" (Co-authors+: J. Abilock, M. C. Yovits) at the Association for
Computing Machinery Computer Science Conference, Atlanta, Georgia, January 31-
FPebruary 2, 1977. . _

¥




. J. Bothstein received the Best Paper Award.for his paper entitled 'On the Ulti-
.. * mate Limitations of Parallel Processing" presepted at the 1976 International
-Conference on Parallel Processing, Detroit, Michigan, August 24-27, 1976,

"q. D. Smith presented a paper entitled "A Methodology for the Performance Evalua-

. tion of DBMS Behavior Under: System Usagéd" (Co-author T.-G. Delutis) at the

// Association for Computing Machinery Computing Stience Conference, Atlanta,
Georgia, January 31—February 2, 1977.

K. Sondbeimer presented a paper entitled "A Natural Language Graphics Project"”
(Co-authors: D. Brown, H. W. Buttelmann, B. Chandrasekaran) at the Association
for Computing-Machinery Computing Science Conference, Atlanta, Geo;gia,
Jaguary 31-February 2, 1977.

Wang presented a paper entitled "Analysis and Simulation of the Mixed Voice{
Data Transmission System for Computer Communication" (Co-author M. T. Liu)
at the National Telecommuniczgtions Conference, Dallas, Texas, November 29-
December 1, 1976.

. J. White presented a paper entitled "Development of a UDC Automatic Classifi-
cation System" (Co-authors: A. E. Petrarca, L. Crawford, B. Brinkman, S.
Mittal) at the Association for Computing Machinery Computer Science Confer-
ence, Atlanta, Georgia, January 31-February 2 1971. -

J’P. M.- K.-Wong presented a paper entitled "A Methodology for Evaluating the Behavior
of Query Driven Informatioh Systems" (Co-author: T. G. Delutis) at the
Association for Computing Machinery Computer Science Conference, Atlanta,
Georgia; January 31—February 2, 1977. .

2

, -

C. Yovits has been elected Bast Central Regional Representative of the Associ-

. ation for Computing Hachinery. Bis term of office runs tHrough June 30, 1979.

€. Yovits chaired a session on "System Architecture and Organization'“at the
Assqciation for Computing Machinery Computer Science Conference, Atlanta,
Georgia, January 31-February 2, 1977. :

{: C. Yovits participated in a sympogium entitled "The Many Faces of Informa:ion
Science,” at the 143rd’Annual Meeting of the American Assoctatiom for the
Advancement of Science, Denver, Colorado, February 20-25, 1977.

S.H. Zweben was Vice Chairman of the Central Ohio Chapter of the Association for~
Computing Machinery, Columbus, Ohio during 1976-77 and was elected its .
Chairman for 1977-78. s .

S.H._ Zweben presented a paper entitled "Sof tware Physics An Approach to Anzly-

*  zing Algorithms" at a meeting of the OSU Student Chapter of the Association -
for Computing Hachinery, February 2, l977
(]
S.H. Zweben is a reviewer for Barper & Row Publishers, Incorporated, New York,

New York o

- - SR




APPENDIX F’

PUBLICATIONS OF THE DEPARTHENT OF

T~

COMPUTER AND INFORMATION SCIENCE STAFF

BROWN, D. C.; BUT’I‘ELMANN H. W. CHANDRASEKARAN, B.; KWASNY, S.C.; SONDHEIMER
_N. K. _Natural larguage graphics. In: Natural Language Interfaces,
edited by D. Waltz, ACH SIGART News&etter No. 61, February 1977, pp. 57- 58.
‘. . 4

- -

7

CHANDRASEKARAN, B.; PARENT, RICHARDu Molding computer clay -- steps toward
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