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FOREWORD".

N

This publication contains the annual'report
A

of the Department of

Computer and Information Science and abstracts of research which has been

carried on duink the 1976-77 academic year. This research has been
7

supported in part by gps'nts from governmental agencies and industry, as

well as by The Ohio 'State University. Sponsorship with units other than

the Department of Computer and Information Science is identified at the

end of an abstract.

The Department-1'0f Computer and Information Science is a separate

academic unit, located administratively in the College of.Engineering,

operating inipart as an interdisciplinary program with the cooperation of

many,other departments_and colleges throughout the University. Undei;the

department is the Co4uter and Information Sciencd Research Center which

is the publishing outlet for a technical repot series. Research of the

faculty and graduate students'in the Department of Computer and Informa-

tion 'Science is reported periodically in.this.series. A bibliography of

the research reports publiShed by the Centei is included in this publica-

f Lion as Appendix G.-. Copies Of some "of these reports are still available

on a complimentary basis from the Computer and Information Science

Research Center,Tfie Ohio State' Univer/sity, 2036 ` Neil Avenue Mall,
.v

Columbus,Ohio,43210.Titles with PB or AD numbers may be obtained from

The National Technical Information Center, The U.S. Department of

Commerce, 5285 port Roya1 Road, .Springfield, ;Virginia, 22151, in paper /

copy, magnetic tape, or microfiche. There is a nominal charge for their

service.

Marshall C. Yovixs
Chairman, .Departpent of

Computer. and Info' mationa$tience
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CONTROL TECHNIQUES USEDON KEYWORD EKES DERIVED FROM NATURAL

LANGUAGE TEXT A.E. Petrarca, W.S. Stalcup
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Klingethan .

INTERACTIVE QUERY-FORMULATION AIDS TO.IMPROVE SUBJECT-SEARCH PER- 3.1

FORMANCKIN LARGE DYNAMIC DOCUMENT RETRIEVAL SYSTEMS A.E. Petrarca,

3.J. Brinkman '

.

IA METHODOLOGY FOR T PERFORMANCE EVALUATION OF D A BASE SYSTEMS 12

T.G. Bfownsmith

THE MODELING OF A LARGE ON -NINE INFORMATION SYSTEM T.G. DeLutis,, 13

J.E. Rush, P.M.K. Won.

11

A MULTISTAGE MULTI-CRITERION APPROACH TO INFORMATION SYSTEM DESIGN

T.G. DeLutis, J.S. Chandler
-

ON-LINE PERSONALIZED IiIBLIOGRAPHIC INFORMATION RETRIEVAL SYSTEMS WITH
COMPUTER-READABLE INPUT FROM A CENTRALIZED SEARCH SERVICE A.E.

.

Petrirca, J.3_ Henry, J.H. Hsu

13

14

VOCABULARY CONTROL IN glOTOMATC KEYWORD-INDEXING SYSTEMS A.E. 14

Petrarca, W.S. Stalcup

III INFORMATION ANALYSIS 15

AP'PLICATIONOFMARKOVIAnNDBAYESIAN TECHNIQUES TO THE ANALYSIS. OF 15

INFORMATION R.L. Ernse, M.J. Lee

THE DEVELOPMENT AND APPLICATION OF A THEORY OF INFORMATION FLOW AND 15

ANALYSIS M.C. Yovits, L.L. Rose; J.G. Abilock

_Iv LINGUISTIC ANALYSIS

AUTOMATIC GENERATION OP'SYNTAX -CONTROLLED TRANS1ATORS
Buttelmann, D. Perry

17

DEVELOPMENT OF A METHODOLOGY FOR NATURAL-LANGUAGE MACHINE CONTROL 17

ELICITATION EXPERIMENTS 'ILK. Son helmet-, J. Webb

.

A FOR1AL THEORY OF THE SYNTAX AND SEMANTICS OF PHRASE-STRUCTURE 17

. LANGUAGES' H.W. Buttelmann
1

-

PROGRAMMING' EFFORT AS INFLUENCED BYE LANGUAGE FEATeRE9-ND PRO-

GRAMMING METHODOLOGIES * S.H. Zwelen, A.L. Baker

SEMANTIC 1ROCESSING STUDIES FOR NATURAL-LANGUAGE UNDERSTANDING
18

SYSTEMS N.K. Sondheimer, S. Kwasny ,

SEMANTICS OF DISCRETE COMPUTER. SIMULATION MODELS AND ANALYSI '
19

OF STABILITY D. Moore 1
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. THE ANNUAL' REPORT OF THE DEPARTMENT OF eompyTER-mp INFoRmATioN SCIENCE

Computer and information science deals with the body of knowledge concern-
ed with, the quantitative relationships,.concepts,,theory and methods common to'
the processint and utilization of information, and with the theory and.opera-
tion of the systeds which process information. The Study of both natural and
artificial languagesas modes of communication and of natural and artificial
systems which process' information is fundamental td computer anA information
science. Common properties of information are induced logically by the study
of spe ific systems and specific 'areas of science and technology which have a
conce with the handling of information. Information is defined as data of
value in decision making.

ORGANIZATIONAL STRUCTURE
4,

.

-

The Departqent of Computer and Information Science is-a separate academic,
'unit located administratively in-the College Of Engineering, operating in part
as an interdisciplidary program with the cooperation of many other departments
and colleges throughout the University. The department was organized in 1966
and achieved departmental-status in 1968. '.

OBJECTIVES OF THE DEPARTMENT

The program at'''The Ohio State ,University emphasizes education, research
service and the professional practice and application of computer and informa-
tion science.' The educational program offers undergraduate and graduate:
.degrees through the Ph.D. The research activities which are a central part of
the program consist of a broad conceptual 'base supported 111, a number of
contracts and grants as well as by the.university. The broad core research
program and these other research tasks interact to form an integrated frame-
work.

HIGHLIGHTS OF DEPARTMENT ACTIVITIES, 1976-77.

* A Cooperative Work Program for undergraduate majors in Computer
and Information Science was initiated between the Department of
Computer and Information Stience and business and industry.

A

* A Distinguished Lecture Series brought seven outstandidg lecturers
to the department:

Arthur W. Burks', Professor Computer and CommuniCation Sciences a-
and Prdfessor of Philosophy, The University of Michigan

Edward A. Feigenbaum, Professor and Chairman, Computer Science
Department, Stanford Univrsity a

10

.*
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Edsger W. Dijkstra, Extraordinary 'Professor of ,Mathematics,

Eidenhoven, University df Technology, The Netheilands;

'Paul Armer, On-Line Business Systems, Inc.;

Juris Hartmanis, Professor,of Computer Science, Cornell University

Gene Amdahl, Chairman of the Board, Amdahl-Corporation;
. .

s -

Seymour Papert, Professor of Mathematics, Cecil and Ida Green Chair
Professor,-;Massachusetts Institute of Technology. .

.s

t

* Enrollment in altprograms was 7,615 students!

.

Degrees.awarded were S Ph.D. degrees, _70 Misters'-degrges, 118
Baccalaureate degrees.

Grants:

1. AspectsOf Decision Theory with Applications to Target Recognition
:sand Digital 'Communication; U.S. Air Force Office of S'cientifk_

Research ItiFOSR 72-2351), Principal,Investigator: Bilakrishnan

Chandrasekaran -

,

2. Development-of a General' Theory of Ioformation Flow and Analysi s
National Science Foundation, Division of Science Information., (NSF-
DSI 74-04766A01), Principal Investigator: Marshall C.,Yovits;

. .

3. Development,of Information Measures and Their Application to -
a General Theory of 'Information Flow and Analysii, National Science
Foundation, Division of Sdience Information, (NSF-DSI76-21949)
Principal Investigator: Marihall C. Yovits;

'4. PerforsUnce Measurement Methodologies for the Design and An alysis

Information Systems, National-Science Foundation, (NSF-gIS75:21648),
Principal Investigator: ,Lee J. White;

. .

.5. A Proposed Classification System to Augment SDI Profiles for
the Circ II System, Rome Air Development"Center £F30602 -76 -C -0102)

Pridcipal Investigitor: Lee J. White; .

.

6: ,Research'on Data , Secure Systems, Office of Naval Research,

(ONR-N0014-757C-0573), Principal Investigator: David:K. Hsiao;,
.

.
., .

,.
_

.

7-..
s

Theoretical Research bn'the Translation of Phase Structuie
Languages, U.S-:-Air Force Office df Scientific Research (AFOSR-

..- 75=2811)? Principal_ Invesigatorc H. William,Buttelmann;

8. The Dow Chemical Fund in. Computer and Information 'Science,
Dow Chemical, U.S.A (3527), Principal Investigators: Marshall
Cc-Yovits,fAnthonyY. Luzido. ,

4
.

A. new graduate program option was added as Option I for the

student specializing in mathematics.

_ I 4' 4.
i
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Faculty appointments, promotions, leave of absence, and resignations:.

BalakrishnanChandrasekaran was promoted from Associate Professor,
of Computer and Information Science to Professor of Computer and
Information Science.

.Thomas d. DeLutis was. Promoted from Assistant Professor of'Comptuer
! :and information.Science to Associate Proessor of Computer and Inform-

ation.Science.

Donald L. Kalmey resigned to join the faculty of Applied Mathematics
.and Comptue.r. Stience Departthent, Speed Scientific School, University
of Louisville, Louisville, Kentucky.

A
. -

. .. .

Harvey S. Kochresigned to join the faculty of the Graduate School
of Management, TRe.University of-Rochester, Rochester, N.Y.-

, .

kAnthony P. Lqcido resigned to join the faculty of the Computing
Sciences Division, Industrial Engineering'Department of'Texas ABM
College Station, Texas.

. .

.Howell H.W. Mei accepted the postiop of Assistant. Professor of
Compuerand InforMation Science. 4 lo.

Brtice,Russell resigned to join the faculty of the Department of
ComplAer Science, University College, Cork, Ireland,

Richard.. Underwood accepted the position,of Assistant Professor
of Computer, and Information Science.'

* ,National Recognitions:.

Balakrishnan Chandrasekaran Was an Honorable Mention winner of the
Second Annual Pattern Recognition Sotiety Award for his paper
entitledletiristic'Strategy for Developing Human'Facial Images on a
RT" (Co= author: Giklegeon);

David K. Hsiao was appointed to fhe Goyerning Board'of the ZEE
Computer Society, December 1976 - December 1978;

.

1

e Rothstein received the Best Paper Award for,his.paper, entitled
40n he Ultimate Limitations of Parallel Processing" presente4
at the 1976 Inteinational Conference on Parallel Processing, Detroit

-Michigan. - s

,

Marshall C. YOvits was elected to the ACM Council, East/Central Region
.

,

INSTRTCTIONAL'i'ROGRAMS $;f. .

.

.

.
.

) .

The program of the Departffient of Computer and Information Science ispbroad
. .-

4 aid extensive. instrubtionsl 'areas which are emphasized ..by ,,,the

Dephament of. computer And Inforillatiov n Science are as follows: ..

(

.00
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4. General theory of information - -

2. ,Information' storage and retriAval. , - . ..--N
:

..

3. Theory of automata and theory of toMPutAion.
f.. 4. Artificial intelligence. . ,

5. Pattern recognition.
, .

:,

6. Computer programming, inciU4ing s} teem programming.
ip IP

7. )114,sory aced processing of iirogramminelanguages..

8. Digital computer' architecture and organization
9. Numerical analysi4. . J . 1,:

10.rMan-mach interaction and systems.
11. Formal and computational linguistic
12. Management information and systems. t

.11% tiological information processing.
" 14. Social, economic, fend psychological as ec

ac :information production and processing,.,

.
,

The numbZrOf students enrol ed in gll programs was 6157. ,A-total of 118 1.
1 _

'students received baccalaureatede rees, 70, students' recei the M:S. degtee,
and 5 students received tfierPH.15$ egret. The 'umber of applicatOns rot
graduate study' during thllv peiidd"was 333. Seventy-selen graduate students
received,. support from the department. There was 'a total of 22,11111 70.me,/
faculty and 12 _parttime faculty. Jr additional statisticaftee Appendix A

, ; V,

_. Undergraduate Programs d ..

1 ) s
1Y 4

.. 14 r

Undergraduate degrees in computer and information science are available
to students in 'thee College of Engineering,' the College of Mathematics and
Phys4pal Sciences of the College of the 'Arts and Sciences, and the College of
AdmiEtntrative Sciences.- The particu/ar.program chosen depends upon thd
students's,interests and Career.objectives.

.

,,
. .

' Y. . , . .
, ,. ,

The undergraduate program in the College of Engineering leadi eg the
. ..

degree of Bachelor of Science j.d Computer and Information Science.,, This
. .

program is designed for the student ,who wants to specialize, in computer, end
information sciencefrom within an engineering environment. Hence the program

-

provides the student with a core of computer and information science, mathema-
VO' .4 tics, and engineering sCience. Both,depth.and greadtb in 'Computer and'

.
information science are assured by specific required c5tirse sequences in
several area of engineering and science yet, sufficient flexibility exists so
that a student can elect a portion of his technical opuilm stork in order to
develop his individual interests.

. -' '' '. ' :
AS

' -4. ,,
,

Thefe are two undergraduate programs in the College
.

of Mathematicd and

,
Physicals Sciences. These-prOgrams,lead,either to the degree of Baphigor of
Sciencea or the degree Of Bachelor of Arti with a major in' computer and
information science. The programs are cast in a liberal arts,setting and are
similar in .content-. The Bachelor of Science program prOides a somewhat more
technical -and thorough education its computex...-nftd information,science and
mathematics' while the Bachelor of Arts program is, somewhat more flexible ,and
Rrovides an opportunity to relate computer and information science to some

. ,
other discipline 7 . A ".

-
..1-

- -T

-.

The undergraduate program in the College of Administrative Science leads
. . .-
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to the-.degree of Bachelor, of Science in Buiiness Administifation with apajor in
eomputer and.information science. This ,program is designed for the student

- that is business oriented and desires aneducation,in computer and informatoriN,,
-science and a general4education in _the administrative sciences. The.programl's

f;" objective is not to make a computer specialist out of a student, but rather,io
enable him to recognize theopp,ortquities to use the computer in his managerial
activities,-to'know.what to expect .from it, and to know how to communicate
effectively?with computer specialists so that compute ized projects will be
properly handleddfi-om a technical as well as a manageti 1 po nt of view.

Graduate Programs

The Department pf Computer and 'Inforniation,SPience.offers grVduate pro-
grams leading to bobithe Master's and PD. degrees. The graduate' program
leading to the Master's -Degree .is available' in eight optiions:.

Option I for the student desiring a theoretical foundation in computd'r
and information science.

Option II for the student specializine,in information systems.

Option III for the student specializing in computer systems.
-

Option fit for the student specializini in numerical analysis.',

Option V for the'student specializing in operations'researph

Option VI for the studedt\ipecializing iri hiomedical information pro-
cessing.

,

Option VII-for the student specializing in_ imistrative science

.

el ,, ,
_

4,

--- 4'
Option VIII fof-the student_specializing inblathematics.

.

Each of these options provides a backgroundAn seve0 ral adpects of comput-
er ancLinfozaation science, as well as addilpionatmathsaiptiPal sophistication
appropriate to the student's interest. ,Each, of the optic * may lead to the
'Doctoral program,inv:pompaerand information science and each may be taken
with a thesis option Or without a thesis option (See Appendix B for a listing
of courses by number anditite.)',:.,

a , . ,...1 a 4
i All courses of study at the. Master s level require coiTletion of a core.-

progiem in computer and informatkon science fogethei with e. required courses--4
specified for, one of 'the options and addit courses1 couYses as specified by the
student's adviser. The core program includes,co 'es on: Principles of Man-e
MaPhine Interaction, Numerical,AnalysiS, Computer stems Progranping Advanced

r Computei Prograi.,'Digital Computer Organi'ation, Data Structures,'`
iTJ Foundations of Computer and.frilormatiOn Science, Introduction to Linguistic
\ Analvis, Modern Methods pf InfOrmation Storage and Retrieval, and 4dvanded

eminar iil',1 CifImPuter and Information Science. .

,.-

The graduate program leading to the Doctoral DegfeelinComputer and,
Information Science flexible in thatrqt is tailored to the particulayr. .

/
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background and interests of the indiv idul student: 'These.interests may lie in

any'one,of.the research an instructional Areas already listedad Veil 46 in

many Other cognate aieaS. . A cognate field is defined as a field supportini7or

Closely related tq fhe'fourteen Departmental fields and is drdinarily specified

.

by an integrated program of study in other departments of the University.
7 . ,

Coarse Offerings .1
. ,..

.

('--
.

. .
. .

,
Cfirrently Ehereare abput81 courses each one quarter in length) offered

. by the Department, 22 of which are largely undergraduate with'the remainder .

° being upper level under aduate and graduate courses:', In addition,tp these -

.courses there 'are over t4o hundred curses offered.by a variety of dePartmente,
of fhe University which are' of interest too our graduate students who 'ire

encouraged to take these courses.

Faculty

The Department of'Camputer and Information Science hAs a full time faculty

of twenty one members at,ghe assistant profeasor level.and.above. They have a

,wide range of backgrounds and experience. The above 0 faculty is supplemented by

staff who ha-ye-joint appointmerits with other departments; by .staff from other

departments Who teach courses primarily for Computer and Information Science

students; and, by Adjunct staff 'people who ate 'employed in otf :awes
organizations who teach courses in the Department of Computer and Information'
Science (see AppendixC). 'There are currently a total pf about 13 supplemental :

staff in cis category.

FACILITIES

Computing Facilities

Computing facilities available to students are amang, the beat in the

country.. The Instruction and Research Computer, Center (IRCC) maintains au,-IBM,

S370/168 with batch and timesharing terminals throughout the campus. In

addition, the IRCC/CId.tompvtint Laboratory has a bECsystem-10' with batch and

timesharing facilities, and a MICRODATA 1620 with a microprogrammable control'

store, which are used mainly by the'Deparment for teaching and research. The .

herdware connected with the DECsYstem-10 includes several CRT character termi-

nals, a graphics CRT terminal,-a CALCOMP plotter, and a speech synthesizer.
4

Mechanized Information Center (MIC).

The U niversity has established a university- centered - information systeth

called the Mechanized InforMation Center (MIC). MIC operates as a department '

of the University Libraries and has both batch and online search services. The

MIC batch services- are unique to &e OSU Libraries. ,There are both retrospec-

tive, of one-time, searches which proyide a review of the past literature, and

current Awareness, or updating, services which continually, scan the newest

literature on a regularsoh4dule. Batch retrospective searches, covering the

past three, to four 'years, are available in science, social, science; gnd

education. 'Batch current awareness services, which provide bi-weekly or

monthly ,updates, are available in science, social sciences, edudation and.

Chemistry.

15
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Mit also offers online retrospective searches through the facilities of
three'orian4atios,Outside OSU: Lockheed Information Systems, Systems Devel-

,, opmentiarAration ari'd the Energy Research and Development Agency.(ERDA).
:"There,are mote than 70 data ba§esin all subject areas covering the past two to
Seri or more years of literature.

Sc

Health'Sciences*Library

Tl-e'ReferencefDeprtment of1the Health Sciences Library offers 'online

1/4.

searches 2f several biomedical de a bases'. MEDLINE, primarily a computerized
version of index Melicus,'proviA s coverage of'worldwide medical literature.
Related ddta bases include TOXL NE and CANCE1.LINE. Both retiospective,and4 -

updating Services are available.

Reference Department -, Main Library4

The Main Library Ref rence Department provides online searches of the Neii
York Times INFORMATION BANK. This contains references to articles in the New
York Times (back to 1969): 6 well As other newspapers and periodicals (back to

4 1972)%1 *1-

The Ohio tolfege Library Center (OCLC)

-'The Ohio College Library Center was formed by the Ohio College Association

in 1967. The Center operates ..s shared computerized library networT'connecting
academic, public and school libraries in 46 states: Thissystemhas over 1700

.specially deeiped CRT terminals in over 900 institutions_ that participate on-
line.' The .01110 State University Libraries participate in this system and
faculty of. the_ Department of Computer and Information Science cooperate on
research`prdjects withthe Center.

IP

INTERWcTIOil ;WITHIN 411E UNIVERSITY

ha epartment of Computer and Information Science interact with other
depar is and research,&ograms within the University because of the mufti-
disciplinarnnatute of the activities encompassed in this field. A number of
the academic faculty have ,joint appointments- in other departments. 'Staff

members Of th4Department of COMputer and Information Science have appointments
in the follnwing departments and organizatons:

a. Accounting g. Instruction and Research

b. Allied Medicine Codputer Center.

.c: Art h. Mathematics
d. biophysics i. Psychology

e. Electrical Engineering j. University. Libraries

'f. Engineering Graphics. 'k. University .Systems Computer

Center'

INTERACTION WITHIN THE COMPUTER AND INFORMATION SCIENCE COMMUNITY

Columbus, Ohio is one of 'the thajor centers for information science and for

the ,tiansferof information in'the Ufiited States. A number'of organizations

/
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are involved with the activities of computer and information science. This
-affords an opportunity for students and

i
faculty to interact with appropriate

personndl in these organizationb. Same of these are:;,!.-

a.

b.

c.

d.

e.

F'

Chemical Abstracts Service
Battelle Memorial institute
Bell Laboratories
City National Bank'

Columbus,and southerrChio.
Electric Company '

Western Electric Corporation
Rockwell International Corp.

There are a large number of scientists who come 't
Visit with the Department and whosirsually present a semi

'seminars for the 'period of this fepoit are listed i

persofis cover virtually all phases of computes and inf
year the Department also sponsored a Distinguished Le
outstanding speakers. guest lecturer's for this 8411.ei are listed in Table 1.

,

h. Industrial Nucleonics,
i. State of Ohio Department.

of FinanCe; Department
of.Highways

j. Columbui Hoard of
Education.i

k. Ohio Collthge Library
Center .F

Columbus in order to
ar. (Thelectures and
Appendix (D) . These

rmdtion science. This
ure Series with seven

In addition, 2ur people interact at most 9i. the paj
in thie country as participants giving papetP, misting
attendees, and,as offrbials. Hardly a major tectibical eting in the appropr,
,ate fields is held without a contribCtion framone/om more of the personnel
from the Department of Computer and InformWtion Scien
thesezaciiyities can be found in Appendix t.

,

Regearth efforts of, the staff are dissemi
commumdIrthrough seyeral publication channels..
of the Department staff is included as titp
Research Center isesuesetechnical report series (see Appendix G).

DOCTOR OP.PHILOSOPHY DEGREE

.

ical meetings
p panels,

S) . A list of

ted to the* professional\

st of current publications
ndix F. In addition? the

TEe Doctqr_of Philbsophy degree was awarded to the following students
.7 during 1976-77,' See Appendix H for a 06iple'te listing of Ph.D. dissertations.

r ! \
.

Name J- Dissertation

Tc4Ting Chedg i

Gudes

Dov Isaacs

R'smachandran Krishnaswamyr

Arne,se W. Leggett; Jr.

DesignTonsiderationfor Distributed,
Data Bases in Computer Network's

An APplication'of GryptOgraphy '

. ,

to Data Base Security

.C.odputer Operating System. Facilities

for*the Automatic Control add Activity
Scheduling of Computen7Based Manage;
meet Systems

M ethodology and Generation of 1,t tiignage

Translators .

V
Tools.and Techniques for Classifying
NP -Hard Problemi N

It

t ,
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Irable I: Distinguished Lecture S eries

. ,

7
., ., ,

...e.N

Octdber 14, 1976, "From Eni.ac to the Stored Program Computer: ..

TWo'llevolutions in Computers," by Arthur W. Burks,' Professor
of-Computer and Communication Sciences and' Professor, Philosophy,

The University).of,Aichigan;

00 .. -

A

November 18,'1976, Upplicationspf Artificial Intelligence to
Science'and by Edward A. Feigenbaum, Professor and
Chairman, Computer4Science Department, Stanford Ugiversity;

January 43, 1977,::"The Formal Derivati9n of Computer Programs,"
by Edsger W. Dijkstra, ,Extraordinary ProfessOr of Mathematics,
University-of Technology.; The Netherlands;

tr
.. .:

. January 27, 1977, "Electradic Punds Transfer SYstems," by
Paul Amer,' On-Line Business Systems, Inc.;

J 4 S . ,
e

I(

.

FOruary 17, 1977?'"dornioutational Complexity," by Juris
Hartmanis, Professor of COmputer Science, Cornell University;

. 10

Mach 10,,1977,,"Gazing into the Large System Crystal Ball,"
4by gene Amdahl, ChairMan of the Board, Amdahl Corporation;

.April 28, 1977, "C'OmPuters and'Childreo,6 by 8eymour Pa rt,
Praessar of Mathematics

?
Cecil and Ida Green Chair Prof sor,

Massachusetts Institute Of Teehnology.

a
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II. INFORMATION STORAGE AND RETRIEVAL

AUTOMATIC SEQUENTIAL DOCUMENT CLAS§SFICATION

An automatic classification technique ibs been applied to a large data
base, the Air Force Central Information Reference and ontrol (CIRC) II System.,

This system presently consists of over fodr million uments and deals with
diverse technical subject areas in science, engineering, and technolour; wet_'

of,approximatgly one hundred classes was developed to 'appropriatelyTdescribe
the subject content of this data base.,

_This classification technique assumes the classes to be,specified a
priori. A sequential approach is utilized in which only a portion of the
document is scanned 'efore one or more classes are assigned which best describe
the subject content of the document. The sequentiar"approach can be applidb in

a situation where a trddeof is required between classification accuracy and
processing time. Classification accuracies of over 80% assigned,classes
correct and 90% of the documents assigned at least one correct class have been
achieved, while processing over twenty documents per,second.

DocuMents which change subject areas several times pose an interesting
problem for classification. _An investigation of documents has shown that these
changes in subject can be detected and the document appropriately classified.

,
.

L. J, White, A. E. Petrarca, L, Crawford, B. Brinkman, S. Mittel (Sponsor:

Rance Air Development Center. Contract bF30602-76-C-0102.)

. -..

, S

_ ,d/ ...

.

A BIBLIOMETRIC ANALYSIS OF CLOTHING LITERATURE WITH IMPLICATIONS FOR INFORMA-
TION STORAGE AND REXRIEVAL

because of the dispersion of the aothing literature among a variety of
prImary and secondary publications, researchers in the field of clothing,have
long been concerned with problems of gaining access to tae literature rdlevant

to their interests. --- Consequently, a bibliometric analysis f the clothing

literature was undertaken to determine the feasibility and coast int& of using

two well-known bibliometric technique's (i.e., bibliometric coup ing and Brad-

ford analysIsYto (1) .create a comprellegsive bibliography for,a small inter-
disciplinary field duch as,clothing'and-t2) to identify the.core publications
which are responsible for produCing a significant part of the scholarly

literiature of such a field. The results of the study not only;eetablished the
pracficality of using these techniques for such a purpose but also provided
data to 'test some new hypotheses regarding_ bibliographic coupling relation-'

P
A.E. Petrarca, N. I. Fetterman, L. E. Dickey

0
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FUNCTIONS FOR EVALUATING THE EFFECTIVENESS OF AUTOMATIC VOCABULAW4 CONTROL
TECHNIQUES USED ON KEYWORD INDEXES DERIVED FROM XATURAL LANGUAGE TEX4,

--? -
'

Vocabulary control is introduced into' priited keyword indexes1 tderAved
fr.= natural language text to reduce the amount' of cdnceptiscatter-iiiig wliich

4 would otherwise result from the many inflectional and derivational forms1 of
words used to represent the krariousconcepts. To evaluate the effectihr*SI of

, ,._-

some autotaatic vocabplary/cOntrol techniques being,studie, severa0ip -roaches

to the development of an o j tive and.quantrtative method for evaluating such
techniques have hen xplored. Most of them are' intuitively based 61 the
difference in index entropy between any given index ,and its corrgspondilideal
index (i.elo one4which is free of concept scattering and ambiguity) as paeans
04 .ifying the extent to which a particular vocabulary control technique

iirn rove the qualities of an uncontrolled index. One approach utilizes g
func based on an adaptation of the relationships embodied in Aannon's
communication theory. This approach is basically conce ed s5ith how well the

concepts are represented (transmitted ,by the keywords o index terms of any
.

given index, and ho4 well the inde,A,teims convey. th-e-ttea,ired
based

'anings. Iv

ire
second approach utilizes a(6nction bed on how the various 6: vocabulary

problems (scattering, ambiguity,' etc.) affect the ,index user: . eitiler of the

.above approaches, as well as in others that have been considegd,the functiOns
provide a single nuierical value which can be used as a figure of merit for
evaluating the effectiveness of different, automatic vocabulary techniques
applied to a particular uncontrolled .index for which a corresponding ideal
index has been constructed. .

W. S. Stalcup

GRID METHODS FOR DYNAMIC STORAGE ALLOCATION

The traditional dynamic allocation methods of best fit and first, fit have
been well studied, and it is known:that there are conditions which cause one
method to outperform the other, and vice-versa.

An aqempt is being made to study an- intermediate method which( will
hopefully combine some of the advantages of botH. This method, called 4-first n
fit", seleCts the first n available blocks which satisfy a request, and then
selects the best fitjrom among this set. For n=1 this method reduces to first

'fit, and it approaches the best fit method as nincreases. Preliminary studies

have shown diet, for n=2, the increased search time'sver first fit is small and
that there may be a reduction over first fit in the number of failures
encountered. 3

It

S.. H. Zweben, K. V. Klingeman

INTERACTIVE,,QUERY-FORHULATIO AIDS TO IMPROVE SiBJECT-SEARCH PEIFORMANCE IN

LARGE DYNAMIC popumpT RETRIEVAL SYSTEMS
. /

It is often a difficult task, even-for a Vowredgable expert, to think of
the most appropriate way of specifying a topic one wants to search in a
docuden1 retrieval system. A set of interactive aids to facilitate this aspect
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of query formulation is being developed to improve the overall perfitance
searching both dynamic current awareness and large retrospective files.

t

first aid involves the use of association measures derived from Mk (Sgl ctive
Dissemination'of Informat4n) profiles to determine whether a questiop i enti-1
cal to, or similar to, the one being formulated by the current user is already
on file. Such an aid will 'allow users to take advantage of the intellectual
'effort previously expended on development of profiles suitable for their own
purposes as well, thereby obviating the need to'expend similar intellectual
effort over and over again. The second set of aids involves theuse of term
term association measures derived fiom the above profile-term matrix as well as
from the document-term matrix for a representative iadtple of documents taken
from a large retrospective file. This set of aids will provide users with
synonyms and/or related terms that may be used together with or .in place of
those initially provided by the user ..,41-_A third aid involves an interactive
relevance feedback capability whereby the user simply indicates whether or not
each document retrieved by his profile and. displayed on his terminal is

relevant to his interests. The system will automatically refine the profile
based on this information, following which the user can test and refine, the
profile again by repeating the process as often as necessary( Appropriate
tests to evaluate theeffectivenss ,of these' .aids towards it roving subject
search performance in a large dynamic document retrieval 'system 'will be
conducted,

A. E. Petrarca, B. J. Brinkman

A METHODOLOGY FOR THE PERFORMANCE EVALUAT ON ,OF DATA BASE SYSTEMS

A methodologyfor the peiformance evaluation of data base systems (DBS)
has been developed. This Methodology is specifically designed for jai/esti-
.gating data base system behavior with respect to application -processing
requirements, schema and subschema E-Ormulations, data base software, and data
base content. Attention is focused on the appropriateness of schema and
subscjiema structures with respect to the data bast contents and to various
system loadings. The first objective of the research was to obtain,afunctional
description Of DBS behavior. A DBS, is viewed as a.. subset of a generalized
multi-level information processing system. The methodology p"rovi'des facil-
itie'S for the.charAcieritation of logical data structures in integrated data
base environmentit all well as the characterization of data access activities.
The second objective was the identification of a set of criteria for perfor-
mance analysis. Theadentified performance measures were chosen so as to be
obtainable by the DBA. The specification of ,a set of algorithms which relate
the definitional perameters to the performance criteria was the third :objec-
tive.

In addition, a realization of the methodology was' formulated. This
realization was designed as an eitension to the capabilities provided by the
Information Processing System Simulator (I.FM)..1a special purpose discrete
event digital simulator. This realization consists of the specificatipn of
language constructs for defining data base systems. The simulator transforms
the declarative and procedural charadterizarions into outputs which relate to
the behavior of the model. 4

s 1

T. G. DeLutis, J. D. Brownsmith (Sponsor: National Science Foundation Grant
SIS75-21648)
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THE MODELING OF A LARGE ON-LINE INFORMATION SYSTEM-
..

The objective of this research is to investigate problems related to the
simulation of large information systems and to identify the features of a
special purpose simulation language (the Information Processing System Simula-
tor, IPSS) which.facilitated the modeling function. The modeled system is the

:Ohio College Library Center (OC),C) system which is a large on-tline information
system servinggover eight hundred libraries throughout the United States and
Canada: The central computer facilitylvisists of a multi-processorconfigura-
tion ,of-'four Xerox Sigma-9 computers and an on -line data base of over 2.5
million bibliographic entries. To date, the hardware, data base and input
beasage scheduling components have been modeled. The modular structure of the

IPSS model allows validation and verificaVpn 'to he performed on these compo-
nents. Some problems related to simulaTion of large information have been
identified. Current effort is directed towards modeling the message processing /
algorithms, Once this is accompligte4, validation, verification and experi-
mentation will be done,on the overall model.

t. G. DeLutis, J. E. Rush and P. 14,. K. Wong.

A MULTI -STAGE MUAtl-CRITERION APPROACH TO INPDRMATION'SYSTEM DESIGN

A multi-stage multi-criterion methodology was develo44ped for. the purpose

of. aiding in the design of information systems. As information systems
continue to grow in size and compleXitY1 these systems must be designed to
satisfy, simultaneously, system performance criteria and user service achieve-
ment criteria. This multi-criteriondesign dilemma was approached in Chid
research through a multi-stage evaluative methodology. Three stages were
identified: Stage i -- a System Evaluation Stage where the behavior'of the
information system being designed is modeled and measured; Stage 2 -- a User'
Goal Evaluation Stage where the performance of the system measured in Stage...1
is evaluated with respect to user oriented goals; and Stage 3 -- a Design
Evaluation Stage where the design is evaluated against all criteria -end design
vodifications if necessary; are made. The focus of this research was on the
development of Stage 2 including the formulation of multiple goal. programming
(MP) baied procedures to ,evaluate the information system with respect to
multiple criteria, the establishment of a formal statistical` liaison with Stage
2, and the interpretation of the Stage 2 outputs with respect to their use in
Stage 3. To demonstrate the practicality of this reseatoh, the developed
methodology was realized: system behavior was measured via the Information
Processing System. Simulator (IPSS), the user goal evaluation was 'made by MGP
besed procedures and the design was evaluated add redesigned through heuristic
prdsedures. This realizatiaa Was used to validate the underlying methodology
thibugh-a series of experimeneS where design alternative selections using Stege
1.analysis were, tested. The-result WAS consistently better performance than
random selections. Although this research was directed to analysis of informs,,.

tion .systems, if is also applicable to a broad range of systems, within and
Without -the realm of information systems, and with or without the particular
techniques currently employed in Stages 1 and 3.

T. G. DeLutis, J. t. Chandler (Sponsor: National Science Foundation, Grant
.

SIS75-21648

c
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ON-LINT PERSONALIZED BIBLIOGRAPHIC INFORMATION RETRIEVAL SYSTEMS WITH COMPUTER
-READABLE INPUT FROM A CENTRALIZED SEARCH SERVICE. .

...

A prototype on- e personalized bibliographic information retrievaA-

system with cothpufe ;read ble input from a large centralized search service was

implemented on a minicomputer for a.small target research group. Such a system

will aid the researchers in the management and use of their persoRplized files
which ordinarily are stored on 3 x 5 cards provided by the centralized service

/ frpm which the bibliographic data is retrieved. . Th addition, statistics

obtained from usage ofthe personalizpd compute'system will provide an
objective method of-evaluating the performance of the 'centralized search
service :' The prototype system was implemented to a NOVA 800 minicomputer
manufactured by Data GeneraiXorpora4on. Further reseatch is contemplated on

improved'mgthods of interfacing such personalized systems with the centralized
systems from which they are' derived, 'and' on the use' of such systems foi-

,performanceievaluation and improvemene'of the centralized systems.

Petrarca, J. J. Henry, J. H. Hsu

VOCABULARY CONTROL IN A#TOMATIC KEYWORD-INDEXING SYSTEMS

e

4

Typical auopatic indexing techniques, such as KWIC and KWOC, are beset by
sca'ttering Of information among the many'inflectional and derivational word-
forms describing each topic. The usual approach to the resolution of this
problem involves the tise of a manuallycoRstructed dictionary or tSeSaurus for
determining the preferred (or controlled) index term to be substituted for each
uncontrolled word found in the natura language text. ,The. approach taken 4,1a

this research[howeveinvoIves the development of stemming recoding algori-
thms td- create he preferred "index terms from the uticOntrolled terms on an ad
hoc' basil. TKe stemming operations aid in the recognition of conceptually
related keywords ky removal of_their inflectional and' derivational endings,
While the recoding operations create preferred index, terms by appending
suitable suffixes to each word root obtained from the stemming operations. The

stemming algorithm developed in _this research is based in part on 'rules from
previously reported stemming algorithms as well as on some indigenous rules

developed with ,the aid of forward and reverse lexicons prepared from a 10
6

token sample (7 x 10 4 type sample) derived from the naturaL languagnibtitles of

la. journal articles. The recoding algorithm-constructs the preferred index
term for'each concept by appending one of the suffixes removed from the set of
words containing the word rootl,for that concept. This approach precludes the
possibility of generating control words which are not yet part of the natural'
language vocabulary: The effectiveness of iaridus stemming algorithms Int-
vocabulary control is being evaluated by an objective and quantitative tech-

nique for this purpose (see separate abstrad) ,

A. E. Petrarca, If. S. StaLC-4

I
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INFORMATION ARALYSB ..

APPLICATION OF HARROVIAN AND BAYESIAN TECHNIQUES TO THE7IANALYSIS OF INFORMATION

Information in a management information system is being analyzed by
measurin4 the effect of information on the responses of a decision maker. A
methodolOty, is proposed for analyzing decision making which utilizes Markov
models.,and gayesian probabilities. The Markov model views the processing of
information as a sequence of proggoilistic events, each event representing a

particular state of the decision,maktr with 'respect to a system state.
Decision state transition probabilities, 'dependent on the immediately pre -

.-ceding stet-et indicate a level of information processing. Utilizing the state
definition of the Markov model, the application Of Bayesian probability
analysis resultri in a measure of the rate .in which the particular level of
information procesbing was attained by the decision maker. This methodology
has been applied in a study to measure the effect of different information
displays- in amanatemene decisiOn system. Results of this analysis.have
indicated'some implicationdto iiiformation'acquisitioR, processing, and utili-
ztitia as well as to information systems design.

.

/

R. Ernst, M. J. Lee

THE DEVEDOPMENT AND APPLICATIbN OF A TREORY OF INFORMATION FLOW AND ANALYSIS

The objectives of this National Science Foundation-sponsored research
.

program include the following: (1) to develop a theory of information flpw and
analysis; (2) to identify important parameters and variables in the information

=process which can be quantified and measured; (3) to develop relationships
akong the'variableayhich describe their-behavior and limitations; (A) to apply
this theory to specific practical situations, particularly those - involving
science information; and (5) to develop both simulation and experimental models

V
for quantification- and validation of the theoEy.

. *

./ .
vl

A generalized frdmewprk for developing analytical and conteptual rela-
0. tionships'invoiving the flow of information has been suggested. Our formula-

tion depends on the definition that information is data of value in decision-
making. A decidiOn matrix together with a value matrix are used to completely
define the entire decision situation. These tWo,matrices explicitly relate
courses of"actio4 to obserliable outcomes, values of thebe outcomes 'o the
decisidir maker (DM), and the states of nature.

,

'

Me define the impact that information has on reducing the uncertainty oft
the decision state as our measure of information. The uncertainty which exists
for any decision state is defined as a function of the mean square uariance 0
of the pfobdbilities of executing the various courses of action. The amount of
information in a data set, or message can be measured by computing the
difference in the amount of information in the d cision state after and before
receipt oft. the data. This.explicitty relates nfvmation to the removal of
uncertainty in the decision'-maker's mind abou which alternative, should be

T.
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'chosen. ,

(-
. .

. .

We are' further interested in the value of informatioh tp tite decision-
.

maknir;'we define this in termk of,how information affects performancperformance. 'Perfor- ,

mAhce.is measured as average predieted,performance, and is defined by a term we
pall decision maker, effectiveness; Using this term,. sae define the value of

.

. information in "a' data set,to bethe resultant change in decision -maker

,
effectiveness. " These two basic'measUres .of information (amount and valne)
provide .a basis upon which ve can construct a theory of information at .t.115,
effectiveness level. -

0
.

,
-. . C

In-order to examine, the validity and utility of our information,measures,
. a Cenral decision-making situation hasbeensimulated. This simulation.has

enabled us to begin to study the-relationship between information, learning,
confidence, and the effectiyeneas'of different decision7Makers. A learning

* rule has been developed for the updating of the-executional probabilities in
4 the decision matrix after each-trial. Modeling the actual decision situation

alio requires sompsort of selection rule Which the DM can invoke to determine

I his 'probabilities of selectingthe various courses of action: Our only
assumption, to allow almost full flexibility, is that the DM bases .his
probabilities somehow on. the expected values of,the alternatives.

, .

These information measures and related learning and selection, rules
provide the capability of simulating the flow of information fully, including
eicogenous and feedbaci data. Further measures are derived 1.ich include
derision -maker average performanCe and decision-maker expected performance.
With this framework, we believe that we can accurately,desCribe the use of
information in an effectiveness sense and the role of information in'the total
decision process. .

Continuing research involves establishing relationships among these quan-
titips and the significance of ,each to the information flOw process," We are
seeking generalized information relationships in an effort to-establish-funda-
mental guidelines for information flow, analysis, storage, and processing. In

addition,'we feel that generalized rules for making decisions under various
conditions a decision calculus will emerge from this model as well. We are
planning to apply thistheoretical development to practical situations and
indicate how the quantities can be defined, measured, and used in a c,,actical
way. In particular, we are developing, examples using a bibliographical
retrieval system, a productionColtrol situation, and a general economic MOdel.

Rose -LG. Abilock -(Sponsor: National Science Foundation GN
41628 sand DSI 76-21949)

C
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IV. LINGUISTIC ANALYSIS

,

. ,

AUTOMATIC GENERATION OF SYNTAX-CONTROLLED TRANSLATORS

We give 0 algorbihf which, given two context,free phrase structure
'language definitions,, Dr anr_D24 will Produce a program-which peiforms a
syntax-controlled transiatio& froth' 1.(DI )'to L(D2 ) if and only if such "a
trafislation defined by DI and'D2exists. We prove that, even for many trivial
cases, the problem of constructing such a program is prOvably in actable.
Research.is continuing to 1) identify just how complex this pro em is, 2)

identify significant classes of languages for which the problem is tractable,
and 3) develop heuristics to aid in solving the general problem.

H. W.. Suttelmann, D. Perry "(Sponsor: United States Airforce Office of
Scientific Research. Grant 75-2811)

''tett,
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DEVEPPMENT OF A METHODOLOGY FOR NATURAL-LANGUAGE MACHINE-CONTROL ELICITATION
EFERIMENTS

The objective of this work is. the development of materials and procedures
to assist in the determination of the commands that humans prefer to use in the
realltime control of machines. turrentefforts center on the design Of a tool
for the simulation of a machine-contol environment. We will essential*
envie two CRT's in communication. We currently are considering applying ou;,
wo/4 to the design of commend languages for text-editing systems with speciar
aphasia on large, powerful systems. .Within our simulation environment the
experimental subject will think he is using a texi7editor,-when in fact, he
will be communicating with another hymen., The user will be under the
impreStion that the text-editor is completely flexible. Therefore, the set of
commands he gives should be indicative of the structure that a human-factored
test. editing language should have:**

N.R. Sondheimer J. Webb ,

. '

A FORMAL THEORY OF THE SYNTAX AND SEMANTICS OF PHRASE-STRUCTURE LANGUAGES

if9rmal definition or a context sensitive semantics Lor arbitrary phrase
structure grammars, called a phrase structurersemantics, habeen developed.
It is a model of the following semantic philosophy: (1) it is phrases which
have meaning, and (2) the meaning of a phrase is a functionof its syntactic
structure, the meanings df,Lts constituents, ind its semantic context. A pair
(G,.$ ) where G is a Phrase structure grammar and S is a phrase structure
semantics; is called a phrase-structure fanguage description. The language of,
a paid is the, set of all pairs 4440 such that W is a sentence of the grammar and

ti
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m is aeon- empty) meaning assigned to W by the 'language definition.'

. We prove the following results: the sets of'senten es and the. sets of
.meanings of phrase-structure languages are justee404cg....aets. gverysphrase-

structure language has a description using'a regular grammar and icontext free
semantics. For 'every description V with an unrestricted grammaY and context
sensitive semantics there is a description V' using a context free grammar and
contexte.emanticd such that L L( D'). 'Furthermore, V'and te are
strongtreVivalent" in the sense that de phrase trees assigned byf' to each

sentence are just the skeleton trees of the'phrase structures assigned by V to
the sentence. The notions of "Weak" and "strong equivalence" are extended to
semantics' (if two descriptions are strongly equivalent in a semantic' sense',
then, he structure of their semantic functions is.identital

et
-- in a progrAmming

sense, the same programs Can -be used 'to compute themeanings of the same
sentences). In this sense, Pend II! are not strongly equivalent. However,

,ff V has a context free semantics, then V and V' are semantically strong-
ly eqUivalent.

H. W. Buttelmann
/5-2811? .

(Sponsor: Air For Office of Scientific Research. Grant

IP

PROGRAMMING EFFORT AS INFLUENCED BY LANGUAGE FEATURES AND PROGRAMMING METHOD-
OLOGIES

Recent investigations into the static structure of algorithms has provid-
ed evidence which suggests that the mental effort. expended by a programmer in
writing a program may be estimated by utilizing quantitative measures of the
final code. Research is being conducted into the effect of various language
features and progriimminemethodologies on these software-science measures used
in eslimatihg programming effort. results have been obtained in an
etirlYsisoofIthe effect of the reduction of common subexpressions-on program
voluqd. An exprei3sion involving the token-type ratio, the number of types, and
the common subexpres ion length has been derived which predicts how many common
subexpressidn repet.riions are necessary before their replacement will result'
in volume reduction. This line of research is continuing with studies of the
effects of different .contr'ol' structures and the effects of structured vs.

4"ttstructured programming on the relevant measures. The continued goal of this'
work to aid in the development of languages and methodologies which will
allow-programmj.ng'to bean easier and more reliable art.

meten, L'Baker

4

_SEMANTIC PROCESSING STUDIES FOR 4TURAL-LANGUAGE UNDERSTANDING SYSTEMS

We are investigating methods of performing semantic interpretation in
natural-language understanding systems. The question under investigation is
whether syntactic and semantic processing can be merged. We previously
developed a semantic processor., SPS, that depended on syntactic preprocessing.
tfi,working on this system, we noted numerous similarities between semantic and
syntactic prpcessing. Two alternative Vttempts at merger are being'pursued.

.- I 4
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First, SPS is being further drlope-d ,in order''to clarjlfy exactly what
syntactic processing is necessary for its operation, Current efforts center on
justification of this approach by direCt comparison with thol34 approaches that
claim,to ignore syntax altogether. Secondly, the Augmented Transition Network
(ATN) model for syntactic processing is. being extended to incorporate as many
Semantic processing featurer-as possible. This has lead to a language
processing unit for the Natural Language Graphics project heretit Ohio State

" University Current effOrts center on integration of methods for processing
deviant .sentehces within the standard ATN grammar

N. K. Sondheimer, S. Kwasny

. . ,

SEMANTICS OFDISCRETE COMPUTER SIMULATION MODELS AND ANALYSIS OF STABILITY

The semantics df a discyete computer simulation model can be taken to be
an initial value problem, of an ordinary differential equation. Once the
co9nection between the formal syntactic object .on the one hand, and 'the

-maihematical object on the other hand has been realized, properties of one
object can often suggest properties of the other.' In particular the robustness
of &simulation model, how stable it is as parameters vary', can be _studied by
studyin&adhe stability of the differential equation, a topic that possesses a
vast amdUht of literature.

A connection can also be made totdifference equations. Finally,,,an
interesting new program semantics_ tool is used: ehe restriction of the syntax
of a program in order _to make the behavior. of the program tractable.

D. Moore

TRANSLATION OF ARBITRARY PHRASE STRUCTURE LANGUAGES

We define translation, on phragg structure languages and consider a
. particularly appealing strategy for translation,°which we call "syntax-con-

trolled translation. (We Jiave avoided the term "syntax-directed" because it
has had differing uses In the literature.) We prove the followinvresults:
Every computable translation is definable as a syntax- controlled translation.
For two arbitrary descriptions Dan D', it is undecidable whether any syntax -
controlled translation ffom L(D) tO-1.(V) exists... We give an algorithm which,
given two arbitrary descriptions V and V', will halt and'pwoduce the definition

''.(program) of a syntax- controlled translation from L(0)to L(Y) if and only if
such'a translation definable by V and V' exists.

Syntax-controlled translation requires no semantic computation at trans-
late time (for which one pays a dear price in the time required to generate

-.syntax-contiolled translators). To produce the ,smallest bet of 'target sen-
tences such that each-cirget sentence has at least one meaning in common withrN
the source and such that 111 translatable meanings of the source are.represent-
ed, translation time is bound61 above by'

U (kIk2
n) (k2n).`)e6

C
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where n is prsing time, 4) is the time to check

for semantic invalidity, n is input sentence
constants. For a syntax-controlled translation
sentence having a meaning in common with the so
is Bilunded by

.

and if there to semantic

n t Oen,

deviance,

n 4 4.

H. W. Buttelmann, R. Frishnaswamy, (Sponsor:
Research. Grant 75-2811)

0
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i

syntactically yalid sentences
lengtli, and kf and k2 are'

which produces 4 single target
sentence, translation timeInce

<If

Air Force Office of Scientific
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CLOSENESS AND REFORMULATION: TWO COGNITIVELY -BASED IDEAS FOR'PROBLEM-SOLVING
C

.

i.,TheapproaCh to problem-solving that we are investigating has
.

two compo-
nents: closeness and reformulation.46The closeness measure is a cognitively-
based heuristic function, and refoimulation provides the problem- solver with
new waysiof looking at the goal and is mediated by the closeness measure. We

have applied the proposed ideas to many problems that have traditionally been
used to test problem - solving ideas.

, his research is based on the view that at ikle very base-of any problem-
solving activity there is a cognitive component._,)The various problem-solving

Apes sdpb as search, plpning.and pioblem-reduction are not` independent,
disjointed* 'activities, but wqrk in a coherent way, mediated by input from
cognition. A task of any problem-solving-theory is to uncover this cognitive
role, which tends to be hidden under the accumulation. -of a number of high-level
heuristics.

_4.....:

B. Chandraselcaran, F. Gomez (.
Sponsor: Air Force Office of Scientific Re-

search., Grant72-2351) _

.

-

FINITE mgmoRy DECISION TBEORY

In this research-we continue our investigation_of the effect of finite
memory constraints on some Problems in decision theory. The approach is to
restriat the memory, measured inhits, for storing the statistic on which the
decision are based.. Equivalently, the decisiOn maker may be viewed as a
-1.inite-Tstate automaton. Such a_viewpoint is important to computer scientists

ylbecause ultimately the statistical schenes must' be implemented by digital
'computers. The results are also of interest to engiheers faced with the
problerps of designing electrical signal detectors. and adaptive controllers.
The design of optimal finite memory rules has. been explored for the following
problems: multiple hypothesis testing, compound hypothesis testing, and She
two-armiadbandit problem.

The problem-of.finding a tight lower bound for 19(.10, the prqbability of
error, _for an A-state automaton while testing K hypotheses foF K > 2 has

remainedcopen while the case- has been solved. It isihown tat this is a
result of the multiplicity_ .Of constraints in realizable automata and the
aifficulty-in:d4ermining and th %n incorpoiating them all in a setjof inequali-

ties satisfied by the error probabilities. ,Ift,t,nontrivial lower.bounds can be
constrpctiedon,the basis of which close-to-optimal automata can be constructed
for iymmetric problems, and problems on Bernoulli observation space. For

example, a sub-optimal scheme is exhibited for the Bernoulli 3-hypothesis
testing-that requires at in6si one extra bit of memory, independent_ofproblem

3u
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'parameters, to match the performance of the optimal m-state automaton. In this

sense, this automaton is cloaerto optimal. '

4 4'
The compound hypothesis problenifor,the case'of Bernoulli random variables

is solved. Several compound hypothesis testing, problems involving the biases

of-two coins are also solved. A non-Bayesian.formulation is'acfopted to avoid

arbitrary assumptions on prior probability distributions. In all, cases the

automata demastrated are not just minimax but also pos'sess some additionaL-
Optibality pkopelties. Optimal automata reitaierandomization. Deterministic

automata that are close to optimal id two bits of memory are demonstrateL,

The aboveresults on compound hypothesis testing are also'applled to the-

two-armed bandit. problem where, .given two, coins with unknown' biases, thil

uobjective is to conduct an infinite sequence of tosses so as to maximise the'

proportion of heads. It is shown that providing th'e exact information-on the

bias of one of the coins can save at most one bit of memory. Optimal randomized

schemes and a close.to optimal deterministic scheme are exhibited.
r

,B..Chandrasekaran, K. B. Lakshmanan (Sponsor: Air Force Office of Scientific

Research. Grant 72-2351).. \

FORMAL THEORIE4 OF DATA OBJECTS j
"In 'thb formai.verificationof programs it is usually necessary to reason

about the data object of the prOgram, and the primitive functions atid'predi-

=cates defined over these objects'. In partiq'ilar a proof of program correctness

often involves an assertion of-`the form P -P Q., where P and Q are assertions

'about the data% It is essential to have a formal theory of data so that such

proofs can be properly, dealt with, $.

1

When a formal theory is proposed, several question's arise concerning the

consistency arid, completeness of the theory and the relations 'between 'the

various mode's for the theOry. This-research deals with a formal, first order:

many sorted theory of linear lists and addresses these questions i detail.

p. Moore, B. .Russell

K

4-

GENERALIZED ORTHOGONAL REGRESSION IN:PATTERN RECOGNITION`

A paper With the above title, which includes the work reported last year'

and some extensions of it, has been accepted on the piogram of the Internation-

al_gonference on Systems Science and Cybernetics., Washington D. C.t., September

19-21, 1977. The text has been sent off and will appear in the conference.*

proceedings. The basic idea of the paper is first, that,statistiCal pattern
recognition should not use.standardregresSiOn procedures uncritically (.,g.

y-on7X regression for least squares straight line data fit or pattern recogni-

"tion) because they ignore specific knowledge of the pat n itself, and often

make arbitrary indefensible choices (e.g. x-on-4,regre ion give4 a different

line than y-on-X and is no less legitimate),-and secon that the proper kind

1'
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of regression is orthogonal to the kindof curve to be fitted or "recognized". -
The paper establishes a basis for a new general theory. Several, promising new
directiOns for further research have also been uncovered imcluding (a) connec-
tion2 with problems'in the calculus of variations, thrrelations to Wiener
statistical filter theory, (c) a suspected tie-inwith the study of time.'

series, via ergodic theory, where the ensemble average (in configuration space)
is the maximum, entropy (or maximum likelihood) estimate of the "cleaned up"
patterns, while the corresponding time series `message" represents the action of
the pattern-generating temigroupofoperators.

J. Rothstein.

t

(GRAMMATICAL INFERENCE PROBLEM

The problem of grammatical inference for regular grammars can be so ed
algofithmically and has application in syntactic methods for pattern recogni-
tion and in pkogramming language design. Given a set of strings, S, frm the
target language :L, the, algorithm first constructs a minimal grammar Q, to

g erate exactly S. In searching for a grammar forL , the algorithm effective-
prunes' a latticelconsistiog of all grammars produced by merging nonterminals

f M
0. Two such grammars from ttte lattice are considered in order to find a

.

.

string x which
into

/,generated by exactly, one of the two. The lattice is

partitioned into two parts, those grammars which generate Xand those which do
MI, not. Using an oracle, or teacher, to detepthe whether y. :-. L, the algorithm c

then eliminates the one part of the binary Iartition containing grammars which
can no rongec be considered as candidates for L. This process at each step does
maximal pruning of the lattice using the information from the oracle.

4

. .

The solution has been extended to inference of context-free grammars.
Thig problem cdanot be solved--51I4ithmically only due tot the unsolvability of
theequivale9c0 problifa for context-free grammars. A solution is produced in
the limat to, circumvent this-problem.

It teas been further shown thatjthe grammatical inference problem is
Space-hard, and even for one letter alphabets, is NE'-hard. Yet the Problem is

known to be. bounded by 2 , where n is he number,of-Seates'Of qc, Work is,
con=ing to further delineate the complexity of this problem and to devise
opt' 1 algorithms.

L. I. White, D. A. Marik (Sponsor: Air Force Office ofScientificReseareh
Grant 72-2351)

KNOWLEDGE -BASED VISUAL IMAGE UNDERSTANDING

'Work in computer vision has largely revolved around the use of micro-
wonlds to reduce the complexity of the vision problem. This approach has the
disadvantage of encouraging specializedf techniques for image understanding

\ . /
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which are not applicable to other domains. A developmental approach to
tomputer Vision is, proposed which enables the investigation of issues common
to all vision tasks. Initial restriction of the image instead of the world has
inspired/ the design Of a domain7ifidependent representation and control struc-
ture for knowledge-based visual image understanding. In the proposed vision
system, an image is first abstracted and reprgfented by-a symbolic description
composed of visual primitives. The next level of representation is built of
modular chunks of et.imitive knowledgerepresenting'visual cues which associate

''configurations of visual primitives with possible interpretations,. Knowledge
,manipulation units (or experts) are then used to interpret the visual cues.
Finally, a control structure is being developed to mediate commdnication
between the knowledge units and to effectively separate the representation of
primitive knowledge from-its use. An implementation of the proposed visual
image understander is planned and extensions to the current design are out-
lined, prdviding a basis for future .vision systems capable of understanding
more complex images as the image restrictions are gradually relaxed.

B. Chandrasekaran, B. Flin.chbaug, S./Mittal (Sponsor.: Air, Force Office of
Scientific Rese'arch. ctant-72-2351)

LANGUAGE DESIGN FOR KNOWliDGE-ENGINEERING

This research is focusing on Some fundamental issues in knowledge-based-
programming, within the framewOrkof an image understanding system. A language
is being developed to provide a two level representation-for knowledge. One
leveN for representing small modular chunks of largely problem-independent
knowledge, and a second level for task-related knowledge organized into

`experts'. It is our philosophy that general knowledge about a domain in the
form of facts, associations and,heuri-stics should be represented in such a way
that it can be used for different purposes like learning, p?oblem-solving and
questiolvanswering. Thus our focus will be on a representation which can be
delinked from specifiC uses of the knowLedge. An important issues is, of

,course, deciding what knowledge belongs where.

A major effort_is being made to design flexible, control structures, both
for data-driven and goal-directed control, so that experts can be written to
use the domain knowledge in building intelligent systems. Mechanisms' will be

provided for communication between experts, based on some characterization of
'their expertise rather than on the identity of the experts themselves. , A
related issue is the design of a common *data store, which will be used for
problem description; intermediate hypotheses and possibly communication be-
tween experts.:- .440

B. Chandrgsekaran, S. Mittel, B. Flinchbaugh, B. Russell '(Sponsor: Air Force
.Office of Scientific Research: (Grant 72-2351),

NATURAL.LARGUAG? GRAPHICS SYSTEMS

Thi's research concentrates on the feasibility of constructing a piactical
'graphics system for use by uytrained users. A pilot system has been designed.

33
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and built to investigate graphical, linguistic, and organizational issues. The

system, which is restricted to the domain of lines, points, and circles, allows
textual and tquch. input, and textual and graphical output.

We believe that successful interaction with a system is dependent on the
"naturalness" of the modes of communication, both to.and from the system. The

first phase of our research concentrates pnNatural Language input and Graphi-
cal output, This will be extended to include If in both modes. Such

interaction is feasible only if the system has a large amount of knowledge,
both about language and pictures, and about the relationship between them. Our

investigations center around designing an appropriate subset Of English,
constructing an,analyzer for that subset, determining the knowledge which is
required by the system, and structuring that knowledge in a way compatible with
its linguistic and graphic components.

A goal of the project is to allow graphical information to be used in the
interpretation of linguistic forms and semantic inforimation to be usedin the
interpretation of graphical structures. In addition; the stored knowledge
should be able to support the'formation of either graphical or linguistic
output in response to commands or questions. Achieving these goals Should
facilitate man-machine interaction.

As part of the project, current programs and structures in area
Computational Semantics, Computer Graphics, and Knowledge Representation are
being considered with the intention of isolating suitablestructures and
techniques or identifying the need for new ones. Analysis of hypothetical man-
machine dialogues, and our experiences with the pilot system, have led to a
better understanding of the 'degree of interaction between forms of knowledge,

rand of the possible organization of the knowledge. 'Suitable domains for use in
the. deveppment offuture systems are also being considered. '

It is not the major purpose, of this research to develop totally new
methods in Artificial Intelligence, Natural Language Processing, or Computer
Graphics, but instead to integrate previously unmarried techniques in those
areas. Hdever; several unsolved problems have already been uncovered which
has added impetus to the research.

B. Chandrasekaran, D, C. Brown, H. W. Buttelmann, S. C. Kwasny, A. P. Lucido,

H. K. Sondheimer .

THE REPRESENTATION OF

S.;

KNOWLEDGE FOR A NATURAL LANGUAGE GRAPHICS SYSTEM

.

This research is concerned with the design of a Knowledge Base component
for a computer graphics systeJ with both linguistic and graphical input and

niques for representing graphical, linguistic,
n a manner which will allow any cpmbination of

of generating an output from the system. The

work is, dfiected towards the representation of objects rather than of events or

actions.

output. It concentrates on to

and other forms of knowledge
these to be dsed'in the proces

The rocess of selecting appropriate information from the knowledge and

.1 1
,..-
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processing it into either graphicalor linguistic output is being investigated.,
This involves finding suitable

pictorial
for the various, stages of!

processing -- from conceptual to pictorial for example. General degcriptions,
of ,classes of objects are used with additional information from the user, to
form iepresentations of particular objects. These.are then mapped into a form

(usable by a computer'graphics em.
A

a

B. Chandrasekaran, D. C. Brown (Sponsor: ,French Fellowship)

is";-"

SPACE-TIME ZONES: REPRESENTING THE MEANING OF SPATIAL AND TEMPORAL REFERENCE

A ,

Being considered is the representation of the semantic structure of
spatial and tempofal references in English sentences. Both the predicate
caleulus and semantic nets are being used as representational formalisms. That
temporal reference is made of. only events, and states of affairi is well
accepted. We have previously shown that the saiae can be said of, Spatial
refereMce. Now being developedds a merger of these representation methods in

za uniform representation called."space-time ones", These structures will show
the location of events and states of affairs in space and time together. Most
spatial and temporal references will make reference to the separate components.
But such references as motional and directional spatial references will
consider%the two aspects concurrently.

N. K. Sondheimer

STkAIGHT LINE PATTERN RECOGNITION WITH CELLULAR AUTOMATA

Work initiareelast year has progressed satisfactorily and is expected to

be incorporated into a dissertation "Parallel. Processing and Statistical
Pattern Recognition on Bus Automata"., The current status is essentially as
follows . 'With the cells of the automaton taken as squares of a Cartesian
plane (coordinate "paper") and data points presented as signals to the cells on
Whose squares'they fall, we fit the statistically "best" straight line by
orthogonal regression. Parallel routines have been devised which perform all
the'required computations immediately in practically all cases. These include
statistical as Well as arithmetical calculations.

J. Rothstein, J. }(ellby

I
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VI. INFORMATION PROCESSES IiiPHYSICAL, BIOLOGICAL. AND SOCIAL SYSTEMS.
c

AN ANALOG/DIGITAL' INTERFACE ALLOWING ON -LINE ACQUISITION AND ANALYSIS OF
PHYSIOLOGICAL DATA

An Analog/Digital Computer System was designed to allow direct: on-line
analysis of several paratheters associated with Respiratory Physiology. Analog
Computation is performed ateehe experimental site using calibrated transducer
signals indicating ventilatory movements. Breath-by-breath analysis in real
time is possible by a parallel` processing of the transducer signal by the
Analog/Digital Computer combitiatiOn. The Analog program generates pulses at
important events in the ventilatory cycle. The transducer signal and the
pulses are monitored by'a PDP-12 digital computer located off-site and linked
via hard lines. The digital computer completes the analysis by indexing the
breaths apd calculiting the important intervals and yolumes. A versatile
statistical package haabien.developed to help in the analysis of tie data.
This system of information processing also has applicability toward Cardiovas-
cular Physiology for studying Pressure Pulse Period and Amplitude

K. C. O'Kene, D. St/One, R. D. Tallman, J r.

Cr
t.

AN AUTOMED-tYSTEM FOR'HORPHOMETRIC ANALYSIS OF CELLS

Medical morphometry is the study of the measurement of size and shape of
organisms. Traditional'manu41 methods for,morphometric analysis of micro-
photographs of.cells. ate slow wand tedious. A computerized system is proposed
for the automated analysis of such images. Techniques include both statistical
point.jcount techniques on individual two-dimensional images and the construc-
tion of three dimensional models from adjacent tissue cross- sections. Problems

o

of adequate resolution are attacked by computer merging of overlapped photo-
graphs of a tissuevross=section and the optical enlargements of cell subcomp
nests, such as the nucleus.. Trade-offs between memory requirements and
accuracy are addressed. The target syste6 will permit rapid derivation of
volume, surface, and spacial aistribution of all components. Such a system
will be,useful as a research tool and as a diagnostic test for some diseases
such as'cancer. Typical applibations include identification of cell patholo-
gies ak, a result of chemical or mechanical stress.

K. C.04Kane, E. A. Haluska, D. J. Lim (Sponsor:
Grant LH 00159)

ilationll Library of Medicine.
s

.COMPUTER ANALYSIS OF SPINAL CORD BLOOD FLOW DATA

Rdgional blood flow is often peed as a measure of spinal cord function in
laboratory experiments. An interactive PL/1 program has been-developed in
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I.

conjunCtion with the Neurosurgical Research Laboratory to facilitate calcUla-
tion of this quantity by radioisotopic means4SC labeled antipyrine). Dye is.
injected into the vena cava of monkeys, afid'monitorea with a denaitameter.
Discrete point readings from the densitometer amthen entered into the program
to reconstruct the curve, and an integration is .perfarmed to determine the
cardiac output.

Measured counts per minute framia gamiba scintillation counter dre entered
into the program fol. control, blank and tissue tubes. The program then
calculates tissue isotope concentration per grim of tissue from the derived
disintegrations per minute (DPM). A summary printout of blood flow at each of
31 separate spinal cord and brain sites iS then provided. This program has
proved to be extemely useful to the Spinal Cord Injury ,Center in their
investigations of mechanisms of cord trauma, and has,eliminated dermal est9>
tion of the viability'of the tissue:

K. C. O'fCane, B. R. Pflug,

A COMPUTER PROGRAM, UTILIZING NUMERICAL TAXONOMY AND DISCRIMINANT ANALYSIS
TECHNIQUES FOR CATEGORIZATION OF HIGH RISK PREGNANCIES DURING THE FIRST
TRIMESTER -

A computer assisted method for categorization of pregnancies during the
first trimester of pregnancy (the first 13-14 weeks) is proposed. The method
applies numerical taxonomy and discriminant analysis techniques to numerous
results from the laboratory, physical findings and historical information
collected during the first trimester of pregnancy. The application of these
techniques allows for categorization-of patients into two major categories:
those who will have a normal pregnancy, and those who will become or are at high
risk. The idedtifttation of these nigh risk pregnancies will allow for more
extensive and carefulfollow-up. .The method will bye applied to prenatal data
froM approximately 1500 patients.

K. C. O'Kane, E. E. McColligan (Sponsor: National Library of Medicine.' Grant
LM 00159) ti

o

,A COMPUTER SIMULATION OF MAIWAINING TOTAL HEART LUNG BYPASS FOR BASIC EDUCA-
""TION

An interactive computer program was aut red in IC to simulate n rmo-

, thermic total heart lung bypass. The instruc or'may initiate
.

normal or
disrupted set of arterial and venous pH's and b ood gases with accompanying
plasma bilarbonate base excess and hematocrit. e student then enters the
conversational program and manipulates the simulate tient's pH's and gases

_back to normal ranges by altering variables suth as oxygen and carbogen gas
flows, blood flow, hematocrit and -plasma bicarbonate level. Mathematical
statements were created to predict the "partial pressures of oxygen and carbon
_dioxide employing,a physiological model. -Other blood gas constituents were.
predicted with existing formulae. The simulation is flexible enough to mimic
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oxygenators and patients with varying levels of oxygen

K. C. O'Kane, J. B. Riley (Sponsor: National Library of Medicine. Grant LM
00159)

7

CONTINUOUS MONITORING OF'CARDIAC OUTPUT BY TRANSTHOAACIC IMPEDANCE

The goal of this research is the continuous monitoring of cardiac output-
by the transthoracic impedance method. Continuous monitoring using transthor-
acic impedance is presatly impractical due to the noncardiac related signal
contaminants. These contaminants are primarily respiration related and signal
noise.

Digital frequency domain techniques are being investigated to clean the
impedance signal. The frequency spectrum of the transthoracic impedance signal
in a group of clinically normal males-has 'been characterized prior to the
application of more sophisticated frequency domain techniques. This frequency
analysis was performed u ng an interactive spectral analysis program. Future
effort will be directed td spectral cleaning by frequency domain regression on

(noise and truncation of Fourier series.

K.. C. 01/Kane, J. W. Smith (Sponsor: National) Library of Medicine. Grant LM
00159)

f.
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VII. MATHEMATICAL TECHNIQUES

''BINARY STRINGS AND GEOMETRY

Last year under the title "Binary Strings &'Topology," emphasis began to
shift to therelation.between'a geometric reality and the formal languages used
to ciscribe them, i.e., the'translation problem. This year th'e converse problem
of multiple geometric realities describable by, the same formal ringuage was
addressed by means of a specific case. In particular a binary language earlier
devised for straight lines was investigated anew in art attempt to devise one
for parabolas. Such a language, for the cartesian plane, was found, but it
lacked the transparent logical, structure of the-original .straight, ine lang-
uage. When a transformation from cartesian to confocal arabolic coordinates
was made, hosiever, families of Cbnfocal coaxial parabolas ad the same codes as
a gamily of parallel lines in the original cartesiaq coo inate system. This
is but one of ,an infinitude of similar cases where conformal mappings of the
plane transform straight lines into general analytic curves (the conformal
group is a vex,/ important subgroup of the group of topological mappings with
many applications in-physics and engineering). The possibility of solving
problems in those areas by parallel computation on bus automata has now become
realistic.

30

4 ,

J. Rothstein

CLASSIFYING-HARD PROBLEMS THE POLYNOMIAL HIERARCHY, - 7/
We have demonstrated several techniques for shting that many optimiza-

tion problems:including the symmetric Traveling Salesman Problem, the Chroma-

tic Numbet Problem, and the Maximum Clique Problem are in e.gci\he Polynomial
-''

Hierarchy, and not in-VP or co-NP unlessW;=c0NP .__ This indicates that we need
both positive and negative'information from,bhe oracle in MP to solve Ehbse
problems in deterministic polynomial time, if NP/ ca-W. These results tan be

.

Pextended to the Ak leveL'of the hierarchy for all k>1- c*-

-7 . , ?' ,

A problem pf some interest and importance is to determine whether Aq is(determine.
a piopei subliaThpf I'S 4. The Most,obvious approach la to generalize some
probledi like PRIMES. However useful notions of generalization are not avail-
able, and thus their puciperties are not well studied. We are tryingto fill
this void. ,

D.'Moore, E. W. Leggett
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0/ DELETIONS IN ONE -SIDED HEIGHT - BALANCER TREES
4

A one-sided height-balanced tree is a binary tree in which evefy node's
right subefee has a height which is equal to or exactly one greater than the

.heigkt of its left subtree. It has an advantage over the more general AVL tree
in that only one bit of balancing informatiOn is required (two bits are
-required for the AVL tree).

It is shown that deletion of an arbitrary node of such a tree can be
accomplishedAin Oilog n) operations, whereh is the number of nodes in the
tree. Morepver, the method is optimal in the sense that its complexity cannot
be reduced in order,of Magnitude. This result, coupled with earlier results by
Hirschberg, indicates that of the thiee basic problems of,insertion, deletion
and retrieval, only insertion is adversely affected by this modification of an
AVL tree.

9
S. R. Zweben, M. A. McDonald

DESIGN AND ANALYSTS OF EFFICIENT ALGORITHMS FOR UNCONSTRAINED MINIMIZATION -

One of the (-most successfyl classes of. algorithms for 'unconstrained
minimization is the hybrid methods which consider the a'adient direction Of the
objective function, the quasi-Newton direction .or a convex combination of both.
An efficient hybrid algorithm has already been developed whichuses Davidson's
1975 optimally conditioned update to generate the quasi-Newton direction. Test
resulteon 4 standard functions have been veri-lromising and re-search will
continue to reduce storage requirement, make the algoritkrm even better and
analyze its convergence behavior.

.H. H. Mei

'NUMBER TREES, SEMIGROUPS, AND FORMAL LANGUAGES

The 0-tree has continued to monopolize the time available for this-
research (the 4 -tree is a directed tree whose ,modes are labeled by all the
positive integers, with a directed edge from II/ to

1
iff-A

Y
(1/4( ) =' 0 is the

Euler funCtion): -The concept, of the " Oeight" of integer on the -tree, h,
was introduced, along with the classes H(h) , the number of integers of height
k. We define h as the number of iterations of needed to reduce an integer N
to 2, h=h(N). The function H(h) is an irregular number theoretic- function, but
it goes to infinity with h"approxirnately'r expopentially. We have proved that

multiplying an 'integer by 2 raises its height by k if it is even, by O-13 if

is odd, that the smallest even numbet of height h is 211 +1
, so that, all

1
ynumbers of H(h) smaller than 2

h *
are Odd. The q-tree-is "almost isomorphic"

to an infinite d.tmber of its .sub-trees; more explicitly note that for all
n

,integers 31 the aubtree of integers 2 N, i.e., the integers' with heights
uniform-1.y increased by ,n1 we have ,preservation of all edge relations. The
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. A I
meaning of av"almost" is first that the ad le- es of the original tree are

;

represented by their co-4) doubles, an&second, primes of the form 2
n
44-1, which

are lea46 of the new subtree, must feed into PM even though N is a leaf, for
odd hr, of the original

01- J. Rothstein. If

SELF-SOLVING' QUASIGROUPS-
4

The-practical possibilitie's of these systems for cryptographic purposes
wereexplored, culminating in the work abstracted under the title "Parallel
Processable Cryptographic Methods wfth'Unbounded Practical, Security" to which
the reader is referrell for additional information. Self-solving quasigroups

are sets closed under a nary operation (which we denote by concatenation)

satisfying ak=7-c. implies at bc . The only'groups with this_ property have been
shown to`-be direct Irt5ducltil; of cyclic groups of order 2. A sglf-solving
quasigroup Can he associated with- an arbitrary group (G, *), where * is the

binary operation of the group, by defining ab = c
1
,yhenever aib =C. Many

self - solving' quasigroups exist not related to in this way (e.g. Steiner

quasigroups).

0. 3. Rothstein
4

' TREE PERMUTATIONS

. .

There areseveral classes of permutations of d distinct eaementa which
have niee relationships to binary trees containing n nodes: For'example, if p
is a permutation of d'distinct elements £4...d, then' -the number of with

permutations for which there is no sublequencep.pj ,pf.
it

of P.such that pc<p
1...
<p /is

R. jf
.

exactly the number' of binary trees containingn nodes. ,Moreover, the same

result holds for any permutation of p.p., and p
k
inie condition np <P.<PP:

i
, k. 4.

For four of Mtse six permutations, the correspondence ca.n%begivgn using well -

.knownlalown methods of binary tree traversal, But the two permutations l'p..(p.<p"
.,. 4.. k

_

and up <p .<p." do not have such a simple, direct,correspo ence.-
j ,c. ,

- -

i,*
,

. r
. 4 .

. .

.

Anp/gorithm is developed which appears,togive a direct relationship for
,ehi iattr using the natural correspondence of binary trees to forests. The

algorithm ii being refined and a proor,of its correctness investigated.
4 ._ .

2weben !'
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VIII. SYSTEMS PROGRAMMING

v

CHARACTERIZATION AND EVALUATION OF DATA BASE SYSTEMS
fi

11-ata base system performance depends in large part on the infaimat.ion
'struoture of its data lase and upon the characteristics-of the user generated
'query stream. The goals of this'research are:

1. o develop procedures for - characterizing the information
and user query stream of data base systems, and

structure

2. To develop measures for ilating the performance of data base
systems as .a function of the ormation structure and -user query
stream characteristics:

,

A procedure called attribute analysis has been developed to characterize the
information structure. Another procedure for chardcterizing the user queries
in terms of relational calculus type of expressions has also been develmed.
The methodology is being implemented using the Information Processing System
Simulator (IPSS). The methodology will be applicablein the performance

.. evaluation both conventional information retrieval systems and. 4
ua on of convenona ormaon storage an re

relational data base management systems.
s ,'"

,

T. G. DeLutis and P. M. K: Wong (Sponsor: Natiocience Foundation. Giant
SIS-75-21648)

A COMPUTER HICS SCULPTORS' STUDIO

7 ,

A. major problem in three-dimensional computer grapWics is that of making
available to the computer descriptions (or "models") of complex objects in a
form suitable, 42F various graphics manipulations. In this research, we have
atkidd at creating ajsculptors' studio-Aike environment in which the "sculptor"
ciiecreate complex threedimensional'ahjects in the, computer, as if molding a
piece of clay in the machine. This calls for an array of techniques to be
implemented and available at call to the user: scaling, slicing, gouging,
joining object's, tutting one object with another 3-D warping and smoothing.
,The emphasis throughout is on naturalness and habitability.

Another important aesip consideration is compatibility with animation
requirements. We_havt'also added abilitysto specify color for the objects and
the syitpm is interspaced with a video display. A number of complex objects
shave been created 'and animation sequenceS have been made.

B. Chandrasekaran, R. Parent ($ponsor:
Grant DCR 14-00768)

.v)
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COMPUTER SECURITY, PRIVACY AND PROTECTION: 'A CROSS-REFERENCED, ANNOTATED'
BIBLIOGRAPHY

The individual interested in obtaining information on computer security,,
pritficy Or protection is faced with a 'difficult, time consuming task. An
abundance-of material is to be found in a wide variety of sources. To reduce
the amount of work necessary for an interested individual, a cross-referenced
bibliography of books, technical reports and papers on"computer security,
privacy and protection published since 1973 will be produced. Annotations of
the more important-papers studied will be included:

The bibliography will also contain a summary of the recent work in
computer security, privacy and protection in which we analyze the state of the
art and provide sodeeinsight into what problems remain unsolved.

D. S. Kerr, P.F. Sherburne (Sponsor: Office of Naval Research. arrant:
N00014-67-A-0232-0022)

. ..

CORRECTNESS OF PROGRAM TRANSFORMATIONS BASED ON AXIOMATIC SEMANTICS

Transformations provide a way to reliably modify a program frog, a forme
that may be readable or easily proved correct, into a form that is more
efficient for execution by machine. In this research various program transfor-
matiofis are being examined and, in particular they are being proved correct.

The semantics of the language in which the transformations are given, are,
specified, axiomatically. Hence, the transformations are shown. correct in the
worse that from a proof about an untransfo'rmed prdgram a proof about,the
z .

/trantformed program may be derived.

S. Rtitsell

THE DESIGIj OF A SECURE COMPUTER SYSTEM

This research is concerned with the design of a,,secure computer system.
Security and protection in the system is achieved by a unified application.of
cryptography, access control and special procedures that improve either the
Security of the system or its operational efficiency. In addition, multi-level
sharing of information ,is els() provided in the system, viz., no sharing at all,_
sharing of'programs and data, sharing of prograbming subsystems, and coopera-
tion of mutually suspicious subsystems. Other factors considered in the design
are generality, completeness, hardwarW implementation, flexibility and effic-
iency.

The components of the system and its corresponding operation to be
protected are: 1) remote terminals for communication with remote dsets, 2)

' -.communication lines for data transmission, 3) main memory for data Orocesskng,'
and 4) external files for data storage and retrieval. A brief descriptiontbf

,e
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*a ,

theopeiation, verification
also given.

M.T. Liu,,S. Muftic

and evatiration cif the secure computer system is

DESIGN OF EVENT-DRIVEN PROTECTION MECHANIS MS
.. . .

. The goal of this research_is the development of a new type of protection
mechanism which can provide a higher level of data sharing in interactive data
secure systems: In alliurrently known protection mechanisms, access control
decisions.are made a priWri!on'ihe basis of access rules,related to users, data
resources, and data base operations. In this research,, an attempt is made to
ihclude protection mechanisms in which access decisions depend upon additional
factors such as past access history and'system's data.

t.'

t

1

The -results show
history information in

4 &tea base operations 611
other. This means that
to provide information

thdt a. protection mechanism, which toes past,access
its access decisions, can enforce specific pitterns of
one hand and can provide derivation protection on the
an event sensitive protection mechanism can be utilized
protection.

. The model developed suggests 5 new approach to the implementation of .

distributed protection mechanisms in distributed data_base oyster's.
.

,.

M. T. Liu, 1L,4Cohen

EARLY Rtyi.TIkEt,lmtmatimi
a

,The pre iirn of the processihg time reqUired to inn i.given production
job on a Opecgic hardware/software configuration is an important performance
question."' "early run time estimation" is required. to evaluate whether,or
.not a Am:posed production joii'can'be added to the workload of an 'clucisting
sys eihe Th444nrk'pfoposes to apply a statistical methodology called signature

le 5nalysi*to, the'.early -run time estimation-problem, in an effort to
V edi t proiaasing time based on the proposed production job characteristics,,
witha 'a stated leiel of-statistical confidence or probability of correctness.

S. A. Mamrak, P.4Amer

0
E-,XPBRIKENTAL MEAS

. .

0Olt OF PROGRAM EFFICIENCYUR

, .

With, structured programming practices becoming "wide'spread, it seems
likely that 4creasing emphasis may be placed on computing system resource
utilization to rain additional efficiencies. This potential exists particu-
larly for ills among control structures and then language implemedta-
tion in progr for a paiticular problem. While analytic procedures exist
for. talculati run times, differences in 'cdmpilers as well as computer

measurement
.

systaosusgest that experimental measurement might be,a useful adjunct to
:analytic estimation. Thirk, research reports preliminary research conducted
..alon these lines. Variations in programs using different control structures
to achieve the same problem solUtion were written. in ALGOL As a target
language, and in similar FORTRAN and PASCAL programs. Ruch times wereameasured
for_tsch.variatio and were compared with each, other and with analytic

. s ,
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calculations. Differences Were 'found_ awing structures and,analytic,calcula-
tions. These departures are diacusseein .terms of control structures,
programming language conventions, and system characteriptics. The approach .

appears promising as part of a human factors package for program writing and
development.

R. L. Ernst, P. Wang

A FEATURE' SELECTION TOOL FOR WORKLOAD-CHARACTERIZATION

A rdpresentative testy workload is required for yarious computer system
performance evaluation activities. The two critical issues in generating
repiesentatiye test wotrkloads are i) the definition of the performance
variables which are to be used to characterize the workload and ii)- the
development of an appropriate technique for test workload generation that
provides a metric to quantitatively describe the "distance" between th$1.-real
and test workloads- While tome particularly Law approaches to the second
problem have been developed (workload characterization based on tA e joint
probability distribution of system resource demands and 'lorkload
'Characterization based on the clusters or classes df jobs which make similar
system resource deands), little attention has been paid to the selection of the
performance variables or job "features" upon which the characterization is
based.

In the case of. characterizing computer workloads, a wide range of
measurements indicating various types of research demands have been considered
to be important for job classification. Though this set of available-feitures
is relatively large, in_ practice the maximum number of features used for
workload characterization is usually constrained. The set of all possible
resource demand measurements must ,therefore be evaluated and only the most
pffecfive ones chosen. This paper describes the application of a feature
selection technique which generates reduced feature subsets while minimizing
the prbbability of misrecognition of Ijob claps'ifications based on the new
subset . The feature selection algorithm is'a nonparamet cal method whibh
incorporates a backward sequential selection process to elimi ate tea res one
by one. An experimental application of the methodology is pre ed, along
with an interpretation of the resplts in light of the actual system and user
population, and a discussion of the general merits of the technique.

S. A. Mamrak, P. Amer,

A MODEL OF THE DISTRIBUTION OF OPERATORS IN COMPUTER PROGRAMS

Recent investigations into the rank-ordered frequency distributions 'of
operators in computer programs have. demonstrated conclusively that definite
patterns exist which are repeated in a wide range of data. Yet it is also clear
that none of the existing models is entiKely satisfactory in explaining the
observed operator distributions.

new model of operator frequencies.is developed using some basic princi-
ples of software-science. The model shows a marked statistical improvemint in
fit over existing models when tested on a previously published set of data.
Mere extensive experimental work is being done on the model, and refinedents of

7
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it are being investigated.,

S. H. Neben

PARALLEL PROCESSABLE CRYPTOGRAPHIC METHODS WITH UNBOUNDED PRACTICAL SECURITY

Cryptographic methods are described which, at reasonable cost to users,
impose prohibitive work penalties on code-breakers. The class of cryptographic
transformations is so vast that codes can be used once and discarded, both in
communication and in data security applications. We use the groupold,:string
formalism (earlier shown to combine Turing universality with'parallei,compu=
ting capability) specialized to quasigroups for unique decodability. Coding
for error detection and correction can be done compatibly and i1dependantly.
It appears likely, that crypto and reliability encoding can be systematically
combined to decoy code-breakers into semanticizing their,decoding of reliabil-
ity procedures into message opacifiers. Identification, authorization, and
handshaking procedures can be integrated into the cryptographic method (with
total update capability) at incremental user cost comparable to separate cost
of thoSi Ogocedutes or less.'

U.-Rothstein

REFINEMENT OF A DEFINITIONAL INTERPRETER
r

One way, of defining a programming language is to provide an interpreter
for the language. This interpreter will be abstract in the sense that it will'
not be run on d machine but rather, is intended to be read by humans.

Once such an abstract interpreter has been 'defined a process known as
refinement may be applied to it with the aim of improving the efficiency of the
interpreter. This goal of this research is to see to what extent various
representations for programs such as flowcharts and machine languages, or ways
of implementing various features, such as thumbs for name parameters and
closures for functions follow as a consequence of the refinement process.

B. Russell

SOFTWARE-REQUIREMENTS OF A DATABASE COMPUTER

As a deirt ,of continuing research on database machines, this work is
iirected towatdsa study of the software requirements for Lmptementing existing
data moddTs on a database computer (DBC). The DBC is a back=end-inachine with
advanced information handling, record clustering and access control mechan-
isms. Its interfaces to user programs are still implemented in front-end
computers; such as IBM 370. This research work invesiigates the software
requirements on the front-end machine to support a network data model. In

particular, the CODASYL data definition and.datamanipulation features have
been singled Out for ftudy. It has been observed that there is'a significant
improvement in performance when the DBC is, used in place of a conventional
CODASYL-like data management softwa- re system.:. More specifically, there is a
ten to hundredfold improvement both in secondary storage access time and in
directory memory requirement. Moreover, the_advanced featUres of the DBC can
be used to support security mechanisms better than what is provided in existing
network databases.

D: IC; Hsiaor J. Banerjee',(Sponaor: Office of Naval Research NO00.14-75C-05
73)
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STATISTIC41 METHODS FiiR COMPARISON OF COMPPTER SERVICES

A computer comparison methodology based on statistical ranking and selec-
tion techniques is described as it can be applied to the selection of the best

iri,

computer se .ce. The selection criterion among the computer systems is either
the lowest tan measurement or'the lowest quantile measuiementof an appropri-
ate performance descriptor. Essentially, the.ranking and selection techniques
indicate the number of masurements or opseyvations which must be made on each
system to ensure -4-'large enough probability of having made a correct choice..
Experimental data from a case study are used to illustrate and clarify the
correct ,application of the methodology.

S. A. Mamrak, P. DeRuyter

.

A TAXONOMY FOR VALID TEST WORKLOAD GENERATION

A test workload which adecluately represents a real system workload is/
required for various computer pertormance evaluation studies. The valid
generation and.ase of a benchmark is affected by the particular evaluation
environment in *hich the benchmark is to be used. A taxonomy of test
enronments is developed in this research, along with a specification of which
test workload generation methods are valid in each evaluation context. The
taxonomy is useful for classifying previous workload generation work, for
evaluating current workload gitration efforts, and for identifying test
environments in with further r arch is required. The primary impact of the
taxonomy is the ciear identification of the relatively mall number of evalua-
tion environments It?, which valid workload generation methodologies have been
developed. A methodology based on statistical pattern recognition techniques
is proposed as the best candidate for a general solution to the workload
characterization probtetl in most evaluation environments.

S. A. Mamrak, The Ohio state 'University; M. D. Abrams, Natio;a1 Bureau of
Standards. ;

ir
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,IX. COMPUTER ARCHITECTURE AND NETWORKS

COMPARING EQUIVALENT NETWORK SERVICES THROUGH DYNAMIC PROCESSING TIME PREDIC-
TION

Computer networks provide the potential for resource sharing. kealiza=
tion of. this potential requires knowledge of the available resburces within the
network. Hbreover, if a given resource is available at more than one host,
selection of the most appropriate host is required. This research Hevelops a
dynamic means for host selection assuming that the evaluation metric is

processing time. An experiment is described which provides an initial evalua-
tion of the key component of the.methodology on two separate systems. The.
paper- concludes with a discussion of some overall insights_into the applicabil-
ity of the methodology and its implementationequirements.

_

S. A- Magarak, The Ohio State University, Kimbleton, The ,National Bureau
of Standards .

CONTROL AHD ORKWICATION IN DISTRIBUTED PROCESSING

This research Is concerned with control and communication issues in
distributed processing. Distributed processidg means here to support-Sharing
and distributing program and data modules of a single application program among
processors on a work unit at the task or subroutine level. Different modules
can run at-different sites within the system in order to take advantage of any
specialized resources that may* be available there. In particular, a model is
proposed for distributed processing which is based on interactions among
independent processes. This model generalizes the hierarchical structure
which is traditionally used as-the model of control and which forces a parent-
son relationship between processes. Rather, the model is built on independent
processes which co-exist within the.system on an equal status. Communication
among the processes are effected by explicit exchange of messages through the
communication path established by the interprocess communiCation mechanism
supported by the system. Facilities are also provided foRsynchronization and

. communication among
can

processes. Furthermore, the traditional hierarchical
control Structure can be easily simulated as a special user of this general

. model.

H. T. *Liu, L. M. Ma

THE DISTRIBUTED LOOP COMPUTER NETWORK (DLCN) tok.
4

Conceived as a means of investigating fundamental problems in distributed .

processing and local networking, the Distributed Loop Computer Network (DLCN)
is envisioned -a-pnweiful distributed computing system mbich interconnects

4
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midi, mini, and micro-computets, terminals and other peripheral devices through
careful integration of hardware,'sdffthre and a,communicatinn chadnel. The
network is constructed in such a manner that its users will,see &single,
integrated competing facility with great parer and many available resources
without being aware of the system's actual organization and method of opera-
tion.

System design-ofDLCM has been mainly in four areas. Firstly, for the
loop communication subnet, a novel message transmission meChanism,,has been
developed, its implementation in the loop interface hardware treated, and its
superior performance verified_ by queueing analysis and GPSS,,simulation.
Secondly,4a bit-oriented, distributed message communication protocol (DLMCP)

42
which handles four message types under one common format has been proposed.
Besides user information transfer, this protocol supports automatic hardware-
generated message acknowledgement, error detection and rec ery, and network
cogerol and distributed operating system functions. dly, the network .
operating system (DLOS),has.been designed to ptovide cilities for inter-
process.communication by process name, remote am calling, generalized
data transfer, process cOnttol structures, di ibuted resource" management and
logical I/O transmission in a distributed-, to base system. Finally, a network
commend language is provided to the user for easy and uniform access to the
network resourcet, and for concurrent and distributed processing of his
applications.

.

With these many featu;a, it is taped-that DLCM,-ean realiie its goal of
becoming a powerful, unified distributed computing system.

M. T. Liu, C. C. Reames, L. M. Ma, G. Babic, R. Pardo, Y. Oh, A, T. Teng, E. A.
Potter

a
"

-AETBODOLOGY FOR COMPUTER' PROGRAM TESTING

In this research; we are concerned with the problem of testing computer
programs. Several theoretical issues need to be understood thoroughly before
practical and reliable software validation systems can be built. One major
clasi of program errors concerns domain errors, i.e., those errors which result
from incorrect predicates in branch statements and whiccause the program to
follow incorrect control flow paths for some inputs. We'outline a new strategy
to test for domain errors with almost complete reliability by using only a
finite number of test points, for linear predicates and a class of nonlinear
predicates. We propose further theoretical research into reducing the Complex,:
itr of this strategy to make it practical for moderately large input space
dimensionality. It appears that a careful study of the order of paths selected
for testing/ and of use of results froim paths tested earlier would lead to
significani economies.

I-

L. J. White, B. Chandrasekaran, E. Cohen (Sponsor: Air Force Office of Sci-
entific Research. Grant 77' -3416)

. -
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TRAFFIC ANALYSIS OF THE DISTRIBUTED LOOP COMPUTER NETWORK (DLCN)

r
This research is concerned-with traffic analysis of a distrib ted loop

communication network which uses a novel shift-register insertion mechanism
for message transmission. This new mechanism allows simultaneous multiplexing
bf multiple variable-length messages onto the loop, and thus yields shorter
message delays and makes better utilization of the channel than any_existing
transmission mechanism. An analytical model of the loop network is first

;developed. An approximate analytical technique is then used to obtain a simple
and efficient method for calculating channel utilization and average message
delay. This technique is appied to a symmetric' loop with identical nodal
characteristics and to an asymmetric loop with different nddal'characteris-
tits. Finally, simulation was carried out on an IBM 370/168 using GPSS/360 to

,verify the - analytical results. It turns out that the analytical and simulation
results agree very closely, especially in the range under light traffic.

M. T. Liu, G. Babic, R. Pardo (Sponsor: Air Force Office of Scientific Re-
search. Grant 221110)

I-
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X. COMPUTATION THEORY

/
_

42.

TOWARD AN ARITHMETIC FOR CELLULAR AUTOMATA' AND PARALLEL COMPUTATION
.

A paper in progress th the above title has been accepted on the program
of the Interhational rence on Parallel Processing, August, 1977, and the
paper will apPe tn.the proceedings. Its abstract is as follows.

new positidnal binary number system was devised in an attempt to avoid
aarYing in addition. It originated from the groupoid string formalist,
previously shown to have the computation universality of Turing machines and
the parallel capabilities of cellular and bus automata. It is uniquely defined

by the natural conditions ,(a) a number is doubled by adding a' copy, ,where
digits are added mad 2, and (b) adding 1 to any number adds 1 mod 2 at precisely
one place." Arithmetical, combinatorial, dnd parallel computational properties
of the system are-discussed.

J. Rothstein
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, XI. ':JOINT PROGRAMS

r

CO4UTER SCIENCE FACULTIES: THE CURRENT STATUS OF MINORITIES AND WOMEN

The results of:a survey conducted in the fall of 1975 to determine the
Status of/cabmen add iiqority faculty members in academic computer science are
presented. Faculty members were compared with respect,to professional -back-
ground, salaries, teaching load, publication records, and research grants.
Analysis of the data indicated that the over-all verdict is one of general
equality among women, minorities, and men.

S. A. Mamrak,The Ohio State University, R.G. Mantanelli, University of Illi -
anis

./

II
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APPENDIX A

GROWTH,OF DEPARTMENT OF COMPUTER AND INFORMATION SCIENCE

A. Staff

SEPTI72 SEPT'73

A

SEPT'74 SEPT'75 SEFT'76

w

SEPT'77

1. .Full Time t 18 18 20 21 22 20

'2. Part Time 14 16 12 12 4.2 13

B. Graduate Students 187 209 198 201 ; 182 197

C. Undergraduate
Students 450 510 475 450 470 470(wl

D. COurse Enrollment,
(Autumn Quarter) 1676 1728, 1925 2098 2290 2424

p

'72-'73 '73-74 '74-75 75-76 '76-77' '77-78

Students Taught 5600 6129 '.6876 7241 7615 8402

.=: , ,.

Baccalaureate Degrees 118 139 109 103 118

Awarded

M.S. Degrees Awarded 49 58 64 70 62(est)

Ph.D. Degre'estAwarded 8 4 ; 7 '13 5 13(est)
I

Applications for*
Graduate Study 323 290 355 325

.
.333

Number of Graduate
Students Supported 83 78 81 77 81

IV

.**

so
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APPENDIX B

COMPUTER:ANi INFORMATION SCIENCE COURSE LISTING

BY HUMBER

,

100 Computers in Society_

20 i -Elementary Digital Computer
Programming

`211/ Computer Data Processing I

212 Computer Data Processing II

221- Programming and Algorithms I

222 Programming and Algorithms II
,.--

294 Group Studies

`294A/223 Introduction _to
. Computer Systems

3]1 Introduction to File Design and
Analysis

4

4.1-ii-Design of On-Line Sys

505 Fundaael Concepts of Computer'
and Iagination Science '

509 ,.,8urvey of Co- mputer arid-Information

Science for nigh School Teachers

541 Survey of Numerical Methods

.542 Introduction to Computing i the
Mumanitfes

5-43 Intermediate Digital Compgter
Pr4ramming.

_548 Computer Science for High School
-Teachers

-e

5t9. Numerical4An4ysis for High

-1.75
,School Tiacters

.;550'-"Introduction to Information
Storage and-Retrieval

.

AND TITLE

555 Survey of Programming Langua;

610 Principles of Man-Machine'
Interaction

640 Numerical Analysis

641 Computer Systems.Programming I

642 Numerical Linear Algebra

643 Linear Optimization Techniques
in Information Processing

644 --Advanced Computer Programming

675 Digiiil Computer Organization

676 Minicomputer and Microcomputer
,---Systems

677 Computer Networks

680 Data Structure

693 Individual Studies

694 Group Itudies'

694 At- Interactive Computer Graphics

694 C - Mini Computer' Programming
Laiooratory

694 D - The Technology Computer
Center Management

694 E - An Introduction to Data
Communication Systems

694 0F,- Principles of Operating Sy:items

694 I Fundamentals-of Business
Computer Systems and Pro-
,gramming

er
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705. Mktiematical Founkations of
Computer and InZol-matian Science

, )

712 Man- Machine Interface :

720 ntro uct on to Linguistic
Analysis

726 Theory of Finite. Automata

46-

775* Advalicqi Comp*er Organization .

780 File 5enuctures

781 AR PetS of -Cn Ynrpr Cra. hi
a

72/ Turing Made/ 'and Computability.

728 Topics in The Computing

730 Basic Concepts iQ Artificial
Intelligence

.
740 ,Computer Systems.Prograffiming II

.041 Comparative Operating Systems.

745 Numerical Solutj.on of Ordinaty
Cdfflerential uations

746 Advanced Numerical Analysis

750 Modern'Metho4E; of Information
Storage& Retrieval

751_ Fundaientals of Document-
Hhndling Information Systems

752 ,TeChniques for Simulation of
Information Systems

.743 Thvorysof Indexing'
-

754 Language Processing,for Infor-*
mation Storage flaetrievar,

75

756

Prokamming banguages

Compiler Design &-Implementation

765 ,lianagement,Anformatim Systems .

Systems

788 Intermediate Studies in Computer

.& Informatioh Science
Q

88.01 Theory of Information

188.02 Information Storage & Retrie-i

val

788.03 - Theory of Automata

788.03A- Recent Advances in Algo-
rithmic Complexity

7.88.04 - Artificial Intelligence

788.05 - Pattern Recognition

788.06 Computer Systems Programming

788.06A- 05-

788.07

1 °788.08 -

Progr g Languages

Computer -Languages

788.09 - Numerical Analysis,

788:10 - Mau-Machine Interaction

788.11 - Formal LangUagas

788'.12 - ManagenTal-Inforion
'System@

78843 Biological Information
Processing

t
788.14 - Socio-Psychological Aspects

.

(, of Information Processing

793 IndiviBual Studies

797 Interdepirtmental Semfnar tt

0 V

..
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805 Information Theory in Physical-
Sci4ncer

806 Cellular Aupomata & Models of
COMplex Systems

812 Computer & Informatem
,. Research Methods

820 - Computational. Linguistics

Science

835 Special Topics in Pattern
Redognition

4 1

t, 840' Operating System ImPlemegtation

845. Numerical oliar..ion of Partial

Differential,Equations

850 Theory of Information Retrieval I

852 Design: and Analysis of,Infsirmation

Sys,stems Simulations '-

ye

855 Adva6ced Topics in Programthing
Languages

Seminar on Socio-Psychological
_

Aspectg of the Information 'Sciences
865

Advanced Theory of Computability

888 Asiv,ansed 'Studies. in Computer 'E.

Informatiori Sciezc

47

e-

t

888.10 - Man-Machine Interaction

888.11 - Formal Languages

-888.12 - Management
Sys toms

. 888,13 - Biological
_

. Process

Infbrpation

Informati n

888.14 - Socio-Psychqlogical Aspects
of information Processing_ -4

889 Advanced Seminar in. Computer &
SInformation Science

894 Group Studies ,

899 Interdepartmental Seminar

999 Research

888.01 - Theory of Information

88876,2 --Information Storage6,:ketrieval

8.03 - Theory of-Automata

.888.4114-7Artificial Intelligence

4.

88806

Pattern Rectvl
uter- Systems Programing re,

a 4

a

888.07 Piogramming Languagesy iii
.08 .Computer Organiziition

888 .09 Numerl
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COMPUTER. AND

APPENDIX

SCIENCE FACULTY

Marshall C. Yovits, Ph.D., r_Male UniTTE§ItY).

Professor and Chairman of Departmeai of Caccuttr-and Information Science
atdProfessor of Electrical Engineering. Director, C.I.,--S- Research Center.
-Information_systems, theerY6f-inform'ation flow and analysis-,'self-organ-
izing systems, Managemen Y nformation systems__,. .

VRanko Bojanic, (iathematcal Institute.of the Serbian Academy of Science).
fessor of Computer and-intprmation science and Professor of Mathematics.

Mathematical analysis, eil'prof approximation.

Balakrishnaa Chandradekaran, Ph.D., (University of Pennsylvania): -

. Professor of uter-and-Informzfriorr-Strte-na: -Pattern recognition, arti-
tic al intelligence,interactive graphics, 13.-p to memory decision theory.

Charles A. Cauri4M.A.,.(Tohe Ohio State University).

Profesor of Computer and Information iSq.e.nce and Professor of Art.
Advancement of computer graphics technology in-software and hardware
(languare-nigorlthms,-data generation or.inputs): use oTcopiter
technology in telecommUnications._ _

Richard I. Hani;11.A._,. (The Ohio Statt -University)

Professor of Computer and_inforsmation Science and Professor of Engineering
Graphics. Computer krapHICs, engineering application of computers.

Clyde H. Kearns, M.S., (The Ohio State:University).

Professor of Computer and Information Science and Professor of Engineering
Graphics. Computergraphics, engineering aPPIlcatibn of- computers.

.

`Robert D. LaRue* P.E., M.S., (iiaixersitytof Idaho) ,

Professor of Computer add-Tafordi4lon Science Aarl.Profesa-ar of Engineering
Graphics. %Computer graphics, engineering applications of computers.

Robert 'B. McGhee, Ph.D., (University of Southern California). . .. 0

- :Professor of -Computer and Information Science and Professor of Electrical
Engineering. Robotics, switching theory, logical design. )

4$

(Uaiversity of Minnesota).

Professor of Computer and Information Science and Professoi of Psycholaily.
Counseling; so4o-cultural__psychology, language and social policy.

Roy F. Reeves, Ph.D.,'(Iowa State University).

_Professor of Computer and Information Science and Professor of Mathematics.
Director, Inttruction and Research Computer Center. Numerical analysis,
programming,'cOmputvecepter management..

Jerome Rothstein, A.M., <Columbia'-University).

Professor of Compiler and Infortition Science Snd'Professor of Biophysics.,
, information and entropy, foundations of physics, methodology, biocyb4rnet-'

ice, automata theorAi formal languages, Allular automata, parallelpro-
ceasing-.

t-,
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Charles-Salt;e'r, (Bro
Professor of.Computer
Coding theory, numerical

a

^ S.
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University).
Infoimation Scienceand Professor of Mathematics.

analysis, automata theory.

Ke nneth' Breeding, Ph.D.,. (University of Illinois).

Associate Professor of.Computer and Information Science and Associate
'Profewi of Electrical Engineering. Computer organization mid switching

H. William Buttelmann, (University, of gattfi Carolfha).
Associate Professor of Computer and Information Science. Formals language
theory,icomputational linguistics, language processing, progr ing languag-
es.

. .-',

.7 - Thomas G.*Delutis, Ph.D., (Purdue-University). ,

Associate Professor of Computer and Information Science. Methodologie for
the design and evaluation of information processing systems, data base man-
agement systems architecture, Simulation studies.

Ronald L. Ernst, Ph.D., (University of Wisconsin).

Associate Professor of Computer and information Scien ce and Associate
Professor of Psychology. Man-computer interaction, decision-systems,
general-theory of -human performance.

`Clinton R. Foulk, Ph.D., (University of Illinois).

Associate Professor of Computer and In4prmation Science. Systems program-
ming, computers in education.

/

Dalid K. Elsie& Ph.D., lUniversitiof Pennsylliania).
Associate Pr.ofessor of Computer and Information Science, Systems program-
ming, computer architecture, data base management systems,access control

4a
proZection,of.data, data base computers. .-

Douglas S. Kerr, Ph.D.,4(Purdue Universit51.
Associate Profebsor.jf Computer and,Information Science., Programming,
data base systems, numerical analysis. --

Hing -Tsan Liu, Ph.D:, (University of Pennsylvania).

Ass6ciate Professor of Computer and Information Science. Computer archi-.
texture and organization, computer communications and networking, parallel
and distributed prOCessing, mini/micro computer systems. , %

Ant660 E.:Petrarca, Ph.D.., (University of New Nampshire).
Associate Professor of CoMPuter and Information Science. Automatic,index-
idi,,chemical structural information processing, automated search systegis,/
other aspects of information storage and retrieval, biomedical informatio'n
processinw.i_ ;

.

James B. Rande4, Ph.D., (The Ohio State Unitersity). -
Associate Professor Of Computer and Information Science and Assistant
Directors University Systems Computer Center. Computer operating' systems.
and utilities; telecommunications applications, subroutine libraries, pro-
gramminggramming languages.
a

. r.
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Damps E,TWshi'Ph.D., (University of Missouri)

-_1".

/

4djinict Associate Professor of Computer and Information Science. Indexing
fleory, automated language processing, organization of information, par-
allel processing, structured irogramming, program testing and program man-_
agement.

Celianna T. Taylor, B.S.L.S., (Graduate School of Library, Science, Case-Western"
Reserve University).

- Senio"r" Research Associate and Associate Professor of Library Administration.

,Eata.base design (natural language data), information dissemiaati6n systems,
information centers,.library,systems and management.

Lee J. White, Ph.D., (University of Michigan).
Associate Professor of Computerand Information Science and Associate
Professor of Electrical Engineering. Algorithm analysis and complexity,
data structures, organization of information._ 0

RonaldL. Wigington, Ph.D., (University of Kansas).
Adjunct Assoicate_Professqr of Computer and InformatfOn Science and Direc-
tor of R. & D., Cnemical Abstracts Service. Computer and information
system design.

- ;,

,

Harvey S. _Koch, Ph.D., (Pennsylvania State University).. . , -; . .,.:.

Assistant Profissor of Computer and Inprmation Science. Data definition
language, data base management, programming languages and compiler design.

Anthony P. Lucido, Ph.D., (Iowa Slate University).
Alsistant Professor of Computer and Information Science. Computer
architecture, compieer design, interactive computer, graphics.

Sandra Manxak, Ph.., (University of Illinois).
Assistant Professor of Computer and Information Science. Computer system
performance evaluation, computer networks, systems programming.

HovellH....M......En±.....a.D.(Cornell University)
Visiting Assistant Professor df Computer and Information Science. Nonlinear

optimization, nonlindar systems of equations, operating systems design,
.algorithm design,

A

&nisi J. Moore, Phi.D., (University of Kansas).
Assistant Professor of Computer and Information Science. Complexity
theorY,,ticursion theory, semantics of simulation systems, formal theories
of data abstraction;.

Kectin C. OfKane, Ph.D. ennsylvania Stale,University).
Assistant Profes of Computer and Information Science and Assistant
Proffissor of Allied Medical Professiofis. Coordinator, Graduate Training

; Progiam,in Biomedical Compucing and Information Processing. Biomedical
computing, large meaical'data bases auto-

- mated diagnosis.

Lawrence L..E0se, Ph.D., (Pennsylvania State University).
Assistant Professor of Computqrsbnd Information Science. Programming
laliguages, information storage and retrieval, 'simulation, information
theory.

# 53
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Bruce Russell,Ph.D., (National University of Ireland).
Visiting Assistant Professor of Computer and Information Science. Formal

semantics of programming languages and data structures, automatic genera-

tion of implementations, prograrning methodologies, theories of repre-
sentations and automatic generation of representations from abstract

definitions.

)-0
Norman KJ-londheimer, Ph.D., (University of Wisconsin).

Assistant Professor of Computer and Information Science. Natural language

processing,-artificial intelligence, information storage Ad retrieval.

Richard R. Underwood, Ph.D., (Stanford University). Appointed Autumn 1977.
.*Assistant Professor of Computer and Informatics?, Science. Numerical linear
algebra, solution of lige sparse systems,of equations, eigenvalue analysis,
linear least squares ts oblems, numerical solution of differential equations.

Stuart H. Zweben, (Purdue University).
Assistant Professor of pot puter and Inforiation SCience. ProgrF,-,-,ing lang-

uages, programming methudology, data structures, analysis of algorithms,
systems programming, '

.1Ernest Stavelt7,-B:S., (U.S.Naital PostgradUate School).
Administrative Assistant and Assistant Director, C.I.S. Research Center.

4

3
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APPENDIXi D

COMPUTER. AND INFORMATION SCIENCE SEMINAR SERIES

.1

September 30, 1976 "Recent Data Base Activities at IBM Research Laboratory,
San Jose -- A Visitors Impression," David K. Hsiao, Associate Profegsor,
Department of Computer and Iaformation Science, The'Ohio State University.

October 7, 1976 "Information an Computer Services at Shell op]. Compaay,"
David E. Pope, Manager, Chemical Products Systems Coordiaation, Shell
Oil Company.

October 21, 1976. "From Structured Programs to Flow-Charts to Marbine Lan-
guage," Bruce D. Russell, Visiting Assistant Professor, Department of
Computer and Information Science, The Ohio State University..

October 28, 1976 "T%t Use of Computers in .Information Processing at Chemical
Abstracts Service,"Chuck Costakos, Assistant to Director of Research --,

and Development, Chemical Abstracts Service.

Noiagir 4, 1976 "Strategy:Annual Reporis, and Alchemy: The Minicomputer/
Peripheral Industry," Edward H. Bowman, Dean and Professor of Management
Sciences, College of Administrative Science, The Ohio State University.

January 20, 1977 "On the gltiMate Limitations of Berallel Processing*,"
Jerome Rothstein, Professor, Department of CaMputer and Information
Science and Department of Biophysics, The Ohio State UniVersity.
*Best Paper Award, 1976 International Conference on Parallel Processing.

February 3, 1977 "Color Raster Scan Animation," Charles A. Csuri, Professor,
Department of Art and Department of Computer and Information Science,
The Ohio State University.

February 9, 1977 uData,Streams," H. Douglas EcIlroy, Head, Computing Tech-
niques Research Department, Bell Telephone Laboratories, Murray Hill, NJ.

February 16, 1977 "Representation and Computerization of Office Processes,"
Hichael D. 2isman, Lecturer in Decision Sciences, The Wharton School,
University of Peansylvaiaia.

February 24, 1977 "Computer Graphics using a Plasma Panel," Richard I. Hang",
Professor, Department of Engineering Graphics and-Zepartmnt of Computer
and Information $cittice, The Ohio State University.

4 Harch 1, 1977 "Investigation of Differential Equations,Wing Interactive
- Graphics," R. Leonard Brown, Assistant Professor, Department of Applied

Mathematics and Computer Science, The University of Virginia.

N/Harch 3, 1977 "MicroprocessOrs Fun and Games with Today's Technology,"
Fred Hatfield, President, Computer Data Systems, Inc.

61
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Apri1.7, 1977 "Large Systems on Small Computers," Jeffrey Jalbert, Associate
Professor, Department of Physics, and Director, Computer Center,
Denison University.

April 14, 1977 "Quasi NewtanlMethods for Tuning up you Car," Hbwell H. W.
Mei, Assistant Professor, Department of Computer and Information Science,
'The, Ohl? State University.

tApril 21, 1977 "A Semantics for Computer Siffination Models," Daniel J. Moore,
Assistant Professor, Department of Computer and Information Science,
The Ohio State niyersity.

April 27, 1977 "On Ve
Research Center.

t.*

d Heuristic Alioxithni," Lawrence T. Kou, IBM

t,.May 5, 1977 "A Valkaation of a Computer-Based Text-Reading Program," Thomas
W.' Milburn, Mershon Professor of Psychology and Public Policy, The
Ohio State University.

May 9, 1977 "Design-of a Highly Parallel Computer, for Raster Picture Process:-
ing and Graphics," Carl F. R. Weinaa, Professor, Department ofNathenatics
and Computing Sciences, 01CDominion University.

May 12, 1977 "Database Abstractions: Aggregation and Generalization,"
Diane C. P. Smith; Assistant Professor, Department of Computer Science,
University of Utah.

v-Hay 26, 1977 "Computer Assisted Souna Synthesis and Musical Composition,"
Gary Mason, Associate Professor, Department of Music, Oberlin College
Conservatory of Music.

/May 27, 1977 70n the Four-Color Problem," W. Haken, Professai, Department
of Mathematics, University of Illinois.

June 20, 4977 "Application of Linear Programming Methods to Graph Theory,"
Michael Clancy, Professor, Department of Computer Science, Stanford
University.

'June.23, 1977 "Rgpoit on
Associate Professor:;

ment of Cotaputer and

NCC 77," Marshall C. Yovits, Chnn.IDavid K.,gkao,
and Stuart H. Zweben, Assistant Profesior, Depart-

Normation Science, The Ohio State UniversyA

June 30, 1977 "New Developments in the Solution of Large Systems of Linear
'Equations," Richard Underwood, Nuclear Energy Systems Divison, Genera/
Electric Company, San Jose, CA.

.4111

6'
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APPENDIX

RELATED ACTIVITIES OF THE DEPARTMENT

OF COMPUTER AND INFORMATION SCIENCE

.

T. Augustyn presented a paper entitled "A, Medically'Orien&d Data Access Language"

(Co- author: K. C. O'Kane) at the Association for Computing Machinery Computer

Science'Confereace, Atlanta, Georgia, January 3l- February 2, 1977.

eli

W. F. Buttelmann presented a paper entitled "Some Properties of Aibitrary Phrase

Structure Languages and Translation Derived Using a Fornal Model of Phrase

'SyntaxSymtax and Semantics" at the FifteedthwAnnual Meeting of the

Association for Computational Linguistics, Georgetown University, March

16-17, /977.

.J. S. Chandler presented a paper entitled
formation System Design" (Co-author:
Computing Machinery computer Science
31-February 2, 1977.-

"A Methodology for Multi-Ciiteria In--
T. E. DeLutis) at the_Association for
Conference, Atlanta, Georgia, January .

Chandrasekaraa presented an invited paper entitled "Moulding Computer Clay -p

Steps Towards a Computer Graphics Sculptors' Studio" (CO-tuthdr: A. E.

Parent) at the Workshop on Pattern Recognition and Artificial Intelligence,
-Cape Cod, Massachusetts, June 2, 1977.

1

B. ChandrasekaKan presented a paper entltled:"On Balancing Decision functions"

Co-author: A. K. Jain) at the International Information Theory'Symposium,

Ronneby,.Sweden, June 21-24, 1977.

B. Chandtasekaran continues as editor. for artificial intelligence and pattern

recognition for the IEEE Transaction Systems, Man and Cybernetics.

B. Chandiasekaran reviewed proposals for the Rational Science Foundation and, the

Air Force Office of Scientific Re%earch during 1976-77.

B. Chandrasekaran has been appointed book review editor of the Newsletter of

the Society for the Interdisiplinary Study of the Mind.

, .

B.thandrasekaran w as an Honorable. Mention winner of the Second !*nual Pattern
Recognition Society Award for,his paper entitled "A Heuristic ttrategT

,for Developing Human Facial Images on a CRT" (Co-aUthor: M. L. Gillenson)

puttlished in Pattern Recognition, 1975.

R. L. Ernst presented a paper entitled "Experimental-Measurement of Progremlffic-.

:lencY" (Ca-authar: Wang) Associatidh for Computing Machinery
.CompUter Sciette Conference, Atlanta, Georgia, January 31-February '2, 1977.

.

E. Gudes presented a paper ehtitled "The Application of Cryptographic Transforma-

tions for Data Base Sedurity" (Co-authors: H. S.,Kocit and F.-A. Stahl) at

the National Computer Conference, New York City, June 8, 1976.

$ 6.3
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E. Haluska presented a paper entitled "An Automated System for Morphometric

Analysis of Cells" -(Co- author: K.C. O'Kane) at the Association for Com-,
Duting Machinery Computer Science Conference, Atlanta, Georgia, January
31-February 2, 1977.

Hsiao founded the Very Large Data.Base Conferences Foundation and initi-
atqa,. the Very. Large Data Base Conferences. The first conference was held
at Boston, MaSsachusetts, September, 1975; the second conference was held
at Brussels, Belgium, September, 1976; the third, one was held at Tokyo,
Japan, October, 1977; and the fourth one will be held at West-Berlin, - -
Germany, September, 1978.

.

Hsiao initiated a quarterly journal for the Association for Computing
Machititry entitled ACM Transactions on Database System (TODS), beginning
January 1976. He currently serves as Editor-in-chief of this journal.

Hsiao presented a paper entitled "A Semantic Model for Data Base Protection
Languages " /(Co- author is R. Hartson of Virginia State-University) at the

Second Ingernational-Conference on Very Large Data Bases, Brussels,
Belgium, September 8-10, 1976. The paper appears in Systems for Large .

Data Bases, E.J."Neuhold and P. Lockemann, editors, North-Holland, 1976

D.K. Hsiao presented hg experimental work on data secure systems in a session
and 4hered another session at the 2nd International Conference on Software
.Engineering, San Francisco, California; October 13 -15, 1976.

Hsiao presented an invited talk on Database gomp:uters at a Joint Electrical
Engineering - Computer Science Colloquirdue University, Lafayette,
Indiana, December 8,1976.

'

D.K.,Hsiao attended the-IEEE Compute; Society's Governing Board Meeting in San
'Francisco: California, March 3-4., 2.977, and was appointed to the Nomination
Committee which is responsible for recommending new governors for 1978-1979.

Hsiao organ4ed the first workshop concerned with interfaces betwegl data-
bases and operating systems, entitled Thl IEEE Workshop on Operating ands
Database Management Systems, The first workshop was at Evanston, Illinois,
Mardhn.-22, 1977. At this workshop, Dr. Hsiao algochairhd,a round-table
iiscussion on future issues of related research.

I.
'

Hsiao was elected to Senior Membership in the IEEE, effective April, 1917.

Hsiaolipresented an invited talk entitled "The Design add Performance_pf a -

DataBase Computer" at the IBM Research Laboratory, San Jose, Califdinid,
May A2, 1977.

t.
D.K. Hsiao served a-i panelist'on "Data Base Management and Future" at the

-NatinA1 Computer Conference, Dallas, Texas, June
Era..

Hsiao was appointed to the Governing Board of the IEEE Computefr Society,
:,.-Dqcember li76-December 1978.

D. L. Kalmey presented a paper entitled "Potentially Nonconverg'ent RegiOns In-

. herent in Systems of Nonlinear Equations" (Co-authors : D.S. Kerr and L.J.

White) at the Society for Industrial and Applied Mathematics 1976 National
Weeting, Chicago, Illinois; Jdne 16; 197e.
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D. S. Kerr chaired a session on Computer Science Curriculum at the ACM SIGCSE
Sixth Technical Symposium on Computer Science Education sponsored by the
Association for Computing.Machinery Special Interest Group on Computer
Science Education, Williamsburg, Virginia, July 26-27, 197.6,

D. S. Kerr was co-chairperson of a'sessi6n on "Reiational_Data-Base Systems"
at the Association4for Computing Machinery Annual Conference, Houston,
Texas, October 20-22, 1976.

H. S._ Koch, presented a paper entitled "The Parallel Processing of Large Appli-
cations" at the Symposium on High Speed Com uter and Algorithm Organization,'
University of Illinois, Urbana, Illinois, A il 13-15, 1977.

------

K. B. Lakshmanan presented a paper entitled "Memory 'Complexity and Statistical
Decisialls" (Co-author: B. Cfiandrasekeran)at the Association for Computing
Machinery Computer; lScierice C6nference, Atlanta, Georgia, January 31-
February'2, 1977._

M. J. -Lee presented a paper entitled "Application of Markovian and Bayesian
Techniques to fhe Analysis of Information" (Co-author: R. L. Ernst) at
the Association for Computing Machinery Computer Science Conference,
Atlanta, Georgia, January 31-February 2,"1977.

E. W. Leggett, Jr. presented a paper vatitled "Ts the Travelling Salesman Prob-'
lem HardeY Than NP ?" at the Association for Computing Machinery Computer
Science Conference, Atlanta, Georgia, January 31-February 2, 1977.

M. T. Liu- presented a paper en- titled "Message *munication 'Protocol and Oper-
atil4SyEitem Design for the Distributed Loop Computer Network (DLCN)"
(Co-author: C. C. Reamei) at the Fourth Annual. InE/ACM SympOsium on
Computer.Architentire; Silver Spring, Maryland, March'2325, 1977.

s
. ,-.. .

EL T. Liu reviewed proposals for the National Seienne Foundation during 1976-77.

L., Ma presented a paper entitled "The Design of the Distributed Lgop Operating e
System" at the Association for Completing Machinery Computer tcience-Confer-
ence, Atlanta, Georgia, January 31-February 2,.1977.

,

/S. A. Mamrak was the keynote speaker at Career Day, sponsored bt the College of
Engineering, The Ohio State University, Columbus, Ohio, Nov 1976.'
Her speech wps entitled "Computers".

-
S. A.-Mamrak presented a paper entitled "A Network Resource Sharing Module to

Augment User Cost - Benefit pmalysis" at a conference on Trends and Applica-
tions 1976: Computer Networks, Gaithersburg, Maryland, November 17, 1976.

S. A. Mamrak w as guest lecturer at Counselor's Day, sponsored by Western Electric
and Bell-Telephone Laboratories, Columbus, Ohio, Februar5, 1977. Het_lecture
was entitled "Career Guidance in Engineering".

S. A. Mamiak presented a paper entitled "Comparing Equivalent Network Services
Through Dynamic Processing' Time Predictions;' at the National Computer
Conference, Dallas, Texas, June 15, 1977.
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S. A. Mamrak was a referee fof Communications of the ACM, at the 1977-Nttional
Computer Conference, Dallas, Texas, June 15, 1977.

H. W. Mei presented an invited talk entitled "Recent Development in Unconstrained
Optimization" at the National Buread of Economics Re'search Computer Research
Center, Cambridge, Massasschusetts, June-7, 1977.

K..CL presented a paper entitled "A Single User MUMPS System for TSO"
authors: E. A. Haluska, T. T. Augustyn) at the 1976 MUMPS Users' Group Con:.
ference, Madison, Wisconsin, October, 1976.

X. C. 0 Kane presented a paper entitled "A Computer Simulationkof Maintaining Total
Lung Bypass for Basic Education (Co-author: J. B. Riley) It the Fifteenth
International Conference of the American Viiciety of Extra Coporeal Technology,
Chicago, Ill s, February 1977.

K. C. Wyane resented a paper entitled PA' Computer Program_ Utilizing Numerical
Taxonomy and Discriminant Analysis Techniques for Categorization of High
Risk Pregnancies During the First`trithester" (Co-author: E. E. McColligan)
at the 1977 Cdbputer Science Conference; Afianta, Georgia, February 1977.

A. E. Petrarca presented a paper entitled "Index Entropy as a Basis for Evaluating
the Effeetiveness of Vocabulary Control Algorithms Used in Automatic Indeking"

' (Co-author: W. S. Stalcup) at the Asso iation for Computing Machinery tomputer.
Science Conference, Atlanta, Georgia, nuary 31-February 2, 1977.

A. E. Petrarca presented a paper entitled "A Bibliipmetric Analysis of Clothing Lit-

t erature" (Co-authors: N. ,J..Fetterman, L. E. Dickey) at the American Home
Economics Association's Sixty-eighth Annual Meeting, Boston,'Massachusetts,
June 27, 1977.

A. E. Petrarca' was the ASIS representative to and the Educatio-Al Advisory Committee
Chairman for the Columbus Technicale, Council. The function of the Educational
Advisory Committee is to select the High School "Science Student of the Year",
from among those students submitting science projects or reports in any area
of Science and technology, including computer and information science.

.J. B. Randels, was elected Secretary at the Central Ohio Chapter of the Association
for Computing Machinery, Columbus, Ohic, June 9, 1976.-

L. L. Rose coached the Ohio State University's ACM Student Chapter 'team at the
Association for Computing 'Machitery's East Central Regional Programming Can-
test, Bowling Green State'UniVexsity, January 7, 1977. The Ohio State Uni-
versity Team placed third among the ten universities who participated.

L. L. Rose presented a paper entitled "Information Flow and Analysis: Theory and
Application" (Co- authors: J. Abilock, M. C. Yovits) at the Association for
Computing Machinery Computer Science Conference, Atlanta, Georgia, JanUary 31-
February 2, 1977.
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J. Rothstein received the Best Paper Award-for his paper entitled 'rift the Ulti-
' mate Limitations of Parallel Processing" presented at the 1976 International

Conference on Parallel Processing, Detroit, Michigan, August 24-27, 1976.

.4
4. D. Smith presented a paper entitled "A Met odology for the Performance Evalua-

tion of DBMS Behavior Under.System Usag ' (Co-author T.-G. Delutis) at the

/ Association for Computing Machinery Computing Science Conference, Atlanta,,
Georgia, January 31-February 2, 1937.

- N. K.,Sondheimer presented a paper entitled "A Natural Language Graphics Project"
(Co- authors: D. Brown, H. W. Buttelmann, B. Chandrasekaran) at the Association
for Computing,.Marhinery Computing Science Conference, Atlanta, Georgia,
January 31-February 2, 1977.

J. Wang presented a paper entitled "Analysis and Simulation of the Mixed 'Voice/
Data Transmission System for Computer Cammunication".(Co-authof: M. T. Liu)
at the National Telecommunications Conference,. Dallas, Texas, November 29-

December 1, 176.

L. J. White, presented a paper entitled "Development of a UDC Automatic Classif i-
cation System" (Co-authors: A. E. Petrarca, L. Crawford, B. Brinkman, S.

Mittal) at the Association for Computing Machinery Computer Science Confer-
. mace, Atlanta, Georgia, January 31- February 2, 1977.

4

P. M.-K.-Wong presented a paper entitled "A Methodology for Evaluating the Behavior
of Query Driven Informatioh Systems" (Co-author: T. G. DeLutis) at the
Association for Computing Machinery Computer Science Conferende, Atlanta,
Georgia; January 31-February 2, 197.7.

M. C. Yovits has been elected East Central Regional Representative of the Associ-
ation for Computing Machinery. His term of office runs tHrough June 30, 1979.

M. C. Yovits chaired a session on "Systew Architecture and Organization'at the
Association for Computing Machinery Computer Science Conference, Atlanta,
Georgia, January 31-February 2, 1977.

/M. C. Yovits participated in a symposium entitled "The Many Faces of Information
Science," an the 143rd'Annual Meeting of the American Association fole-the
Advancement of Science, Denier, Colorado, February 20-25; 1977.

S.H. Zweben was Vice Chairman of the Central Ohio Chapter of the Association for-
Computing Machinery, Columbus, Ohio during 1976-77 and was eleeied its

Chairman for 1977-78.

S.H.._Zweben presented a paper entitled "Software Physics: An ApprOach to Analy-

zing A1gorithms"'at a meeting of the OSU Student Chapter of the Association
for Computing Machinery, February 2, 1977.

n-
S.H. Zweben is a reviewer for Harper & Row Publishers, Incorporated, New York,

New York.

ft
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APPENDIX F

PUBLICATIONS OF THE DEPARTMENT OF

COMPUTER AND INFORMATION SCIENCE STAFF

BROWN, D. C.; BUTTELHANN, H. W. CHANDRASEKARAN, B.; KWA8NY, S.C.; SONDHEIMER,
__N. K. ,Natural language graphics. In: Natural Language Interfaces,

edited by D. Waltz, AGM SIGART Newsletter, No. 61, February 1977, pp. 57-58.

CHANDRASEKARAN, B.; PARENT, RICHARD. Molding computer clay -- steps toward

a computer graphics "sculptors' studio. In: *Pittern :ecognitioh and

Artificial Intelligence. Academic Press, 1976, pp. 86-107.

DELUTIS, T. G. CODASYL The conference on data systems. Encyclopedia 9

Computer Science and Technology, Vol. 5, edited by Belzer et al,
-Mareel Dekker, Inc., 1976, pp. 74-87.

HSIAO, DAVID K:: HARSTON, R. A semantic model for data base protection
languages. Systemd for Very Large Data Bases,, edited by E.J. Nedhad
and P. Lockemann. North-Holland. 1976.

'MAO, DAVID K. A software engineering experience in the management, design
and implementation of a data secure system. In: Proceedings of the

2nd International Conference on Software Engineering, IEEE Catalog--

#76CH1125-4C, October 1976, pp. 532538.
k

HSIAO, DAVID K.; HARSTON,. H. REX. . Full protection specifications in the

semantic model. for database protection languages.* In Proceedings of

the Annual Conference of ACM, Houstdn,l_TeXas, October 1976, pp. 90 -95.

HSIAO, DAVID K.; HENNINGS, JAMES; HARSTON, R. A, study of access control

costs in database systems. In: Proceedings of 5th Texas Conference

in Computing, Austin, Texas, October, 1976.

UMW, DAID'K.; MUM, R. J. Database computers a step towards data

utilities. IEEE Transactions on Computers. Vol. C-25, Issue 12,

De6ember.1976, pp. 1253-1259.

HSIAO, DAVID K.; KANNAN, KRISHNAMURTHI. The role of emerging technologies

in building large database-systems. In: Proceedings of IEEE Workshop

pn Picture Data Description and Management, April 1977, pp. 115-120.

KOCH, HARVEY SY.: STAHL, F.; GUDES, E. The coordination of cryptographie

and traditional access control techniques for protection in computer

/systems. In: Symposium Proceedings of Trends and Applications 1977:

Computer Security and Integrity, IEEE Computer Society, ilay41977.

COHEN, DAVID; LIU, MING T. Bridging the gap between pr 'iples and prac-

tices in microprogramming. ACM SIGMICRO Newsletter, . 7, No. 2,

June 1976, pp. 43-60.

LIU, M1NGT.; REAMEE,C. C. Message communication protocol and operating

system design for the distribdied loopicomputer network (DLCN). In:

Peoceedings of the 4th Annual Symposium on Computed Architetture,
March 1977, pp. 193-200.

1
,See Appendix G for Publications isstia as part of the,Department of Computer

and information Science Technical report series.
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LIU, PING T.11 MUFTIC, SEAN. DeSign of a secure computer syStem. In:

Symposium Proceedings _of Trend-and Applications 1977: .Computer Se-:

ourity and integrity, IEEE Computer Society,May 1977.,pp. 64 -70.

MAMMAK, SANDRA A.,:dulation of computer systems: A tutorial. In: Pro
ceedings 7th.Annuit Pittsburgh Conference on odeli4 and Simulation,_
Instrument Society of Anerica, April ,1976,

''',/MAMR4,'SANDRA? MONTANELLI, R. G. Jr. The status of women d'iptinox.ities in
_ ECademic:computer science. Communications of the ACM, Vol. 19, No. 10,

-October 1976, pp. 578-5a1.-
da

9a n

e.
M.AMRAK,'SANDRA A. A:setworieresource sharing module- to augment user'cost-

benefit.analYsis. 1976 Symposium Computer Networks: Trends.
dad RePlizronsoorIEEE Computer Socief vember' 19761 pp.79-85.

*gRAK,,SANDRA,A. Dynamic` response time pre 'ion. or computer networks.
Communications 6f the ACM, vol: 20, No .7 y July 1977, pp. 461-468.

.e-

1.IAHRAK, SANDRA A.; KINBLETOK,'S. R. Comparing equivalent network services
'through dynamic processing time AFIPS,
,077 NCC Conference, Vol. 46: pp. 455-460t:

.

OIKANE, K: C.; HALUSKA, Perspectiwes in clinical Computing. -In:.
= Advances in mputing, Academic Press-, edited by Marshall C. its'
and MOVTiS R inoff, 1.976.

WEANE, K. C.; TRZE OWSKI, G. L. Graduate level educartioil in biomedical.
computing. ical Engineering News,_ Tall 1976.

. .0

L/O'KANE, K. C.; TRZEBIATOWSKI, G. L. Computers and hetlth Care: the role
of universlifbased education. ,ACM SIGBIO News; Vol: 2, 1977; pp. 4-7.

fa

ROSE; LAWRENCE L.; HtLLERgAN, H. Portable character processing in FORTRAN
and fixed integer environments. In: IEEE' Transactions on Software
Engineerlizg, Vel.,CE 2, No. 3, SepteMber 1976, pp: 176-185.

.1s

411k. ROSE, LAWRENCE L.; YOVITS,14...b.; ABILOCK, 3. p. Development ora theory
of information flow and ana4s4p. In: AAAS Proceedings; Denver,
_Colorado, February-1977

RANSTEIN,'JEROME. QuaniUm detection and eetiLtion theory, by C. W.
.

Hellstrom.
' 'Applied Optits, Vol. 16, April 1977, pp. 791-792.

RUBINOFF, MORRIS, editors, Advances in computers, Vol. TS, .
Academic Press, 1976./

i

O

ZWEBEN, STUART H. A study of the physical f algoriehps. In: IEEE
Tragaactions oA,Software Engivering, Vo E No. 3, May 1977, pp.
258. G. ,

PAPERS ACCEPTED FOR PUBLICATION
,

KR.T-SHNASWAY,S.; BUTTELMANN, H. W. Formal Methodology of translaiion: Ior-
,, mation and Control.

4

63



61

,

SHHASWAMY, R.; BUTTELMANN, H. W. Fordo' methodology of translation.__In-
formation and Control, ____ '1". . , , .

. . e ..

PYSTER,"A.; BUTAELMANNi A. W. Semantft-syniax-directed translation. Infor-
matiam and Control:
--- , .-- '

.
.,-- --

CHANDRASEKARAN, B. The thinking computer, mind inside matter, by B. Raphael.
CreTiEFAComputEng: (book review)

.,
_ tHANDRASEKARAN, B..; JAIN, A. R. Independence measurement complexity and class-

ifiCation performance: an emendation. IEEE Traosaction Systems:
Man & CYbernetics: y .-

CHANDRABERARAN,-B.; JAIN, A.K. Oh balancing decision functions: Proceedings
IEEE International Theory. SymposiUm, Ronneby, Sweden.

CHANDRASEKARAN, B.; LthHMANAN,R.B. Multiple hypothesis teAting-m4h finite
immnory. Invited paper, Cybernetics and Information Science.

IZ.LWANDRASEKARAN,B.; YOVITS, M.C. Aitificial intelligence, (0-Tigimelly appearing
in Encyclopedia of Computer & InformatiOnScience.) Operations Research
Support Methodology, Marcel Dekker.

LAKSHIEN, K. B.;,CHANDRASEKARAN, B. On fini memorysolutions to the rwo-
d-bandit prOblet. IEEE Transaction I 'tion Theory'.

1/4, CHANDRASEKARAN, B. Four papers selected for inclusion in Pattern'Recoghition,
.

--7----.----

a collection of basic-papers in -apmputeran sd information cience, IEEE
Press, -New York.

_ .

LIU; kNG T.; PARDO, R.; 'iABIC, G. A performance study.of distributed control
loop networks. 1977 International Conference-on Parallel Processing,

--August 1977. , --4 --- - .
.

ru, MING To.BABId, G.; PARDO, R. Traffic Smalyals..,6,fthe distributed loop
computer network (DLCN) 1977 National Telecommunication Conference,
December 1977::

1 tr
LIU, MiNGT.T.;'QH M.. interface design fordistributed lqop control networks!

M'National-TelecOMunication Conference, December 1977. .

Rj
, -. ,

/i .

.. .

computercommuicarions:asui'vay.-,AdyncOmputers,lol. 16,
nealiseiMAMRAR, SANDRA A. The-design-and divelolme source sharing ;services in

Acadette.P;ress.
.

....'-. - N

_161ANRAY.-:SANDRA A.; RANDAL, J.,M. 'An, an4ysis pf software engineering failure.
Theamputer Journal. -7 00

N,A.
.

_..6 .
.

MAMRAK, SANDRA A.; AB.- RAMS, M.'D. AppliCatiod constraints-on-The generation of
- rest ciorkloads. Compu 'er. ...,. As'

, ..
_

.

MAMMY" SANDRA,A.k DERUYTER P. Statistissl laptlyds.for comparison of computer
services. T4tputer

,
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MEI, HOWELL HUNG-WEI; DENNIS, JOHN E. Two new algorithms for unconstrained
optimization that use on and gradient values. Journal of
Optimization Theory _s_1-_Appitqations (JOTAIJ222_,_

ROSA, LAWREKE L.; HUGHES, C.E.; PFLEEGER, C. P. Advanced programming tech-
niques: a secofid course in programming using fortran. John Wileys6,Sons,'
Fall 1977. .

SONDHEIMER, NORMAN K. --Towards a uniform representatiQn for spatial and tem-
poral reference. Proceedings 5th International Joint Conference.on.
Artificial Intelligence.

ZWEBEN, STUART H. 1CDONAib, M'Ac. An opt mal method for deleLfon in one -hided
height-balanced trees: Communications of "the Aar,-

.

_ -

PAPERS SuB-HETEED FOR PUBLICATION .

r - 2
LIU, MING T.; EABIC G.; PARDO, .R.- Perdormance study of distributed lodp com-

puter network (DLCN) 1977'Computer NetWorks SymposiUm, December.1977.

LIU, ElNG.T.; PARDO,' R.; BABIC, G. The distribute iloop database "system. 1977

Computer Networks Symposium, December 1977,.

LIU, MENG T.; MA, L. Controline.communicaiion in distributed processini.
1977 International Cowputerbmposium, December 1917.

.

"\..LIu,11INGT.Thedistriblitoloo0,computer network (DLCN) IEMITransactions
4 on Computers. -1R

MAMRAK, SANDRA k.-l!=4=calclassificat/on approach to work-
load aaractertugw.: ..1,424ditcCS/C14G VIII Performance-Conference.

MAHkAK, SANDRA P.;,MONTONELLi, R.G. Computer, science faculties: the current
status of minori4es and women. Communications of the ACM;

.

-;

MEI,-HOWELL H. W. A local convergence analysis of'Davidon's 1975,optimally
- conditioned algorithm. Mathematical Programming

'
MEI, HOWELL H. W. On the conditioning of DFP and BEGS updates for unconstrained

optimizations. Journal of Computers and System Sciences.

MOORS, DANIEL J.; RUSSELL, B. Formal theories of data objects. ACM SIGACT-
SIGPLAN. Symposium on Principles ;of Programding Language.

LEGGETT, isW.I-MOORE, DANIEL. ClassifyiWg hard-problems In the polynomial
hierardly., SIAM Journal of'Computing.

:

..'
. .

SONDHEIMER, N. K. -Semantic nets and spatial references.' American -Journal o

.. Computational Linguistics.
.,

SONDHEIMER, N. K. *A semantic analyZis'of=reference to spatial properties.
.

,Linguistics' and Ehilosophy%



t

APPEIDIX G

TECHNIC Ai REPORT SERIES"
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,
.1968 -------.

_---... _

. .

---TY0y1TS-iliT-C.; ERNST, R. L. --Ganeralizetinformation systems: Some -clause-
' ,quences for information transfor Octobdr, 1968.' 47$. (OSU-CISRC-TR-

684) (PB-180 929)

- -
FILLMORE, C. J.; LEHISTE, I. 'Working papers in linguistics no. 2. November,

1968: 128p. (55U-CISRC-TR-68-3) (PB-182 596)

FRIED, J; B.; LANDRY, B.C.; LISTON, JR., D. !,.; PRICE B. P.; VAN BUSKIRK,
R. C.;.WASCHSBERGER0). M. Index simulation feasibility and automatic
document...classification.. October, 1968, 21g. (OSU-CISRC-TR-68-4)
CPB-p2 594

ROTHSI-IN, J. Thermodynamics 6 information: BefOre,'In and beyond quantum
methanics. December, 1968. 21p. (OSU-CISRC-TR-68-5) (PB-183 738).

YiNLEY, JR., M. JR. -ihe-development of a basic language for artificial intel-
ligence. jappiary, 1969. 24p. (OSU-CISRC-ITK--48-6) (PB-182 305)

1969

COLOMBO; D. S.; RUSH, J. E. Use of word fragments in computer-based retrieval
systems. February, 1969. 7÷191-p. (OSU- CISRC- TR -69 -1) (PB-184 104)

. ,

WHITE, I. J. Minimum c ers of fixed cardinality in weighted graphs. March,
1969. 14p.. --(00-4 U. -2) (PB-183 737)

e

JACKSON, D.,M. The construction #af retrievil environments and 'pseudo-classi=
fications based on external relevance. A-firil, 1969. 74p. (OSU-CISRC-TR-

.

69-3) (PE-184)02)
. _

.

' _

'
e

railOT, D.e;; ItUANG,..;'-`1.ANGENDOFji, D. T.; LEE, P.- G.; LEHISTE,"I. Working
pipers,in, linguistics- no. 3.* June, 1969. .181p.. (o-su-CI kt-TR-6§-4) .

(P8-105 855) 4ED,060 689) --
$

BRIGGS, G. E.. Reaction'time and uncertainty in human information processing.
March, 1960* 36p. (0SU=CISRC7TR-69-5) (PB-184 135)

Vint, L. J.; RUSH, J. E. Linear lists-for spiTo graphs. June; 1969. 64.
(OSU-CISRC-3'E -69-6) (PB-194 402)

TETP.ARCA; -A. E.; LAY, W. M., The doullge KWIC coordinate index. A.04nw approach
for preparation of high - quality printed indexes bi indexing tech-

Kpril, 1969. -1-(171p. (.osu-ang-TR769-7)1c,

-*Journal of Chmalcal Ddhumentation, 9, 256 (1969)
.
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YOVITS, H. C. Information science: Toward the development of a true_
scientific discipline. June, 196917 27p. (007-CISRC-TR-69-8) (PB,187 983)

PETRARCA, L....E.; LAY, M. The double KWIC coordinate 1.04dx. II. Use
of an automatically generated authority list to eliminate scattering caused
by some singular awl ...plural index terms. August, 1969. 13p. (DSU-

. -CISRC-TR-69-9)*

k.CCULLOUGH, J..L.. The ghquisition of information across cultures: I. Per-
, suasive role play, counterargument and attitude change. August, 1969.

18p. (OSU-CISRC-TH49=10) (PB-197 568)

. ,

ERNST, R. L.; YOVITS,-H. C. Information science as an aid to decisbn making.
September, 1969. 22p. (OSU-CISRC-TR-69 -13) (PB -L89 666) (ED-054 182)

LAMY, B. C.- AmAndexing and re-indexing simulation_ model. June,: 1969.
. 5,0P. (OSU -CISRC -TR-69 -14) (PB -198 115) s

SALVADOR, R. Automatic abstracting and-indexing. `jUne,ct969. .9Tp. (OSU-.

CISRC-M-69 -15)

0
STEVENS, D. W. A computer program for the reduction of. flow ;Ales.' June,

1969. 97p. _20SU-CIS'RC-'R-69-16) (PB-189 679) -

COL012,41).-S. Automatic retrieval systems and associated retrieval lan-
guages. 1569. 65p.-- (OSU-CISRC-TR-69-17) (PB-198

SCELESSINGER, ..1% D.; WHITE, L. J. Optimum prefix encoding. August, 194.
85p. (0W-CISRC-TR-69-18) (PB-158 117)

DAY, R.; WHITE, -L. J. Hebbiaa neural simulation: Computer programlocu-
mAtation (OSU-CISRC-TR-69-19) (P3-204 003)46

REEKER, L. H. tkeended finite state reprIsentation of ilafinite =chines.
Septembers 1969: 36p. (OSU -CISRC -TR -6 -20) _(PB -187 949)

*
VIIILIAt, N. T.; ERNST, R. L. A computer simulation of human short-term

memory. `.1969. 62p. (OSU-CISRC-TR-69-22) (PB-197 874)
- 4," '

BEZD'i,. R. R. The` acquisition of toformation across cultures: II. Sociil
science research in a different culture. III. .Crosa=cohort activity and

''lattituda change, by J. tr"Cullough. January, 1970. 36p. (DSU-CISRC-
;R48-23) (PB-197 876)

- '1970

/

InticUsBAY, IL K. A one 'step 4ersion of YoUnger's algorithm for bounded
context grammars. 1970. 41p. (0SU-7CISRC-TR-701) (PH.-197 603)

*Proceedings of t1e American Society for. Information Science, Vol. 6,
1969, 277-282.
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LI, Y. 'Information structure and optimal policy. September, 1970. 18p.
(0Z-CISRC-TR-70-2) (PB-197 605)

DILLON, S: R. Some procedures for finding substitution property partitioni,
tubstitution property covers, and cover pairs for finite state sequential
machines. 1970. 79p.- (OSU-CISRC-TR.7.70-3) (VB-197 643)

MATHIS, B. A.; WHITE, L. J,.; JACKSON, D. M. Stability analysis of term
similarities for information classification theory. Jul 1970. 79p.
(0SU-CISRC-TR-70-4) (PB-195 376)

MCGEB,:B.. B.; DILLON, S. R. A paull-anger procedure for substitution pop-
erty partitions. April, 1970, 16p. O0SU-CISI1C-TR:-70-5) (P3 -192 120) -
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