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ABSTRACT °

- .- - . . . - . -

The Slmulatlon and . Gamlng ?ro;ecx for Inter-Institutional
—. Coﬁpﬁter Netwarklng is a 301nt effort on the‘part of EDUCOM and -
eighteen part1c1pat1ng institutions to 1nvest1gate the role
* .that computlng networks- -might play 1n higher education:and _ -
.. - research. Central to the nro;ect is the development of a. -~
computer s®mulation model of_a possible hational retwork, ¢
composéd of the nart1c1pat1n§/1nst1tut10ns, in which s%rv1ces cre

L
i o, ¢ . , . cL

can be exchanged through a market medium.
. s .

— -

R * This is 4 report on the results ed;the’?ert year of the —_
whree year study. . Included in this phase were the, developﬁentr g
N of representatlonal concepts, the design and 1mnlementat10n of .

T , the basic simulation model, the coftection of data from\tHe .
N participating institutions, and the conduct of some,prelim;nary,'

éxperiments using the model. ’ : ‘ ?

- - .. - /' .. ; '
‘ Later empha51s hlll be on using the model for a comprehen51ve

..,

1nvest1gat1on into the organlzatlonal ;npllcatzons of a network
. the cornditions necessary for a successful network and the likely -. .
problem areas that must *be monitored.
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/" "1.. EXECUTIVE SUMMARY. ~ '. .~ -~ ~ . .

3 A. - Introdﬁction T . ' co
k ? ) . —_ c ‘ 1
- Among,the most d1ff1cultt§uest10ns confrontlng decision
- makers at colleges, unlversltles and research 1nst1tut10ns are
) those concerning the best manner of satlsfylng the expandlng .
;/ " . and increasingly ,varied demands for cozmiputing services, - The - :
| - . . vast increase in computer use now imposes serious flﬂﬁ?ClBl
burdens on mahy educatjonal 1nst1tut10ns, nece551tat1ng that
- they seek more eff1c1ent and effective ways of providing needed
>0 4 capab111t1ES. e : ’ .
. . - A -

’
- ‘¢ ,

. . — o . . . . .
.. T.=—.- One of thé most promising Eeans of accomplishing this goal:

is that of sharing computer resources thrdﬁgh awnational computer
s network Shgaring is not just a matter of economy, but it can
open up, new p0551b11;tles to the educatlonal ard research comnu-
nity. ft hgs the potential to offer to all -dinstitutions through-

" ,out the country the best computing resources available --‘a dl
. - variety and Québitp‘bf resources which not even the largest single
insti;ution could hope to provide on its. own: ¢ -

. .
~ . . <o
. ”
. .

b \ .

since it already ex1sts in at least & relatlvely pr1m1t1ve form.,
However, the extent and form of the sharing will depend ord many °
compIex organizationgl, economic, and behav1oral issues.. Even
'if a network’only focuses on the needs of higher education, a’

; “« .t
= 1arge number of alternative arrangements are p0551b1e. For

L >eXamp1e, the degree of centralization of the network pr1c1ng
. schemes, and budgeting prOcedures at each un1versztx all intreduce -
possible variatiens.. An institution's poiicies with respect o 4
outsidedpurghases; and-its willingness to assume the°risk“Cand

gain.the bgnefits) of developing the_resources required to become

* a network supplier, will also affect the network behavior' <
s 1 PP ) .
. S L) "“' '.
> - » -.
. ‘ . 1- i )
, . ‘.‘" L .
(.4
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" search institutions that are/participating in thg network -experi-

. ' ,
limjnary form -- each institution's pre¢sent demand for, and supply
{ [
~of, computing services. Collectively the 16 institutions constitute< )
. 3
' !

Network arrangeménts and 1nst1tut10na1 p011c1es interact ¢
i complex ways. It is not possible, the;efore, to. make rellable ’
a priori prédictions about the consequences of the many p0551b1e
comblnatlons of alterpative decisions. This is true of macro’
dec151ons that affect the entire network, - as well as at the micro
1eve1 of an.1nd1V1dua1 institution or an individual user. )
) SN ) . oo T
It is extremely difficult to expériment with a functioning
. network, except in only ninor incremental‘ways.' Analytlcal mode45
while useful in providing insights into network phenomena, cannot ' g
begin‘to capture ‘the full richnéss of possible behavior that would ]
interest network de51gners and institutional pollcy makers. Of ]
the tools available; theu, only simulation technlques permit in- v
) vestlgatlon of théﬂzull range of, alternatlves that must be con-

51dered S . . o :

v

i
.

A )

2

B. ‘Development of the Nethork ‘Simulation and Gam;ng Model ' Y

g J
‘:g' e . oot
o

The clrrept szmulat10n>uf03ect 8reh out of d.six- -onth( )
planning study funded by the National Sc1ence Foundatfon (NSF).
k.gzoup of eight 'cooperating xnvestlgators, representlng :

a klde variety -0of academic backgrounds, planned and recommended .
support of a major effort te 1nvest1gate the role that computing net-
works might play in hlgher educatlon. The group felt that a .
51mu1atzon model would be a neceésary tool of such an 1n?est1gat10n.
EDUCOM submitted a proposal to perform the study, and in Februagy,
1975 it was apbroved bx‘NSF.. '
' . ~ : s
The prdject extends over a -three-year period. This-first
phase encompassed many areas includlng the development of repre- :i-
sentational concepts, the design .and. lementation of the basicr 1
* simulation mode}l, and the conduct of initdal experjiments. It _ ’
alsdfdncluded the collection of data from 16 edgcatiohal and re-

ents. The collected data describe -- albeit, in relatively pre-




a possible network in whlch serv1ces.can be exchanged through
. a market meqhanlsm.f . : .

) : ! v .
. .
4 - )

-

Thp second phase of the projbct, whlch has already, begun,:
'w111 concentrate oﬁhobtalnlng a deeper understandlng of each parti-

‘ c1pat1ng institution's facilities; computlng demands, and policies
affectlng its network atctivities. The results of’theSe studies
will be ref¥ected in refinements to the model so that it can more

falthfully represent the spec1f1c behaV1or of each szte on the
network. It will then be used to examine the effect of a varlety
of beha{ioral, dec151on, and pOllC} patterns on networks and. in-
"stititional membefs.

) 4 » . .

B M i
A

The f1ha1 phase calls-for a modlflcatlon of tite: model” to per-
Omzt human deczsron makers tg 1nput‘dec1510ns 1nteract1Ye1y during
‘a simulation run. In the current Phase I version of the model,’
’decisions are made automatically by. the model based on built-in ‘
policv rules. - In the "'gaming" rersioh, administrators at the parti-
c1pat1ng 1nst1;utlons will be able to modify. decisions at any p01nt
'in simulated. time. In this way an. admln;strator can make ad hoc
decisions in any arbitrary way, rather than being forced to define '’
a rule that rema;ns in effect’ througlout ‘the simulated run. Thus
the gaming phase will 1ntroduce a rea11ty to the model ‘that could
not be achieved soiely hlth pre- -defined rules. '

»

C. Characteristics of the Simulation Model

.
s - ) . -
.

Although constrpction_of the_simulatjon model is only one part
of .the overall project; it is a vital partf . The model pra¢ides an
essential tﬁol for the stpdies that constitute the real justifica-

. . . . \ |
'tion for the'project. D ., '

’ The model was constructed in.a modular, top- -down fashion. Thié.
has permltted testing of its hlgher level components as deveiopment'
work proceeded This approach also offers the tremendous advantage
of flex1b111ty iower- level modules can<be added or modified ylthout

affecting other modules or the overall structure of the model‘ This

”~
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is aﬂ absolutely necessary requlrement {or a model that«w1ll under- ’ s,
. go contlnual evolutzonary development ‘over ‘the llfe of the pro;ect.

s t
A - e ’ 1
. I . . .
v -

- Wheﬁ the model is ‘run, time moves forward in” fixed weekly
increments. Durlng each weekly caloulatlon, demand for computing’

'tserv1ces is genenated accordlng to the built-ip rules f/f, during

the gaming, phase, to. any ad hoc changes mdde by a huMan decision <
maker). . The rules take into account pollcy dec151ons “and the status
of the network durlng the previous weekly time interval (e.g.,
response time at each computer center, cest of each service, etc.).
The aggregate demand placed on a given site depends on the demand
tifroughout the network policy constraznts on network purchaSes,
phy51cal constraints on communlcatlons capac1ty, and, the attractive-

- ness of’ the site relative to other sources of supply {1nclud1ng, of

COUI'SG, a user S own 10C31 computer center)

Time moves'forward week-by-week in this fashion. Demand and
supply a® each 1nst1:ut16n and the flow of serv1ces among centers ,;
shift dynamlcall) as'51mulated events unfold Periodic reports and
“final summary repor&s are produced "to describe sh1£t1ng supply and

demand leyels, the flovW of work, and-selected financial variables

"at each institution. Lt ’ o -

The model is written in FORTRAN to make it as transportable as

possible. Special ¢are has also been given to careful documentation !
“to increase the model's transportability. Participating'institu-
-- tioms, as well .as the academic and redearch:rcommunity at large, yiil

be engcouraged +to use the model in explorlng alternatlve,network
decisions or organazatlcnal arrangements . ) : -

.
: . . . ,
— ’

D. Project Management . T .-

——— e . — e ————— - s e e - -

. The modél is 1arge enough, and 1nvolves a large enough group
of part1c1pants in its development that careful attention had to
be given “to management of the pro;ect From its 1ncept1on, the :
project'called fd;'the coordination of researchers drawn from a
number of different institutibns.' This required cldse attention to:

-
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dbcumentat19n and dlssemlnatlon of the current Studies oﬁ the
. 1

pro;ect.

* -

[

The conperating 1hvest1gators have’ cont1nued with the prQJect
throughqpt its life.. Periodic review meetlngs have. been heid to
_ critigue ‘the work done by the EDUCOM staff and to obtaln fuﬁther
" adv1ce for future development work. N C N

» A -
- ’. - -

e . , -

4 -
e
=" 3

Representat;ves from 511 of the: nart1c1»at1ng 1nst1tut10ns

.

A

have attended oné of three reg1ona1 meetlngs that were presented.

. The purpose of the meetings was to establish persomal contact with
\each 1nst1tut10n, to explaln the model .to-describe data codlection
reauzrements, and to obtain teedback comments from part1c1pants.

N - *

L ‘) . -

A.number of specizl’ studies have been commissioned as,an in- .__

tegral part of the p%bject[ ‘Cne of these focused on_deveioping'a«
perception of computing,serfices.that flow across the network. -
Another developed a model gor'prediqt}ng the'impac “on a cohputeﬁ
center of shifts in demand for its services. - Similar studies

focusing on Dfogram benchmarklng, network marketlng and its effect

on‘demand,, and pricing ‘and budgetlng strategles have been com-
mlsgiened and w:ll play an important part in enhancine the value
of the .research. The intent of this apnroach is -to-draw upon. the
.best resources available to help.in developing the model, wh11e
‘'still retaining -overall pro;ect coordination in the hand= o* the

. EDUCOM <taff®.

»
v

4 -

f;e‘emphasis in Phase I'was onQEhe‘research and background
work ngcessafy to design and implement the basic model, and on
the use of this model to study factofs 1nf1uenc1ng network behavior.
As a result of the successful completion of. this work in Phase 1,
effo:;g:can_prqceed w1th,the application.of the modef to theipore
interest}ng Behavioral, orggnizationai and impact issues which
will-be examined in Phases iI'and III., |
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.o " Thé prdject IS bas1cally adhgrlnz to the schedule and budgefs
gstabllshed in the or1g1nal proposal Softe part5°of the pTOJeCt
are proceedimg somewhat faster than.expacted, while other parts .
.are. proving more difficﬁlt“and time consuming than planned. For '
.example, the modular censtruction of the model will re@uce the = . | =
expected .effort required.in Phases ISE and IIT to adapt it' to -
v;nd1v1dhal 1n§t1tut10n3 and to incorporate interactive mod1f1ca~
tion'of decision rules. Data collection, on the other hand, 1s_ ' ﬂ

)

somewhat behlnd 5chedu1e. The expectation is, however, that the )

;’overall project will .be completed within the‘proposgd‘tlme and

. r 1

budget. ~ o : . el .-
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Dec151on makers at educatlonal and research 1nst1tut10ns are ‘s
grappllngsw1th difficult questloﬁé abput hgw to best satlsfyithé - ] |

, expandlng and 1ncrea51ngly varled demands for computzng SerV1ces. k P
< It is clear that, although usgr 6%mand§-W111 cdntlnue to grow,‘ - )
. the cost sp1ra1 must,be controlled Technolog}cal advances in U

_ “micro- and mini- computers; and. in latg& sc e.hardward ﬁgc111t1es, .

will not, in themseives, be{suff1c1ent wlly aét;sfy A
the. requlrements for accessibility to a &F favariety and sos -
" ph15t1cat10n of. serV1ce offerings-. - .,i"'F’ L. ooty
}.' - ’ '~ ) ) ¢ . '“ .-
Networks offer one of the most attre L3 0551b111t1es far -
1mpr0V1ng the efficiency and’effectIVEnessnof com tlng(z) he ‘ ’a i

J R /

. . report of the de11berdt10n$ at a NSFxsponig;ed serlé of General Y
Worklng Semlnars on computer networklng( 3) held in 1972 and.1973 f ~"
;ndlcated “that it 1s now technically feasible to Cregte a ne‘lork‘ f K
. lgnhlng research,and educatlonéﬁtcomputers at colleges, univérsi- , 1"3

2R ties,” ‘and research institutes. Alfhongh some technologlcai pfob«
" _lems remaln, the d1ff1cu1t1es of~%1g;:ng these'lnstltutlons are , .

e aw L

prlmarlly nontechnlcal in nature partlcular major economic,

" politica, " and Drganzzatlonag considerations are likely to pace N
the developmeﬁt of a successful, network Thesetassues can success-'

fully be dealt with only on the ba519 of a c;lear fnderstandmg ‘bf
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-~ . Existing networks p;ngde a good 1nd1cat1qn o
- technical characterlstlcs of a nat10na1 networh s It is still not

b U T omf

osts-and |

\clear, Jhowever, hqw a dynamlc natronal uetWorklng environment ’ CoL

youid 1mpact a glven 1nst1tut10n in termﬁ of econom1c, organlza- A
. tlondl pollthal and 1ntellectua1 effpcts. Nor 1s ‘it known .how
. ‘ _these effgcts would vary Mlth the partgcular computzng phliosgphy,
© policies§ and practlces in effect at ap institution. For exampfe,

. " what changes would a network bring in- 1nstructxo$, research, SC1ence
L } ; .
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\, f'lnformatlon, and admlnlstnatlwe compué?ng? What wouldebe the 1m-
ST pact of "baldnce of payments"*problems° How, woudd users be.affected
z L"—/ -

f;‘ " by thd ava11ab114ty of multipie” tyo?s of resources at a var1ety a? _ﬁ
b » 'pr;ces., What changes would takerplace ip the tyﬁ%s of compublng o
AR resourqes deveioped. or maintained by an 1nst1tutzon’ -What impact A
. 'would a network have on establlshed 1nstytutlona1 p011c1es7 S a: \ : ._4

,j The; charactéristics of a network‘and the ways it nght evolve
: 1n the face of collective 1nst1tut10na1 choices also need to be .

b ~

L examlned What types oﬁfdec151ons or,p011C1es relatlve to the © ,-
network -must be establlshed by university resource managers,'users, -
< and top level decision makers? To what extent and }n,what areas R
i centrallzed management of the n twork requlred?‘ What contrac-

T tyal arrangements should be made among buyers, suppliers, and ‘ U
network administrators? How should prices be set? How should L
.“invoices for servlces rendered be. handLéd and -accounts paid? -  °

,Q;..

i o - L

- These questlons can be examined onlyAQE an enV1ronment in

: whlch ,the implications of such policy questions can be observed
1n-concrete terms. Moreover, that environment .must not be con- —
stralned by-a priori solutlons to thése issues. In partlcular, '
qqe§t10ns of networg management and Control nust be left open.

4 -
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N . No ex1st1ng ‘network has the necessary characteristics to

. examine all of the important issues. The ARPA Network, for example),
ot

is devoted .to Department of Defense act1V1t1es. , Thus 1t is not ¥
h ~1 ,sultaple as a basis for studylng the 1mp11catlon%‘of an economl-_f

1

- cdlly V1able general’ network linking diverse educational 1nst1tu-'
tions and a wide spectrum of users.
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‘The ‘use of a real network to examlne these issues, while

advantageous‘rn some respects, poses a number of almost insuper-
able problems. It would be extremely

stly, take several years .

)
. Lto 1mplement, severely restrlct .the numbe ,and scope of approaches

. and alternatIVes _that could be 1nvest1gated 1srupt the normal <

Cediza,

-« " operation bf the network, and requlre 51gn1f1cant commltments of .

P .
".”_ R . \ .p_
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F . nintellectual and other résourceés. Consequent{y, such*'an approath
- would rot, be-considered- without an overwhelming demonstration
<. _‘p .that the 11kely benefits wguld )usélfy the costs apd risks of
experlmentlng with,a real network.. Wlth present ‘knowledge, 'n

L3
R »

.. .  such demonstrgtlon is possible, = - o T .
' n it

' ] . . 2
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e < - It was_ in recognltlop of theseedifficulties that-;'51pu1at1§n .
apprpach was taken to the study of a. national network The- objec-
tive was to develop a model of a computer network to represenf Ihe.
conﬁltlons that might prevalf/;n ;’real networking env1xonment.
_The 51mu1atlon approach pfrmits an effectlve exploratlon of the -’
1 ’ potentlal 1mpact upon an.1n§t1tut10n of part1c1pat1ng 1n a network
i '( as well as an examlnatlon of the ways im whlch that env1nonment '*,
is affected by the deC151ons and p011c1es of part1c1pat1ng institu-
tzons. It prov1des flex1b111ty in the types of networklng 51tuat10ns

‘that.can be considered and allows for the testlng of a varlety of

LY

V‘glgi_. alternatlves as a refltzvely low cost. e , -

’
~ » ~ — . . .
. ? -

The development of a large simulation model is- a complex and
d1ff1cu1t undertaklng-and must be carefully planned if it is"to

-

A
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N be effectlve. 'In order "to do such plannlng EDUCOM brought tqgether
. o a group of e¥ght individuals knowledgeable in the areas of* . 7,
f' model building, gaming, economics,. resource admlnlstratlon, afd -
- . educational computing.  After an initial fe351b111ty study, NSF
o support was secured for,an intensive planning study (NSF grant - . .

'\ GJ-41429). Over a six-moath period, assisted by thé EDUCOM" staff; -
these 1nd1v1duals establlshed the specific goals and objectives Ll

1 for such a simulation "and gakihg project, outlined the data' to be _

. collected selected, the initidl Iﬁ'part1c1pat1ng instltutlons, . C'

b deterblned the level of detail ahd framework of the basic network .
model and prepared a detailed plhncl) for the actual ‘conduct of ] T

h . the pl_.OJeCt P ’ e . N —, - ) S

g thEEFOJECT e L . | |

F - >

) DA C e
- ~ *EDUCOM is a comsortium of more than 200 colleges unlver51t1es, L
< . and non-proflt organizations that serve higher education. It was 5
{ . _  ‘founded to help its members make the most effective use pf computer’

S and communlcat{::s technolog¥, .

-~ o »
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_ ' A‘proposa1£4§/i; 1np1ement fhat researcﬂ pkan over a ‘three -

Y year period was” submittpd tb the NSF in September, 1974. A grant R

“® ] (DCR¥s- 03634) to supporf the' fi¥st year's efforts on this pro;ect

‘ 'was'aﬁafﬁed b NSF i 1 February 1925 Thfs report documents the - .- .

results of |th t'wprk,i'-, - vt L

' Rl B o ’
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e a’ b351s upon which the deta1f§ of the’ J

¢s:) . :
> .18 arder to,proVid

being augment tq 18 -= has}been ‘Cotperating in the pro;ect, The

participating'

stltutlons ate as follows, . ‘
D - . ¢ - ,

olle e . . National Bureau of Econom;c s .

R * Bryd Mawr
) .Carneg1e~M lion University' . - . Research
"“Universitylof Chicago - * Ohio State Un;ver51ty :
- . : Dartmouth College- -+ - | -University. of Pennsylvania
- ‘University of ‘Gegrgia, °- - Saint Olaf College* .
. Harvard'Undiversity '~ . "Stanford Research Instltute )
* + . University of Towa, T ) Stanford University T 3
Lehigh University. "~ ~ Texas Tech University . T
N Massachusetts Instltute of . University of Texas Ca N
Technology ’ : . Vagssar College* . B a

. *Thesg two 1nst1tutrons expect to 101n the project by September 1976—
. The institutione weré selected on the basis of willingneds-
7 to part1c1pate and their ability to make a positive contrlbuflon. .
", Collectlvply they prov1de a wide range of instjtutional sizes, S im
'm1551ons, sources of” fundlng, unlque computer. facilities and ser-
’ , - vices, and networking experlence » { R L T,

-

b
needed to e?%rcfSe the network model “The model in turn, is- ) .ot

be1ng used 4% a research tool to further the knowledge of the net-
working process. It will be used 1n a gaming environment during
" sthe last phdse of\the project to help dec151on makers at partic-

W . v-
<< The part1c1pat1ng>1nst1tut10ns are providing the basic ddta . 1
|

oy 1patrng 1nst1tut10ns explpre the potentlals of network;ng for their
1nst1tut10n§' and the 1mp11cat16ns that their own att1tudes, computlng
politzes,,an& local policies m;ght have on the network .

@




.. -+ B. 'Objéctives of the Project. T oo
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o “The pro;ect prQV1des a 51mu1ated env1ronment in whlch two .
5L pr1nc1pa1 obgectlves can be pursugd. The first obJect1Ve is to
o explore the parameters that govern network behavior and to zsolate‘
J and examlne those elements cr1t1cal ta the success or fallgae of

. a network. The second obJectlve is to help institutional deca51on
“ makers deveIop ap/understandlng of the impact of a naglonaI petwork
-on their 1nterna1 resource allocatlon process. ‘ o * -

S e
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LT . The first obJectlve requ;res 1nvest1gat10n of a number of % - :
issues critical to the behavior of a network. - These can be clas- f

}' 51f1ed into pollcy issues and structural issues’.’ Policy issues® LT
1nc1ude pr1c1ng, funds flow,,network standards, serv1z7/§uaran:-~, .

tees user support, marketlng, and capaclty adjustmen These o 1
- 1ssyes are all closaly tied to the various alterndfive s¥ructures " '

" for network management., hccordlngly, several structures‘;aVe been .
hypothesized, spanning, the spectrum from a lodse set of !ﬁdependently
‘initiated b11atera1 agreements between individual institutions, to |

A hzghly structured and centrally managed network. - Each of the o |

o policy a1ternat1ves W1ll be eyamlned in the light of the varlous

s T

" .. suggested network structures. - . .
& ‘ .‘ * . ’ "‘ - . - o~ - )
. ’ ' * L.
The sespnd obJectlve o?‘fhe Study is’'to 1mprove each institu- .
- tion's ability to make decisions and establish policies perta1n1ng *
. to networks Decision makers need c1ear 1n51ghts about the 1mp11- .
cations of- their p011c1e55 as well as the 1mp11cat10ns of network ‘ :
- actions on theln own institution.. Gainimg—such 1n51ghts in the //

'-4coﬁyiex real gbrld can be very difflcult and expen51ve.

o
-~

.
. . ER
P . 7 ; . R . .
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. Spme\qijthe data already collecteg?indlcate that institution -
adm:nrstrators often doihot have suffici nt~c6ntact Wlth ne;worky

Ke >3
~~#
to have establzshed clear policies, governlng network sltuatlons. w
. As a consequence, pollcles, where they exist, are often,rncomplete o
3é and 1ncon51stent and..may centain unant1c1pated 1mp11catlons for, a
. theé institution or for the network. Feedback to admlnlstratogs
s . - " -
. . rs >
L] - , M [ o
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: . from ‘the model;bas®d 1nvest1gat10n§ should/clarlfy the present

2;ih‘f 1ntu1t10n based conceptlon% about the 1mpact of theit policies. |

f; ' The model #Ell-also-be employed to study "institutional pollcy ‘
7 /poslthps and to assess the likely advantages and dlsadvantages o
o / ~of Farious modes of network part1c1pat10n Working With the.

. 1 prqject is thus aiding admlnlstrators in obtalnzng a much clearer

=/
T understandlng of appropriate network p011c1es\for the1r instita- °

Elons : . - . . . ¢ ,
. - ’ . -~ ; . - *

LR
-
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‘M. . Several part1C1pants in the network simulation pro;ett have
also expressed interest in gaining information about the p0551b1e -
° markets for, ‘and the potentiallexternal support requinements of,

. specialized resources that they might offer on-a network. Ther,

T, derivation of this type pf informat;on from the stuéy'should

’ assist these 1nst1tut10ns in plannlng their computing’ act1V1t1es.

. Other institutions are presently engaged in hilateral. resource r*
exchange agreements and need more information about the llkely .
meIlcatlons of wider resource sharipg. A thlrd grbup wants te S
explore the possible 1mp11cat1ans of redﬂclng or e11m1nat1ng T '
selective in-house services 1n favor of out51de suppllers. Finally{-

* and perhaps most numefous, are the 1nst1tut10ns that have a strong
] Need for limited access to sophlstlcated facilities and services b <
1H/CﬁH5§§:§E§fly cannot be justified intempally. Many smail coIleges
\ (and eveéncsome very 1arge un1ver51t1es) throughput the country would -
i
—— ‘ . . ' ~ 3

v N

k3

fall 1nto this last category‘

P -

An important by- product of the study w111 be thé derivative -
»  impact upon the institutions that part1c1pate 1n the pro;ect. ’
Adminlstrators//usefs, and computlng center d1rectors are collecting
data.abeﬁt thelr computlng activities and exam1n1ng them. in detail
in cﬁoperat1on Wlth the project staff Thls experlence appears . L
'llkely uo 1nfluen9e _the attitudes of dec1slon makers. about the ~
“ways 1ﬁlwhmch networklng can be applied effectlvely 1n support of :
Jﬁsearch%and ‘education.

. L ! . . _— .

o A c1earer,unders£and1n§ of network behavior will be useful

AJ - Y
. A . c - . . . <
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not only to pollcy makers at.each institution, it w111 .alsd be
valuable to a w1der group 1nterested in networks. For example,
Federal pollcy makers who are corcerned with the effective utili-
‘zation of the natlon s computing resources are llkely to beneflt
from a close scrutlny of network behavior. Computer *scientists
and other researchers having an 1nte11ectua1 1nterest<1n networks
can use the modellxo explore various’ hypptheses about networks,
' . o -

"The programs for the simulation “model and gaming study w111
be made publlcly available. This will allow\institﬁtzons and
researchers outside ofithe project to conduct t£;1r own studles o
and use the model for improving their decision making. Consiflerable’
effoftjis being;made to mage'the computer pfogfamsnas modular as

-

possible in orde® to foster such usé&. < S L

-t i . :'?“
C. 'Project Phases / . . o A
> ) ~ . .
" The overall project is broken down into three overlapping ' . .
phases TFhe first phase -- the subject of this Teport -- “resulted -

in development and use of a simulation model. The second phase will
focus on dec151on making at the individual participating ;nstltutlons. w
It calls for tailoring the model to each 1nst1tut10n through refine-
ment of the data that describe capacities,’ demands for comput1ng,

management p011c1es with respect to cempﬁtlng, and the like. The ;
final gaming phase calls for administrators at each part1c1patlng

1nst1tut10n/to make dec151d;s in a simulated network -- i.e., to set

p011c1es as events unfold to them in Simulated time. ° ’ : .

-z LA 7
LS —

Phas% I efforts haye been primarily concentrated on 1n1t1a1
data collection and the, de51gn ‘and programming of a cﬁmputer simu- .
1at10nlmode1. Design=of the model adheres closely to a Xop down

: Y ‘§§u1es, w1th

each module relatlvely 1ndependent of the, others. A module is kept
fairly small and is cqnf1ned to a limited and Well-defined task.
This apgfoach permits mod1f1cat19n and volution of the’model; since
it allows extensive modificatién or re aceme?E”{g a module w1thout
affectlng other modetlés and w1thout changlng he overall structure , -

+

structure. Thus, the model consists of a hierarchy of m

<>
3
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--* . of the model. ~ , e .. ) . . .
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. The model .has been used dur%ﬁg ‘the last part of Phase I for A e &

. expiozatory simulations’ to 1nvest1gate a varlety of p0551b1e site
+ and network practicds and situations. The ob;ect1Ve has been’ to
1§olate~and examine those parateters that are‘crgxlcaL to network,

S '/1’.- “.

degelopment and success.

. ) A )
. ) s .
- . -‘ * ‘

- Phase II began before completlon and.documentation of the

Phase I 51mu1at10n analyses(s). Focus during the second phase Wlll
+ ' be on’the detenmlnatlon of the actual policies and practlces of
: the part1c1pa{1ng institutions and on the insertion-of these results
. into-the model. .The implications of each institution's actudl pqll- .
cies and practlces, on both. the 1n$£1tut10n and t network will ;
- ., be réeviewed with the part1c1pants to determine the‘reasonableness’
of the .decision rules usedlln the model and plan51b111ty of the T
51mu1ate .results, ;he deC1slon rules, wlll be refined ‘as appro- .
‘priate’ fhrpugh an iterative process. ’ ' '

#

.

w -

. Phase 111 will be 1n1t1ated in the second prc’ect year {1n €.
parallei with Phase II) and ‘will cogtinue untll the end of . the
-'  third year. he major,orlentatlon of Phase III will be toward ,

. a- ngtwork simulatiomn ana1y51s made_;gna'group gaming env1ronment. _
Partmc;§ants adl dynamlcally ‘make dec1szoﬁf and alter pollc;es . ) )
based on the reflected 1mp11cat1qns of earlaer decisions. Tﬁas} '’ -
they will have to "live" w1th theaconseéuences of their decis'ions.

- D. Organization,and Conduct'of‘the Project _ ’ U .

t + . e -

«The simulation and gaming project has been conducted as a
cooperatlve effort .-from its very 1ncept10n. The original planning

. e study grew out#of “a number of eardy discussions.organized by Henry

Chauncey, then President of EDUCOM, and several networking authorltles.
- In order to formalize widespread part1c1patlon, a group of emght
'"cooperatzng investigatprs' were drawn-from various edqcatlonal
institutions to serve in a contlnulng advisory capac1ty§th oughout
tﬁe life of the pro;ect. The cooperating invgstigators ha3

e. proven
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ta be extremely helpful in generaxlng creative “ideas, cautlonlng :

agaz.rnS't p0551b1e pitfalls, and prov1d1ng feedback rt;Sponse to l

Membershlp in the cooperatlng °\-_J

work doné by the'research ‘staff.
1nvest1gators panel is as follows. T .

N [ X34
P .

)

.~ Director,
"~ [Computer Research

.- naver51ty of Chlcago

" Dr. Sanfond V. Berg _
.Assistant Professor

Department of Economics--

Unlver51ty of Florlda

Dr.

'

Donald Krelder
Professor

. Di. Robert L. Ashegkurét
Institute for

Pl %’)Mr.’K.]Roger Moore

) Dr. James R. Miller ‘

-~ Associate Dean NV T
Graduate School of.Business
Stanford .University

<

Texas Tech University FR
Dr. Charles H. Wariick ' - -
Direc¢tor, Computation Center e
University of Texas at Austin

- Department of Mathehatics S "Mr. Joe B. Wyatt

Darsgouth College V1ce President for - ‘ N
. ‘Administration .. v
. ) S -garvard Unzversrty } .
" Much of the detailed work during the earlzer plannlﬁ% studles |
was conducted by Pr. Norman Nlelsen-of~the Stanford Research Insti- J
.tute. Dr. Nielseﬂ experience as a computer center manager»and ¢ L

his research ?n networks and resource alIocatlon unlqueIYeequ1pped ;
" him tO‘provlde technlcal leadership for that pro;ect. Follow1ng |
the completlon ‘of the planning study; he has ‘continued as project
consultant and prov1§es frequent advice and assistanc® to the
EDUCOM project staff. '

. - ;
. —~ . ] "

Dr. James C. Emery, President of EDUCOQ, serves as Principal .
,;gvestiga;or of the project and is fesponsible for its overail Ce "
direction. Mru Ronald Segal, . of the Graduate. School of Bu51ness _
at New Yerk Unlver51ty, contrlbutes much of the technical leader-

ship, as well as day-to- day administratien ‘of the pro;ect. Ms.
Beverly 0'Neal serves the project on a full time basis as systems 2t ;_
analyst. During Phase I, Dr. Norman White, ‘of NYU and two out- S

sf%ﬁding NYU students, Mr.
have provided ana1y51s and programming assistance.

Steven Bensinger and Mr. Joseph Pugllsl,

A full-time
secretary/adm1n15trat1ve a551stant Ms. Deborah-Brown, has provided '
yaluable support. The staff of another EDUCOM activity, the Planning

*
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Counc11(6) .on Computlng in Educatlon and Research works closei&
¥With fhe Slmulat1on and Gam;ng Pro;ect. (The Plannlng Council

is a 301nt act1vzty of tweﬁfy ‘two schools w1th a mission to ex->
plor& and’ 1mp1ement the use of networks to share computing resQurces.
Nine Plénn1ng Council institutions also participate in the Simulation

»

. -

and Gémzng Project). - : .

+
A ]

: Mutﬁ\bﬁkzée Qeta11ed data collectlon f9r the pro;ect‘;s pro-
vided by personnel from the part1c1pat1ng ifistitutioHs. anh
institution Contributes the t1me of a senior adm1n15trator, the
director. o;NComput1ng actlvatles, and a '"liaison coordlnator."

A reseazch 3551stant is supported by pro;ect funds to assist the
lzaison coordinator 13 colIectlng data fer input -into the model
The 1nd1V1duals that served in these functions ‘during Phase I
are_shown in Figure Ii 1.

) TH?%e regional meetlngs were. he;& with 1nst1tut10na1 representa-
tives during the fall of 1973 " The’ flr;t was held in Palo Alto,

the next'in Cambridge, and the f1na1 one jm Chicago. The purpose

)

. w%_)to meet the 1nst1tut10nal representat1ves, to discuss the
curTént staté’of the model and, to outline the role that the .insti-
tut1op§ﬁﬁere expected  to play. The meetlngs proved to be ‘invaluable
inltemoiing'some of the ambiguities in the model design and data
collection questioniaires. They also provided a very useful forum
for,genéral discussion and gaining the benefit pf the vast and

.varied experience of the participants.

=%
C - -

£ ii : ~C
“To the extent possible, the project has utilized existing

' resources available from the academic and computer science commun1ty,
rather than attempt1ng _to build its own staff to dupl1caté’ex1st1ng
'capab111t1es. Cons1stent with this phllosophy, several well-defined
tasks have’ been contracted'for with, academlc institutions and othe
technical organizations. Dr Norman Nielsen and some of his col-
feagues at Stanford Research In§titute (it>éarticular, Dr. Ciifford

'A Isberg and Dr. A. Robert Tobey) have wdrked on several  of the
moge challenging technical problems'-- pr1nc1pa11y the definltlon

.




resource requ1rements .

. performance ‘on a gomputer eystem under véfylng workloads

"zations bring xo.xeer on thelr assigned problems exper1ence and

: status of the Simulation 4nd Ggmlng Pro;ect

_proceeds.

.
. 1 ot

of comput1ng service types and their translation into computlng

15 also affiliated with Haryard Un1verszty) "has applled his wprk’
in netwonk*queuelng models ‘to 'the modellng and predlctloﬂ of
Both

of the tasks are critical to.the overall pro;ect, and both organi-

skills ‘that would be very. d1ff1cu1t (1f not 1mp0551b1e) to duﬁlxtaﬁe.

-
[}

GrVen the decentrfzlized nature of the pro;ect, ‘it has been
essentlal to provide central. coord1nat1on and guldance(7J:
been, achleved through a met1cQ}ous spec1f1cat10n of systems deszgn
and prOgrammlugfstanda;ds, careful documentatlon combined with

dlssemlnatlon of information. to participating groups, and frequent

.

techn1cal reviews of the pro;ect with EDUCOM staff members and -
prlncapal consultants. ‘ , 3 -
‘E. Orgdnization of the ﬁepbrt .

.

Thls report is designed to be a self contalned document that
prOV1des a comprehersive and detalhed descrlptlon,of the current
It is organlzéﬁ
hlerarchlcallyf&gettlng into 1hcre351ng detail as the dlscu551on

4

»

. .
< . .
_1/ -

,

‘Follow1ng the ouerall summary‘conta1ned in th¥§¥ introductory .
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) . . .
’

Dr. Jef{zey P. BuZen ‘of BGS Systems ‘Inc. (th

ThlS has,

~

-

»

¥

section, furthér elaborat1on is given to -the model

n Sectiaqn II{a =

Specigl emph351s is plaeed on the design phllosophy and ‘the moti

tions for’ tqklng the approaches that were followed.

‘ t
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+
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Much of the detailed 1n¢25t1gat1on connected with the prsﬁect
was broken down into a series of "background studles" that could
- \ be dqne in-house of.assigned to decentrallzed groups.

These studzes‘

B Y - [

. are summarlzed in Sect1on IV, e - ~ e .

. - .
. - - -
[ . . . - v . >
.

A major activity of the project was the collection of data g
) 3 . . .
about computing activities ip each of the participating institutions.
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These data have been collected pr1mar11y through the means of
’detalled questlonnalres and benchmark program% Sectlon V-
_ dlscusses thé issues involved in data coldection, descr1bes‘the
instruments used, and points out some of the d1ff1cu1t1es encoun- ¢

-

- . " - . . Y
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-

-
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~

The mod 1 ;s currentIy being- used- to conduct a series of-
experlments to galn -some pre11m1nary 1ns1ghts into network behav1or

~ and to 1dent1fy the more critical components 'of the model These
. '

experlments .are d1scus$ed in Sectijon VI. *

A
3 -

-

J -

s

- K ‘
N Section VII summarnzes the current status of the mddel -and :
other aspects of the prQJect. In addition to this,' it'outlines
"the continued work dur1ng Phases II and III.
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The appendlces g;ve'much more” detalled 1nformat1on for tbose
who want to gain a deeper understand1ng of the\model or plan, to

«use or modify the model.

Appendices I and.II contaln material

+ _of fairly general interest “and are 1nc1udea in Volume I,

along

A with the more general material conta;ned in the main text (Sections

rd

I through VIII)

A

A

.

L]

-

.

+

<

Volume I1 contains the append1ces 'of interest pr1mar11y to
those who inteqnd to use the model or who are interested in review-
1né the data collegglon or benchmarking procedures. It defines .

Tun concepts and outputs, and describes the. actual operat1on of

_ the'model. Append1ces III IV and V represent the model aser's .
gulde, model reference guide, and detalledégnstructlons for making,
programmlng modifications, The rema1n1ng eppendlces contain repro- .
duct1ons of -the two data questionnaires, "as well as the instructions
and listings of the benchmark programs used © o

-
-

. .¢ Volume III is ,available upon request and glves still more .
deta11ed information for those needing the actual program listings
‘of the eptire system in order to modify or extend the model.

” -
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IF® SIMULATION MODEL * . -
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T- It should bt maﬁ~ clear that'thls is fiot a project to build

a s1mu1at10n model;’ rather, it is a complex research-act1V1ty A
seeklng to ‘answer ‘'some very crifical questions redlative to “the ]
~ future of national computer networklng for .research and educational
1nst1tu§10ns. The sipulation modél prov1des an, éssential tool to
accomplish these objectlves.' By‘means of the model, it will be

, possxble to examlne the 1ikely consequences of a Mlde*range of

' altepnatlve ne'twork policies. Although most of the effort durlng
Phase I has been devoted to the de51gn and 1mp1ementat10n of thisg
model future efforts on the project will focus on using the model

\to accomplish the required objectives. Ihls section describes the .

. design and characteristics of the initial model. . 0.

4

~

A

S (F
Design Philosophy

s

) : . ‘ ) .. - ¢
% The basic philosophy of the desigy/ is to provide a highly para- ) :

meterlzed ‘and flex1b1e model’,

In general it is "policy- drlven" -;_'

C
that is,. 1ts execution and the outputs it produces depend on the )
partrcudar "choice of policies uveed in a given run of the model® The
obJectiye is to permit the examination of a variety of institution
and network pollcy,rules in order to study the impact of various L.
network conflguratlons, maﬂagement structures, usage modes, and
* growth patterns. Virtually every module starts with the input of -

_.,appropriate pollgres, practlces, and/or management decr51on. Tech*
nical relathnships are then used’ only to the extent requlred to
reflect adequately"the 1mp11cat10ns of these decisions.

( * -

s .

*
* o L *

The model "has been designed, and 1ﬁp1emented using a modlfled
top down, stryuctured © programming approach. The results of-this effort
tend to support the economies and efficjences rn pro ammlng, as well
as 1mprovements in rellablllty, usually cl%émed by, advocafés of these

. techniques. Considering,the size and comp ex1ty*of fhe system 1tj( d,r
was rmplemented in a comparatively short time with a small staff. ’ ‘
‘EVen though most of the programming was done by relatively 1nexperilﬁ_

* * R
- . i A I

“ .
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f%;"i enced studenxs, there were no major debugglng or validation problems.

PR AInraddltlggz the modularlzatlon and clean definition of functions

B have‘permltted the segmentation of work so as to take full\advantage

. . of the varlety of researchers and other personnel available to the. -
project - | - = B 1

LY

T - . €
T, e - - » - 4
- 3

Pérhaps the p?lmary beneflt from the top-ddwn approach has
been the -ability, to 1mp1ement a useful 'working model quickly, even -
' ough some of‘the,detalled modules ,remained in relatlvely crude-'.- .
. fofm'untll the background studies and data collection were complete&
, Hence, early‘experlence and/anslghts were gained in such areas as
- work ﬁ}ow, -output reporting, parameter tuning, and® smoothing of
L. 7 time- varylng estimates. ‘This approach will be of continuing value -
.as exper;ence permlts an increasing sophlstlcatlon -of representation
‘in some of the mo;e critical "lower':level"” modules.

. - [}
> , -

-

’

N 3
‘ .’ Finally, ‘mention should be made of the open-ended way.in which

, representaiions of policies and practlces are included. In general,
' each policy module calls subroutines representing the varidus re-
. qurred p011c1es <A user of the model can therefore describe his .
site’ s practlces and behavior by u51ng any comblnatlon from a stored
; - 11brary of policies., In future project phases, users w111 be able .
Lo ‘to Spet1fy any desired’ad hoc representation - either by adding )
. sheir owh subroutlnes to the lzbrary or, in some cases’, by enterlng
dec1saons on-line. Conslderable flex*bllzty wxll thus be ava11ab1e
“in representlng a given institution, and it w111 be relatively easy
. to mod;fly oT to expand the internal policy library on an on- going
.- hasis, ‘ ) -

.
& . ‘v
- . '

‘B. H&del 6verview . :

For, purposes of model des1gn the "network" has been dgfined‘
as- having 20 1n1t1a1 sites. Eighteen of- these are set asidé for.
- detalled representatlons of the 18. participating institutions on
© x  the prOject. . (8ixteen were ‘original part1C1pants and two have :
s recently'301ned the project.) The actual number of sites used in
dny given run’ 1s an input var1ab1e, and most testing 1s’be1ng carrled*

—_— . v
\ 'g .
e e
-, " . N
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F; ) r’ﬁ odi'nith smaller numbers of s1tes. One of the rema¢n1ng two facil-
%33 ,,j‘ 1tles has been &eslgnated as a "background" szte that .generates all

" work orlgznatlng,from outs1de the 18, members aﬁ& receives all work
.specified for focatlons other than one of the member sités. This -
% art1f1c1a1 site was ;ntroduced to represent the charactemst1cs of
7 'a full mature network. The Second gxtra 51te, referred to’ as a,
.+ ' 'network" site, permlts “the testing of network’ polzcy issues and N
special service categories. For, example,. reqpests fo obtain a

S partlcular w1despread service at “lowest cost" or “fastes% turn-
] around" (i.e., w1ﬁhoni~de51gnat10n of a Spe’lflc suppller) can be Lo
L sent to this ;§1te" for allocation to the approprlate supp}ler.
A ’ . : i ’ ‘ ) ~
;3 <Y The description of each 51te in the.network contalqé Varldus E

poligy formulatlons and declslon rules. These deal with such matters , 7
b, as pr1C1ng, hardware changes, budgeét allocations, user support 1ev~ T
[ . els, and computer schedullng and priority setting. The model is
= de51gned in such a way that individual policy subroutlnes can
4 written and inserted to accommodate those _Sites that cannot be
descr:bed by combipations of standard policies. At preSent; most
of’the -site behav1or and pollcy descrlptlons have been selecteg by
thé"project staff Although the choicés were éenerally reasondble,
the primary purpose ‘for this phase was to exercise the model and to
conduct some general sen51t1v1ty and- trend experlments. Durzng Phase
. ‘II of the pro;ect empha51s will be placed on formulatzng and specl-
fylng those optlons that actually describe the un1que behayleral :

- 1
A . reactlons, practices, and constraints of each 51te. 7

o . - o ‘ . PR
xF . : - ./ 'q’/, ~
‘ The de51gn of the, s1mu1at10n model has three basic conceptual

glements: , supply- offerlngs and capaclty, user demand, and the bal-
ancing of desired demand with available supply (Mnarket™). Each

sité on the nefwork is vigwed as a node having specified offerings . .
and gvailable capaclty measured in terms of CPU speed, primary —
memory size, tard readlﬁg and line pr1nt1ng potentlal, 1nput/output’
channel capability, on-line ports, and commun1cat10ns:bandw1dth.

N *
- < . . - + / ;T <

. 7 g
— - . .

C - r' .

The demand for, and supply of, computlng resources at’ each site - -

15 expressed in terms of Categories of ‘computing called "serV1cé .
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'éf - types;“' Each service type is presumed to include a reasonably homo-
o .geneous type of- work A very s1mp1e model m;ght have only two,

‘;f& batck ‘'and 1nteract1ve. The forty eight present service types

L avalldble should be suif1cnent to represent adequately the

network reszurces" Moretcould certainly be added, but memory reé-

_-'._.}

{:» ] quzremﬁnts woyld grow proportionately and would rapldly exceed the . i
S space avallable. - ) .- .. -'1

- . . - . v L

v 4

The model Qperates with a basic. t1me increment of one-week;
Although a week-long time ificrement precludes use of the model for
. ‘1nvest1gat1ng hour-by- hour varlat1Qns in the processrng a -
1nd1v1dua1 faC111t1es, it does not 1mp1y that serv1c&‘characterlst1cs ‘
8 ﬁaV1ng a stime aspect of less than a week are 1gnered (e g., shift 4
- or (pr1or1fy time d1f§‘erent1als) It was concl\%d that time inter- h
vals of Iess fhan ‘one week ‘would be computatlona 1y prohibitive ., 7
and tha} 1nput data £or smaller time’ 1ncrements would be unrellable. x‘
On the 6thet hand a weekly time increment is small enough to refiect T
overa}l network dynamics, ‘and to be- compatlble with typical heekly,.
monthly, quarterly, and annual dec1s1on cycles. . - E %

* - A -
- " . B 3

- - - ¥

*

R © The main time- varylng 1nformat1on in the modpl-is held in ma1n .
gtqrage in z three- d1mens1ona1 matrix that-contains the amount of e
' each service type requested at-each site on the network by every
_,ether site on the netw0rk _This matrix has “a size of VSITES*NSITES*
KTYPE -- where NSITES -is the number of s1tes on the nethork (inclu-, )
d1ng the "'background"” angx:aetw’rk" sites) and KTYPES is ‘the number -
, of dszerent (uniqué) services offered. The values of 4ndividual -
elements in the matri¥.are -updated each simulation period'(i.e., .

3 . ‘. L { - ) < 'r . Y

J

|

.- . weekly). - ‘ , . . !
C. Model nesign"\ . N o . j
4

- g . s . )
N - - ? - .

The mgdel tontentsrand éperation wilt be illustrated by de-
scribing the program flow ‘using a few of the top- 1eve1 diagrams ‘as- ' o
an example.’ Implementaklon has been carr1ed out by success1ve1y i
'expanding and deta111ng the f%iuges "shown in .this section, which
are actual working,diagraﬁs.. ore detailed analysis can be found . .

“ i . . - R 4
’ 7 s - . v y
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'\the,readerfto penetrate into. as much detail as desire

.
.

“i1lus

-

138
LY

1n,Append1xaII whlch also includes a full set of flowcharts. .

Thls documéntat;on can be used in hierarchical fasﬁfbg, allowing
along any -

path. . e '

”>. C

- » N - R ”

Figure III -1 shows the five major system modules. The flow
of program control -is from top to bottom left to right. -Thus,
the entire system is executed by enterzng ﬁSIMRUN" at the console.
. This execugtive procédure invokes module NETSIM,
calls t

~ A »

which sequentlally

modules INPUT ZSETUP, etc., as required. -Looplng is -
ated by the crosshatchlng in module 3.0. The symbol ¥ in
that block should'be read "for every," S0 that the module PROCES
1nd1cates a loop over all time. perlods (1 e., weekly).

-

rd
Ve

Module 1.0, INPUT beglns with-a consble dialog to determrne
the basic conditions of the 51mu1ation runi desired -- number .and
1dent1f1cat10n of sites, number of periods to be 51mu1ated network
and the like. "Additional commentsp;o appear on the run
output, such as data used or the purpose of the run, may also be
1ﬁc1uded - Appropriate flles are opened, and the basic data are Lt
read as required. S . !

-
=

structure,

. . R
4 - hd -
.

Those calculations that must be accompiished before the perdod-

, by-period looping are completed in-ZSETUP. This includes determina-

tlon of smoothing constants, convqrslon of raw 1nput data into forms
approprlate for later Calculation, and output of a full set of-test
reports reflecting the system status at time, zero (in the same form
as the later test reports to be generated at weekly intervals).
’ Most of* the actual proce551ng takes place under control of the
module PROCES. This includes all calculations ngcessary to repre-
sent the’ functlonlng of the network on a weeEly basis and to prpvzde
the desired weekly reports. o : ) v
The f1na1 two moddTes, COMPUT ~and GENREP, do the summary compu-
tations “and reporting necessary to-represent‘slte and network behav-

ior as a functidn of/;;me. Included,here are such areag?as communi -

+ .
; -27-
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cat1ons Ioad, capacity growth, cashwflpws, and,network utilization.

ed
-

Module 3. 0 in F1gure I1I-1 is expanded in Flgure ITI-2 to .
In each

time perlod the;model sequentially handles all exogenous changes,‘°
A supply determlnatlon, network demand estlmatlon, and the balanc1ng

- provzde an overV1ew of the yeekly proce551ng sequence.

-

of supply agalnst demand (market analy51s) Period analyses are

then performed and all required perlod reports-are,generated Bach

‘of the 1qd1cated modules is entered s%quentlally as follows:

- . S -

R XOGEN - Exogenous changes are defined as any varlable :
changes or policy descrlptlons that cannot be handled analytically
“in other modules. If such a change is- to be made, it is 4ntered
here and put*into effect dlrectly. These changes override the varl-
ables and quantltles that are otherwise deveIoPed analytlcally in
later modules. Perm1551b1e changes include sites belng added/dropped
major hardware changes at a 51te, rev1sed _policies or practices at

a site, Eventually, in the gaming
mode (Project Phase. III), this module 3111 be enhanéed to permit

on-line control over virtually every model parametér and “policy.

-

and changed<network parameters.

-

2.

-

SUPLY - Current conputatlon capac1ty ‘and offerings -are

determzned in this module.

These include (Figure II]- -3) supply

—~

. - - 1 \

£ 4

o

p011c1es apd practzces, budget and financial constraints,:hardware

.and systems software, service offerings, prices, 4nd 1eve1 of sup-

* port services.

-

LY
.

4

L )

~

3.

DMAND - Demand estimates at each site are generated-(Fig-

ure ITI- 4) in a multi- -step process. After the overall policies ]
. on demand are evaluated (3.31), estimates of demand for each user
_category at the site are determined (3.32).

(Section 1V.G.2) are defined to be relatlvely homogeneeus aggrega- » :

(User categories

'eG
‘tions of users at a site, such as students br funded researcbers )

The

"base" level of demand fqr a given user categbry is determined

-
-

as a functlon of its most Te

nt demand and site growth.

This

jnitial estimate is then mod{fied by seasonality factors «(i.e.,

summer, end of semester, spring recess), budgetary restrictions

28 34
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'categoryg and for the network as _a whole.

‘on the Jsers, and expected turnaround Cresponse), prlce, and sup-
‘port. The final module (3.33) in this sectiosn converts the»overall
demand estimates into specific requests for services (1 e., statis-
t1ca1 packages, interactive ed1t1ng, €tc. --'see IV.C. 3}3 and then
all cates these reguests among available suppliers? i Je—

4. WMARKET - The market ana1y51s Toutine matches the- "suppllers"

d /'demanders," taking into éggount sdpply constralnts, schedul:ng
§E10£1t1es, communication bquw1dths etc. As a result demand for,
each service type may be réduced because of various capaczty con-
_straints. These calculations result in the demand matrix alluded
. to in paragraph f%I B which describes .the source and destanatlon “of
all serv1ces_supp11ed durlng the cuyrent time period. "
> 5.' ANALY - The analy51s sectlon provides. .such aux111ary compu-
tations as the determlnatzon of site turnaround and/or response
times, support lewels, communlcatlogs load, and total workload at
each site. This module alsé performs overall network computations
in such areas as network utilization, total communications’ load

-

and tabulatlons of aggregate dem by service type.

v N .

6. REPORT - The ‘veport module is the last secg;éhgentered in
each time perlod It nroduees reports by 51te, serv1ée51ype, user

L3 . A3
PR .
s
e
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'ﬁ.' Implementation Conventions and Procedures ~€€;:

', L e

’ As ‘mentioned ear11er, the de51gn and 1mplementatlon of the-
modeg was carried out in a top-down structGred pragﬁﬁmmzng manner.’
These technjques are well- knowncs-ng‘an& need not bé’expanded here.
However, because of the size of the project and its relatively deceﬂ*

) trallzed management, particular emphasis was placed on 1mp1ementat10ﬂ

conventlbns and proce?ures such as the following:

-t

1. Develepéent Library’ - The system was developed on an_IB¥
£

.370/145 under t@e VM/CMS timesharing system. ~ Each of the fouf
. people actively involved in thejb;ogramming had a private accdunt

.. {\L. % - , .
4 . . = ] =
- ' -Zég_b . . *

\\h~\ o . ' v PO

]

’ - - ,—-seér'".,f{

- !:i, ";i; &.)

- »

PNV

[




- R S -0
i N {:‘7 ) _ * -
= - ]
L 2] - +
° :‘: ? . . = ! - .
Lol " N - £
i —— * - el - .
. _"5',‘ - ) 1
“ e R ,
- , o~ . ~ < ! -
- H , ) .~ . - t ’/
5 - : , - ‘ Y
EA : - . : . . L
- -~ ., Simulation .. .. - te i ;
= - - = Model . = 0 - -
) .- £ ! o i
. . . i NETSIH ¢ o
< < . 3 . - .
: - ~ - g,r
‘ ;7 . 3 -* ‘ .
* 1.0 20§ 3.0 3.0 3.0
Te . . , . s 3t Period i
- -4 Imput Inzt::éxze \ Process gmﬁg, Susmary | .
. #}  Data Set-Up and ~! Fons Rcliorts . Do
< : NN RepoTt . : ‘

COMPUT GENREP

PROCES
e - ] L

ZSETUP

- .~ < 3 E
. : Figure III-1 ° o
- Simulation Control Modules
- — #
N ?‘ - ~— ° o .
;o i — N period | " |
! Process .. ’ .
an .
o . Report ; ¢
L . { .
/ RS — PROCES j
. ’ " 7 Ir : b ~
- - ’ - ] :' i I‘
3.1 4. 3.2 3.3 1, . 3.4 3.8 [ 3.6 ’
_ { FSjre
Exogeng:s ‘ . .1 — | Hatket Peric,& Period
Chang . Supply Demand Analysis Analyses | Reports
XOGEX SUPLY . DHAND MARKET ARALQ REPORT
v . - . - 4 h N
.'.; = : ' - ’ v ¥ ; P
; . ” ! 1
' ; Figure 1II-2 X
. - K Weekly Processing Sequence b
# . oo i Py, )
- - - . ‘_ %-
- A ’ : ‘
3 -

- . . ) S

*
4




-

3.22 §-

3.21

Evaluate
Overall’
Policies

f

i{d

SPOLC

/

5. 24

3

b

Services
Available

-

- — ey - - — -

SHDSF

SERYL

3.241

s.202]

<

Service
Availabii-

ity Policy

Deterzine *
Services
éyailablc

SRYPOL

3.231

Evaluate
H/S
Policy

SHSEDL

SHSIHP

SRVIMP

Support

Policy

SPTPOL

3,252

b

Pricing
Policy

Deteraine
Price

SPRPOL

. * Figure III-3
Supply Detérmination Module

.

. SPRIHP

-




£ ia o N * R S .
I S - T % : - -
I .= . N . N ‘ - -
= » ! ”.o’/”
7 - h M * <1
B .o ’ . - ¥ - ‘* < - A
e < ' = Ead - -
o » v . . - ,}1
k-3 - ~ e ‘f
, - x -
‘ — T
(_"’7 b - ‘f‘,
T - ‘“: ’ .t ~ ~ i
. , B R & * ° ‘_ }
_ . N - . I
_ -, c . s - v M
- - . - . 7- . ‘;
B - Nk
Loe PN * SN !
3 J A . . - \» :‘ N
T ~ o s
T R . 3 ) Srpe e L
< - < 1
. s 2 . - 41
' -’ * DHAND . y
™ e i{ - j
¢ ) -
s ‘ <
: ) {
- 331 . 3 15 313 v J
Overall Deterxine Al
Site _ Demand .ocate
1 Poli | Level -
. . 2 DPOLC DETER ‘ ?c ' s  DALLOD < 1
¢ . i ) - : ~
. % H - v
¥ . - - ‘
TR ~ 1 -
X‘ . Bt -
B . 13.32 . 3.322 . 3,33 3.332 . ~
N ’i‘ P 3 - \¥Servtcc
4 ) ason- Evaluate Select .
\ lize . Allotation and 3
4 \‘; emand Policies ° M\llocate - .
X * DBASE DSEAS DAPOL . DSALLO
< - -‘ Tt
- . - PR v
. ) - , "Figure IIL-4 .
Y - - - = "]
. Demand Estimation and Allocation.Module
, .
. — ) ’ ’
7. . o .
- . . - o
. . - -
— S e e
‘ - / -]
} ™ ,
- < - o - -
- = e PR ° 2
- 3 * =
’ - 5 . i
» . ,
B O ) . -~ -’ 38 .
ERIC - - ' 3 ST :
R - - - - - - .o ' v




——

[

Bl A i Toxt Provided by ERIC

k 4

~

-
w
¢
|
p
]
w
N -
)

nunbeér. Each account number had read/write access to its own
private disk space as well as to the project development library. .
_Since CMS does not normally support multiple wgrite access to the .

" same library by different users, a special set of Executive reutines
was written, to provide appropriate_access and to guarantee‘that two
users were not updating the, library simultaneously The 1library’ '

contains only the curreng\working version of the 51mula§10n model.

[, —_— - v

sl
/

All routines of the initial model design were originally coded

-\
“as “stubs" in order to validate the flow of the model. Once th ’ ;gy;
aStructure was validated; the stubs formed the initial system l ajg%"'
brary. Using this base, all subsequent modules and modifications o D

were developed on the programmer's individual account number and
Te¢sted with the .current working library model. Consequently, most
library access is on ak"read only" basis, with ‘he write mode re- ; ) )
served for repiac1ng existing modules with fully validateg and
approved versions. As added protection, the write mode is usable

only with an independent set of passwords and automatic back-up -

and transaction logging: This %uarantees that the library always
contains the. latest version of all validated components, and that

the full model is always operational. 1In addition, sevecal people

can simultaneously be developing and testing new modules. Due to
the simultaneous design and implementation of the model, this tech-
nique has proved “to be of ihgsziﬁable value in incorporating the
latest design decisions into the model with a minimﬁ' of difficulty

{ . .
r' > 1
; ’, - { ) . . .
. 2. Programming Conventions - The model has been impleniented
using standard FORTRAN IV, since this. 4as the most_ transportable

" of the suitable languages. - Tt is highly des}rable to enable as .

AN

-,....many institutions as possible tq uge the .system on local computer

systems, - )
. ¥ N s r
.-;‘- . ’. .
cL - < s - - .
Program coding was accomplished on-line using CRT terminals.
This can sometimes cause a problem since there is nd permanent.

ha

.

record of program chanées and no easy way to -audit programmer

effectiveness or technique. In order to maintain control of the”

programmers' daily 1nteraction with the system, a feature of the

. 733 S —
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?Afj' iCMS system was used that allows all terminal fnput . and output fp
Ef%_t.;be léégéd to a "console" file for later listing on ?’high-§béed€

‘ - pfihter. This was extremely useful in the early stages of. the .
prof;ct ﬁhen.there were a large number of source statements
entered -every day. The programmers were able to work’withouf
S close supervision, while the project leaders could still reyiew
T Eéchnique,‘pelp locate errors, and closely control tgéting and

validation. . . N :
- Q X | A

N 3. Common Siorage Conventions - Progfém modples are limited
to approXimately 50 lines (one page) of code. All have a single
.entry and and single exit pofnflﬂiﬁﬁé to .the lafge‘size of. the

:modei, COMMON,stbrégg-hﬁd to be Wsed. This can sometimes be a
problem in FORTRAN, since one sﬁbprograﬁzcén Change a value in
COMMON that'may affect a seemingly unrelated subprogram. In order
to minimize this possibility, several cénventions were established
for the‘use of COMM@Wein the model:

¢ Only "named COMMON" was used, thul allowing™a partitioning
of COMMON so that routines only saw the information they
need. : ) : : .

- . ~ . —

¢ Any routine that changed values in COMMON must have had
the yariable(s) passed explicitly in the call statement
and could not directly reférence those parts of COMMON .

being modified. ' N
' ¢ Copies of all COMMON block were kept on a separate filq t
on the library disk.. If t®ey were changed, the nev /chang- |
N es could be made -rin an dutomatic manner to all affected . 2
modules. This setved the three-fold purpose of mfhgmizing ;1

keypunching and data entry errors, minimizing recodiig, and- ‘
guaranteeing that all modules had consistent sets of COMMON i
blocks. anda L L - 1

‘4, Flowcharts, Naming Conventions and Moéel Dictionary - An
...~ @verall system flowchart showing the highest levels was developed

e early in the project. ‘Each submodule in‘the system was naméd so ., <

o thatzone can easily see where it fits in- the‘6verall model. For'.'; J

. -exampié; all routines under DMAND start with a D. 1In addition, -
each submodule was assigned a number that is keyed to both the - '

Cok -34- 40 - - B ]
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,consgltant, and the full project ‘téam (pro;ect.manage;, faculty
‘consultant, systems anzlyst, and programmers) These meetlngé were

system flowchart and the model d1ct1onary, Flgune III -5. The model
d1ct;onary 1s .an on-line a1d used to describe a11 system modules.
Every module is represented by module gumber, name, and a one-line
descrlptzon of purpose and” function. Additional data\de;;r1b1ng

Sy

i é 1nput parameters and varlables, internal’ process1ng, and output

are egtered for many modudes. The dictionary therefore serves as

S. Codlng Conventlons - Each module is fully annotated™ w1th1n
1ts own' tode’, as illustrated in F1gure ITI-6. This includes-a :
descr1pt1on,of funct1on and operatlon, programmer name and 1mp1e-
mentatlon date’, modification dates, tabuiation of all ca111ng and
®called routines, and a full set of descr1pt10ps and/or definitions
of all var1ab1es used The variables are further grouped by type --
i.e., 1oca1, common, 0T passed from another routlne. rndlcatlon is
also g%yen asfSO .whether or not the varlable is de1f1ed’W1th1n the-
‘Tout1ne, These descrlptlons, besides be1ng useful for documentat1on
purpoSes and’1mp051ng an organ1zat1ona1 disgipline on -the prgéram:

mers, were extremely helpful in program rmp mentation and debuggisag.

L AR
~ N .

6§~ Rev1ew Meetings < A11 day proJect rev1ew meetlngs were held
approx1mate1y monthly Wlth “the principal 1nvest1gator, the project

T

critical for maintaining cont1nu1ty of the project, since. they -

' ensured that all parties understood present status and problems, / )
;as/yell as future pians and schedules. All meet1ngs 1ﬁc1uded;a ' ~?f

structUred walkthrough of the model conducted by the project Manager
and .programmers, with system flowcharts and 11st1ngs aVallable as
requlred These walkthroughs often 1dent1f1ed unrécogn1zed concep-'
‘tual, problems that could have lead to d1ff1cu1ty if not resoiVed«'
early. Tﬁz reviews were, part1cu1ar1y useful 1n the expans1on of
higher-level modules into more detalled lower 1eVe1 modules and 1n

Y
- IR - - s

o - )

) J/—-\)he rev1ew process ensured that every team member was fully

ygant with all maJor aspects of the simulation model and related
& ) R N

- & -
3

o - - . - Ed
PIRREN c .- -, g . 4

the’ spec1f1cat1on of development tasks for outszde researchers. =~ . L

o}
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"8 textual explanition of the flOWChaItS dnd an abstraét of the modeli
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. 1. INPUT

-

EDUCUH

READ' xHITIAL .DATA -

le3: OUTPUT.
1.31 1\, ouTPUT
1.32 SGPsuppL |

1.32
1.32
1.32

. 132
' 1.32
1.32
1.32
1.32
1.32

’ 1.33 ’

3 .33

1s33.

‘1 INPUT

2 PROCESS
3 ourPur

3 QUTPUT

uTPUT

3 QUTPUT
3 ourtPpT
3 oUTAUT
3 oUTPUT

ouTPUT
DEMAN
1 INPUT
2 PROCESS

Section of Aodel B&ctlonary ‘

"TOTAL CAPACITY FOR EACH RESOUREE

“p Figure III1-=5 S
A -

SUSULATIO& ARD GAHING BOOELs AS OF - 7115/76

— - .
1.1 IRNCTL | RUN CONTROG. FARSMETERS
l.11 INTAC _INTERACTIVE CATA -
1.11 1 INPUT NONE., @ =¥
) 1.11 2 PROCESS ACCEPT DATA FROM TERWINALY (UNIT 5)
" " lell ~ 3 OUTPUT HUMBER OF PEPIDDSY (AN). ‘ -
. 1.1f -3 OUTPUT DATE OF RUN {¥4,HD,HY) -7
l.11 3 OUTPUY RESTART INDICATOR (IRSTRT).
1.11 3 ODUTPUT RUN TIME COVMENTS (FILE HMODOUT} -
I'IZL- IRLGIN RESTART CLNTACL HUDULE
1.2 INETWK  « NETWORK' DESCRIPTIVE DATA .,
121 ISYSPR SYSTEM PAR ]S - . T
- l.21 1 INPUT  NONE, . - . .
7 1.21 2 PROCESS READ FRCH F tMPARKS? (UNIT 3)
T *1:21 _ 3 DUTPUT NUMBER OF 51 {NSITES} :
« 1.21 3 OUTPUT NUMBER CF SERVICE TYPES (NTYPES) T
1.21 3 OUTPUT NUMBER*OF RESCURCES (NRES) o
) 1.21 "3 'OUTPUT NUMBER GF DVERALL POLICY SEGMENTS (NOPOLC)
. le2l 3 OUTPUT, IN-HOUSE RATING IMPROVEMENT FACTOR (DEBUHP}
1.21 3 QUTPUT, SHDOTHING CCNSTANT (ALPHA&)
1.21 3 OUTPUT NETWORK CCVMMUNICATIONS CHARGE tcorcsTd
F . 122 INETPR NETWORK PARAMETERS
1.22 1 INPUT  NUMBER OF SERVICE TYPES (NTYPES)
1.22 2 PROCESS READ FROM FILE 'MORDER' (UNIT 1)
. 1.22 3 OUTPUT COMMUNICATICNS MAP (COGO) ’
X 1.22 3 OUTPUT PRICE DISCOUATS (DSCHT)
) 1.22 - 3 OUTPUT TURNAROUND “MCOULE TABLE {ITAB) .
g ] ISIDAT SITE DATA AND PARAMETERS (FOR EVERY SITE}
1.31 ISINFO GENERAL SITE INFORMATION.
- 1431 1 INPUT  SITE NUMBER (ISITE) :
. 1.31 2 PROCESS READ FRCH FILE *MSITE® (UNIT 4)

NVERALL SITE POLICY {IDPOLC), s

REPORT SELECTION INFORMAT ION (ISRP,IIRP.ICRP).
INITIAL SUPPLY FACTORS FOR EACH SERVICE’

SITE NUYBER (ISITE)

READ FRCM FILE *HSUPPL' (UNIT 11) - .

BUNGET INFORMATION (BUDGET) =
RELIABILITY (RELY}

HOURS *UP' {HRSUP) ‘
SERVICES CEEERED VECTOR {SRVAVL) ‘
({TOGTCAP}
RESOURCE HAPS FOR EACH SERVICE (RIFMAP)

AVERAGE SERVICE RATE. AND PRIORITIES. (AVGRAT,SRVPRU

PER UNIT PRICE FOR E&CH RESOURCE (PRIRES),
INITIAL, DE4AND FOR EACH USER CATEGORY
SITE NUMBER (ISITE)

READ FROM FILE "MDEMAN®' (UNIT 2)

<%

8"“‘““ﬁ‘i‘t”“““”"t“t Ol“"“n“&‘“““a ”““““‘ cuccccmccccmct

* ‘.i”‘“““‘..““'”‘“M”‘““ ut:ntucn“cmumuammcncctcucu
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Figure II1I-6
Sample-Program Listing -
'(Segment}

»

.
A -

" SLBRCUT INE PRICAL(ISITE,K?YPE,PRICE,PRIRES) " PRIOQGOLO
ctcccccccccccccccccccccccccccccccccccccccccccccccc . . PRI02220
: c “ prICAL - ”* c . " PR100D30
aerucax sruULartnn MOCEL - PRILE nourrus , , PR105040
: . © _PRIDOOSO
c THIS suagdurxus 'CALCULATES PRICES FOR THE - . : PRIODIED .
G, SPECIFIED SITE €Y SERVICE TYPE. , PRI 90070
cc:cccccccccc;ccccccccctccccccccccccccccc;eccccccc PRIDIDBD
€ CREATEO: 2/3/75 ] c . PRI0D099
-C FROGRAMMEC 8Y: STEVE BENSINGER c PRI0010D
* C LAST MOOTFIED: 5/18/76 JOE PUGLISI . C PRIODIIO -
CCCCCELCCeeereeeeeeeeeeeeeeceeeeecceeeeeceeecceece PRI00120 .
.C - Y . - . PRIOIL3D
C LOCAL VARIABLES: ) PRIOJL40 -
IRES"  SYSTEM RESOURCE NUMBER PRI0I150
TEMP  TEMPORARY VARIABLE : PRI 00160
- _ PRIOILTO
CCHMCN VARTABLESS, PRT0I180
: PRI 00190 -
COMMON ISYSPﬂINSITES,NTYPESoNRES ncars.uopoas.ucaprs.usnprs.uxaprs:;toazoa
- 100219
© NSITES NUMBER OF SITES CA THE AETWORK ) ' PRI00220
ATYPES NUMBER OF SERVICES CN THE NETWORK ‘PRI00230
NRES  NUMBER OF SYSTEM RESOURCES . PR109243
C$$ NCATS NUMBER OF [NCOME/EXPEASE CATEGORIES PRIDIZ50
CSS NOPOLS NUMBER QF OVERALL. PCLICY SEGNENTS . PRI0I26D
€SS NCRRTS NUMBER 7JF CASH REPCATS N PRI00270Q°
G$$ _ NSRPTS NUYBER OF SPECIAL REPCRTS PREDDZ8D
CSs ~ MKRPTS NUMBER OF SERVICE SPECIFIC REPORTS PRI03299
C. . ) PPI0I300
c ) : - PRI00310, '
C FARAMETERS: . : PR100320
c . PRI00330
CSSN ISITE  SITE AUMBER - . PRI0034D
CS$SN KTYPE  SERVICE TYPE (COOE) : PRIO$359
c PRI00380 - -~
OIYENSION PRICE(205101+PRIRES (2C,19) PRI0037O
¢ N - PRIDO380
CS$5Y PRICE PRICE AT JSITE FOR KTYPE ot . PRI00390
CSSN PRIRES PRICE AT JSITE FOR RESOURCE IRES . PRI00400
c PRIV0410
CXX CALLS: NONE : PRI00%20
c - . PRID0430
C CALLED BY: 2COMP : . PRID0440
. PRI 00450
. MRITE{6,1) . PR100460
FORMAT( 1X,* ENTEREC PRICAL') " PRI00470
. - . . PRI00G80
CeesesCALCULATE PRICE.%ees PRIC0490
. PRI 00500 -
+  TEWP=O., - . . PRIOOSIO
<" 00°100. IRES=1,9 . PRI 00520
CALL RIFMAP(ISITE,KTYPE,IRES %) PR100539
) TE#P-TEHP*(X'PRIRESIISITE,1RES)) ’ PRI 00540
106  CONTIAUE PRIN0550
g L PRIJ0569
CeeeeshDJUST PRICE FOR PRIGRITY AND STCREesees : PRI00572
c . . . PRIOIS80 ~
CALL RIFHAP (ISITE,KTYPE,10,X) PRI00590
PRICE{ISITE,KTYPE)=TEMPSX PRI00600
] , PRI00610
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) research act1V1t1es, as well as the needs and desires of the even—
tnal‘model users. It .also" served to ensure compaflblllty betweent
i the eutput of outsrde researchers and the model requ1rements.
*=Hence, steadg,progress on sys tem 1mp1ementatzon took place in par-
allel'wgth work on unresolved design aifd 1mp1eggntatlon issues.

kIn.addztzon to the monthly review meetings, more tradztlonal detailed

N d1scu551ons were held a& more frequent 1nterva1§ These did rot ‘.
. ”"xnclude the entlre ‘team and usually_focused oﬂ code rather‘than
deslgn and . loglc issuesx . -
- . A . e
‘ N e - ’\ . M .

E. Slmulatlon -Run R%ulrements

.: -+ A1l of the.necessary run commands have been automated in CMSo
Executzve procedures, Thus, the entire systen is executed by s1mp1y

. .entering "SIMRUN" at the ma1n console. This procedure must be -

modified 1f the model is run ih a dlfferent computer emvironment
-thdn the one in which it was developed Many file deflnltlons and
load and start procedures must be specified. These are descr1bed
‘in greater.detail in Appendix IZI - Model User's Guide.
et ‘*' : s .
- _ﬂ The sfﬁéla@&on model depends-on a fairly large data base. To-
use the modéi} the data must be collected, assembled; properly for-
matted "and 1ﬁ;orporateﬂ into a set of on-line files. The’ actual
execution oékfhe simulatdon model is far simpler than the proper
def1n1tlonl$f the data f11es upon whlch it depends. L
A ' - ‘ S
‘HE SJZezpf the -model 1s about 15,000 lines of source code. .
‘\g\gurreafly the model requ1res 600,000 bytes of ma1n pemory, oper- TV
atlng in a v1rtua1 ﬁZBary env1ronment. Each s1te currently requ1res
approx1mate1y 300 records of 80 characters each,’ altpough thls could -

,be reduced.by data mpress1on." . \

z
.

e

Wetgork Data - The first step necessary for use of the

model i$ a_definition the network. being modelled_ for a given
simulation \'Parame ers such as the number of s1tes, serv:Lces,'
and time peri®s, are gntered- 1nteract1ve1y at the start of each

,1un.* Con51stent wi these*entrles, stored files must be avallable

LY

.

o . -38-{44 ‘”& \ .'“ s




3

4

-
o

to dbscrlbe the re}atlonshlp between s1tes'w1th respect to both .
communzqailons costs, charges, and pricing structures. dny dis- =, _
’ counts or surcharges between sites must also be included.” o
‘ - 7 - 3{ .(/)‘)‘7

-

- - Ay
- A} ¥
TNl

12

. additlonal capaczty that could be obtained.— .

2. Slte Datac - Once the network -is deflned the system must
be able to acgess a large amount of pre- stored data for each of
‘the sites inciluded in the néetwork being mpdelled. zye items thatl
must be specifiedlfor every site includes the site'$S c

ategorization .
of computer users; the amount and type of services each category -
uses; the budget for these users and for the computer center; the  +

'restrlctlons on each category of users-.as.to where jobs may he i
run; and each category's sensitivity to prices, turnaround, and
support: The seasonality and growth of demand at each site is.
also required. Sites that are suppliers of services must also /t.,
descrlbe the serv1ces available, the 1mpaq“if these services on

the SI{J,S computer resources, and the cost, type, and amount of

-

Finally, policies or practices at each site must have beén

"’ defined. Where the stored menu of standard policies is not -

service type names, ‘and computer resource names.
- - 2 2

adequate, new ones must be written and inserted. The policies
are expialned in Appendix I and methods for adding or modlfylng

~existing p011c1es are described in Appendix V (HOdlflC&tlonS Gulde)

» hd ¢

. " 3. Other Files - A number of tables (Appendix IV.H) are ,
required to describe the sites beingesimulated. - These tables '

provide titles and text for output reportsﬂand 1ncluéa\site—ggd S,

LY
-
£ -~ - -

4. Output - Output from the model may be directed to an
on-line terminal, dis¢k files, or a high-speed prinfer. Available
outputs (Appendix TTI.B) .include model reports, trace information
‘(used for debugging), and a log file. The log file is'ess:zzia;fy
a periodic dump of those site values considered critical or inter-
esting ‘from an exper1mental sxandp01nt. This file may be written
on magnetlc tape for later off-line analyses.

[
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‘E?. "Model Documentzfion ;

- - -

-
g

It 13 of partlcular importance that. thls model be usable by

’ _varlous institutions and capable of being modified by an institu-
tion to meet unique needs not included in the gener§1 model. Con-
'sequently, documentatlon‘must be available for early use of the
model by participating institutions during Phase T11 6f the project.
‘If these goals are to_be. attained, adequate documentation has to be
available ihroughout the 1life of the ptoject. Hence, special atten
tion was given to maintaining model éocumentaiiqn on & current
basis. In addition to the usual textual and'algorithmié descrip-

y 'tzonslﬁgﬁph351s has-been given to several techniques as outl1ned
below;_ Cnrrent versions of all documents mentioned are included
in the Appendlces to thzs report.

[

1. System Diagrems - The basic structured diagrams described _

eardiel wedd completed -dufing the design phase of the project.
These diagrams include all major system modules and I¥llustrate

full system flow. Although occégional minor modifications occurzed . J
in the higher levels of the dlagrams throughout model 1mp1ementat10n,
thls aspect of the documentatlon was essentially.complete before

any S1gn1f1cant coding was started. It shculd’be emphasized, how?

ever, that the lower modules are in a contlnuous state of expansien.
Thus, the model will never be ”complete," and evolution can continue
indifinitely without af£9ct1ng previous documentataon or implemen-
tation.

»
*

2. Module Dictienazy - The on-line-dictionary, Figure III-5,
also was paintained on a current basis. Routines have been written °
to reorder or to.extract modules in various combinations; alloWing
.the on-line llstlng of detailed .descriptions of any or all model

segments.

-
~ » ’
.

3. Internal Documentatlon\- Each module is fully annotated

within its own code as descrlbed earlier. This ensures that the
documentatlon is thorough apd up-to- date and greatly 51mp11f1es the
pfePa&atlon of .external documentatlon. -
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;'{;x ! ‘«4. HIPO -’Hde (Hierarchical, Input; Prodessing, Output)
-  didgrams Have ‘been malntazneﬁ for. those modules not adequately

+., described Qr the system dlagr s. A sample is illustrated in

e . . Figure III-7.
. /%ill not be discussed here . .

. This &ocumentatlon technlque is well'known and

(20) .

’
. - [

’ /,‘ o
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¢ 5.

L. "help" files. These files contain Qescriptions of the form,
* -, function, parameters, an
'the model executlon.

/-

usage of all procedures required for
se ffle;/are contained in Appendix IV

< 4

o 6.
the proced&res for running the model.
large amount of input data,

- described, in this. section.

fhe _model depends on a
the nature and form of which are

The
for defining rums, creating files, responding to interactive

’ requeéts, and obtaining optional outputs.

-

partlcularly useful in u51ng the model for experiﬁents.
7. Reference Gulde - The model reference gu1de,,Append1x

IV, 1ncludes detailed documentatlon on all of the above. 1In

addition, all major varlables, programming conventionms, system

environment, f11es utilltles, and Executive (EXEC) procedures
~ .

-

. are described.

»
- . *
» ’ t 4
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are likely to remain .the subject of frequent modification.

is particurhrly true for policy modules and report generators
. which may be altered or added for specific experiments. .This
guléé (Appendlx V) is prlmarlly aimed at simplifying and stan-’

dardlzlng the procedures for performlng these types of modifica-

~tions. . . -

- ‘ -
L

,
0!

: HengFiIes ; On-line documentafion for execution’of.the
model a;? related functions was also maintained ihﬁzhé form of

Uger s-Guide - The user's gu1de Apperdix III, describes

ide also includes instructions

This document will be

Modifications Guide - Several model areas in the model
This

<

Y
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’

*
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Il Des1gn,Va11dat1on - In a large, complex system of thls
type, one of. the major problems usually lies in 51mply valldatlng
that the model "does what it is supposed to dp,é and funct1onse
accozdlng to spec1£1cat10ns. Use of the top dowggapproach described
earller permltted a continuous monitoring of
earllest stﬁges throughout the’ 1mplementatlon ;
- to mlnlmlze this problem. . For example, at the eo{f
week two it was conf1rmed that module NETSIM called all ‘top-level
" modules correctly, and that all wvariables and paremeters wersg.
91bper1y passed'between routines. Hence, it was possible to Ysign-
off" interactions between modules-1.0 through 5. 0, and treat the-
expans;opfof each of these modules 1noepepdently.

L4

v

oy

By continuing the above-procgss on a hij

.

archical basis, it is
p0551ble to state with reasonable confi ence’ that the model functions.
as de51gned Although there may be” problems in specific algor1thms,
these are generally in the lowest level modules which 'is also the’
levél at which continuous £xpansion 1is taklng place. However, such
problems are easily isolated and corrected and will not affect
overall system function and design. |’ '

>
]

p ' 2. Implementatlon Validation - One of the difficulties in va11-
ﬂatlnglthls system is that the simulation is modelling an env1ronment“
that does not’ currently exist. Once the model had passed s1mp1e -
plaus1b111ty tests, it was clear that more ref1ned valzdat1on called
for a controlled environment in’ which results were already known. To
accomplish fthis, the site with the most comprehen51ve (and reasonablgﬁ
data was chosen as the test vehicle and used for initial testznz. .
The model was run with a one-site network, and the results compared
to the data supplzed 'by the test szte. This, 1mmed1etely uncovered
a number of d1screpanC1es, such-: as the estlmates of throughput
and turnaround, that»uere_traced to both programming errors .and data .
errors. Once the one-site model was fully debugged, the site was .
’repllcated-several times in ord%r to runa multi-site model wath 1dent1;

" cal sites. - The obJectlve here-was to ensure’ that the model dzd’not 42\,f

£ . - L , .-
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introduce any spurious network flows.

A good part of the model, however, is only applicable to an
envzronment in which there aré network flows.
the areas of the model involved with network flows, the multiple
1deq31ca1 site conf1guration was perturbed in a number of wayé
in*such a manmer that it would be forced to use the network ;e/"_
To, accomplzsh

»

In order to va11date

The first perturbat1on was to change (the data of omne 51te
Concan-

accommodate its demand for computat1ona1 facilities.
thzs, the computing cap8city at ‘that site was -reduced to a fraction
of i€s original value, and its hardware budget reduced by a corre-

.

spondlng amount (thus freeing up budget dollars to be spent outside).
The demand at that sité was kept at the origiMgl level.
itantly, “another site's capac1ty was 1ncreased to ensuré that the

first site had a place to go.
Similar runs were made with reduced prices at two sites to see
if flow of work would gravitate tp a site with extremely low prices.
Other runs were made with similar perturbations to turnaround and
The final model validation rumns were.done with -
each of the sites configured to exhibit "prototypical" behavior of
i " For example,
A mix-
At

level of support.}

what was thought might be possible site behavior patterns.

policies for one.site were chosen to exhibif cost-comscioys behavior,

whkile another site was defined as an entrepreneurial center.

turesof capacities and services offered at the different sites was
The model was run with these data to ensure that the

Data were fre-

] '
introduced

different policies® made the %ites behave in the expected manner.
Problems

thls point the model was ready for testing with site data ‘as provided

Data Validation - There wére a number of problems with -data . -

e
by the part1c1pat1ng inst1tut1ons.
T 3. i i ‘
validation. The primary problem was consistency.
. quently. found to be 1ncons1stént with external data and/or with
other data in -the ‘model. It was found, for example, that sites
had reported da11y data where the model expected weekly.
of this tipe were relatively-easy to spot. A number of more basic
7 ’ *
. o0 . )
. - * -44- .
- ; .-’/ E - . i
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~ errors were found in such performance data as the average CPU time
r;%' of the different service types and the ‘total number of jobs or
7;1€_ connect hours per week. When these values were used in the model,
}g‘r ‘anomalies were often discoyered, such as estimated CPU use that
- exceeded the total caﬁZEIf?“avallable. These errors were d@tected
7/,. by runn1ng each site alone in the model to verify that all the .
7 rapacity ut111zat10ns were_ reaﬁﬁ@able and that the correct number of
ﬁobs were being run in each qf the eerV1ce t}pes.

e

. estimate of . the‘pumber of jobs of each service type run per week, and
— what the impact of each ‘job was on that site's resources. Unfortun-
ately, a '"small FORTRAN" job on IBM 370/135 may not be the same as
a "small FORTRAN" JOb on a CDC 7600. In order to discover dis-
crepancies of this type; a program was wrjitten to.tabulate and to
print the resource impact factors-for all sites for a particular
service type. By comparing this to benchmark data for a small set

~ of service types, it was then poss1b1e to discover and resolve ‘many .

of the def1n1t10nal inconsistencies between sites.
14rw%£: 4. Future Validation Requ1rements - Needless+*to say, ina *
“ developing model such as this one, validation is a reoccurring and
 non-trivial concern. For this reason the val1dat1on process can
never be called complete. It should also be recognlzed that veri-
‘fzcafion that the ‘model performs "correctly" as descrlbed above, is
i the easy part of the validation process. More difficult is verifi-
- cation that tle model is a useful representation of the-r€al world,
I.e., is it simulating the right things, and if so, does it operate-
at the right level of aggregation? Is. it believabie; can dec¢isions
". be made based on the ffodel results, etc.? This deeper level of
;f . validation is not yet poss1b1e with the ex1st1ng model. It will
begln in Phase II when the model is enriched with estimates of the
actual decisions and policies of the participating 1nst1tut1ons.

- Iy
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IV. RESULTS OF BACKGROUND STUDIES

A.

Purpose,;nd Apprdach e
In parallel with the des¥gn and implementation of the simu-

latipn model»ae‘described in Section III several different areas.

~were identified in which algorithms,'procedures, OT new representa-

tlonal concepts were negded. The results, of these efforts form
the theoretical base for many segments of the model. It.should

be noted that these studies were allaundertaken to £fill specific

-

. needs of thé model and/or the project.» Although virtually all

of these topics represent areas where there is a great need for
in-depth efforts were gemerally beyond the scope
of this .project. More typically, emphasis was on doing "what
‘had to be done" .ih order to obtain reasonable‘representations.

P
- - *

.
f =
- . -

The approaches varled over a wide spectrum. A numéer of stud¥€s
(perceptlons of computer services, user categorlzatlons, user serv-,
ices and suppert) performedhg;_tﬁe pro;ect staff éonsisted of con-
t1nuously eVOIV1ng a representational framewdrk until a point was
reached that satisfied both outsidé reviewers and model requirements.
Other stud1es (i.e., service type definition, benchmark testing)
requzred that vast amounts of empirical data be collected and, tabu-
lated. In some cases (network organlzatlon alternatives, user

- ,services and support, and pricing) informal discussions were held
: w1th recognized experts and some nelatlvely sub3ect1ve “consensus"

.

basic research,
.

op1n10ns were reached.
J"; ’f & -

L

‘ ngn ‘two of the most critical areas (performance modeling and
est1mat10n, and workload representatlon), outside experts were
available who hah done substantial amounts of relevant research,

. #nd.it was . only necessary to support the extratwork requlred to
adapt the proven technologles to the model requ1rements.

—

-

This chapter summarizes the results of many of these efforts....
Yhe variatiom of format, sophlstlcatlon of research, and depth of

~ }‘
E . .

-
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ana1y51s reflect the dlfférences in model requlrements, and

hence in the deflnltlon and pursuit of the individual studles.

L3

-

.

hd

‘ﬁ}tiﬁétﬁork OfééniZation and -Administration

Id

A}thoughltgcﬁnical’issues are stiil important factors in
establishing a computing network, the dominant impediments to

sharlng are very likely to be non-technlcal in nature. Accord- -

. 1ng1y, a major concerrw of the-rstudy was an exam1nat10n of a wide

range of organizdtional and admlnlstratlve alternat1ves that might
1nf1uence the behavior of the netwdrk. ’ - S

- - -

L]

It was necessary to identify these issues so that the model

" might be brought to bear on their analysis on many levels durlng
" all phases ‘of the project.
,.the model in a variety of ways.

Thes"'h, may be examined through use of
Some are clearly policy decisions
that may be studied by a proper combination of policies in -the
appropriéte areas of the-model. Others represent constraints or

a range of possible considerations which may be examined by proper
spec1f1cat10n of model parameters or input data.

of direct concern are -the following:

Typlcal issues

*

[ 3 Network admlnzstratlon -- including con51derat10n of the
location of control dver accounts, billing, resource use,
types of serv1ces offered, administrative conventions.

° Centrallzatlon -- including consideratiqn of centralization
of general, capac1ty, the ‘centralization of spec1a112ed
capacity-or services, the relation between .economies of
scale and economies of specialization, and -the relation
between economies and diseconomies of _scale for*various
types of services

o Methods of charging for centrallzed facilitating services -- '
(e.g., billing, user services, etc. ), including fixed monthly
fee, unbundled charges for each service rendered, and charg- |
.es: leV1ed against suppllers. :

-*

- 1 4

-9 Control over prices by a-‘central network organlzatlon --
ranglng from mo control.at all sto detailed price regula-

tion. Includes consideration of subsidies, restrictions .
., on "unfair" price competition, and standardization of prices.,
. a
> -
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'ﬁlternatlve pr1c1ng arrangements -- 1nc1uding "spotg*'
- Versus long-term contracting, fixed monthly charges
versus charging for each service rendered, and differ-
sential pr1c1ng (e g., priority level,, peak versus ofﬁ-_
peak etc.).* P ) )
® Mechpn1sms for billing and reportzng -- ranglng'from s

bllateral arrangements between each buyer-seller pair,

" to multilateral arrangements through a central network

organlzatlon.

- . o
R

‘» Alternatlve budgetlng arrangements at user ‘institutioms - -
Tanging from cCentralized budgeting of the computer cénter
(with allocation ¢f capacity through non-dlscretlonary
"computing dollars™), to revenue generation for 'the _
computer center through a cost recovery mlechanism in

_ . which users are charged. "real" money. ‘

-

- Capdcity adjustment -- 1nc1ud1ng cons;deratlon of ‘the
ability and w1111ngness of institutions to reduce (expand)
local capacity in response to an increasing net-import -
(export) of serv1ces. . -

e - -

——

¢ Resource migration -- including con51derat10n of the possi- T~
.. bility that the "resource rich" might bécome rzcher while ’
" 7 the "resource poor™ might become poorer.

' Servige guarantees -- 1nc;ud1ng consideration of Suppller
guarantees as to price, quality, and quantity of services
prOV1ded and purchaser guarantees as to the quantlty and
timing of purchases.

Mechanfsms for providing user services -- (e. g., written
documentatlon, on-line dlrectcrles, consultants,-etc. ),
ranging from direct service from the supplier, to service
fﬁﬁﬁ a local "distributor." -

L]

§;>tware development -- includiné consideration of develop-
nt incentives, royalties, and suyport of development
act1V1t1es . - .

-

.
- .

-

_After reviewing issues such as thesej it Qas.decided that . ;:
- sév%raleapproachés in comjination, ﬁould be needed to encompass the
wide varlety of p0551b1e network organlzatlons and admlnzstratloﬂ%
As a resuIt there are currently two basid methods of representlpg, .
: thesg in the model. One is through ‘the menu of pOllClQﬁ available
to represent.varlous att1tudes and dec151on mak;ng behavzor at,
individual sites. The other is through network parameters which |

“may begﬁe;ected for the network as a whole. Policies are discussed
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b - 1n deta11 in Appendax II and the parameters are reviewed in Ap-
-~

:{f; pendlt ITI of Volume II. ‘Most of the*work during Phase I has
. focusei‘on maklng the model adaptable and rich enough to accommo-
'_date a wide Tange ‘of 6rganlzat10nai and, adm1n15trat1yﬁgalternatmves.
Fuature pro;ect phases "#ill th;refore ‘be: able, ta. examine these

v P

‘-~1ssues ;n more’ detall.. . .

- \, . ) «
C. Representatlonal Concepts

¥ . . - « L

7 “If the simulation model is to portray a posslble 'real" ne§~
work the stru tural elements of the model must be reasonable _
approximation eir real life counterparts. Consequently, sdch
areas as user per eptions of computer serv1ces, 1nst15ytlonal cate-
_gorlzatlon of usérs, and descriptions of workloads at various levels
were the toplCS for,speczfic studies. The representations formu-

b L3

1., .Perceptions of Compgter Services .- Within an organizationm,

there are usually several 1QVefs of perceptlon of computer services
and wogkload. ?h one hand, there are administratoXs who have budget
and policy- makzng respon51b111ty, but whose knowled of computing .
may be qu1te limited. At the other extreme, theré dfe” computer ‘
.center operatlons people who percelve ghelr role as suppliers of
raw capac;fy in terms of CPU cyclés, bits of mafh memory, characters
of 1qput/output, etc. . Each of the existing leyels at any site may
-bé represented. Cu;fentlyﬁ the model contains four such levels’
under the general céfegorieg of: Administrator, User- armd/or’ Suppller,
Computer Center Director, and Performance Analyst. These different
,levels are necessary because of the rather dissimilar V1ewpornts of
‘the individuals involved at each level. I ’

1
-

,(\ a. Administrator Level - Admipistratbrs, defined as those
individuals with organizational policy and resource .,
ommitment responsibility, are  1ikély to view computing
11i terms of internal, budget 1lines within the orgafi-
zation. Thus, one university may*differentiate bétween
¢ studeqp‘;obs, facult?’research and administrative data

g




e

v

-

® .

‘in

W

L4

. o
3

N proce531ng,.whr1e another might view usage and ¢
fonmulate computer budgets by schoal (4.e., Engi-
neering, Arts and Science, Bus1ness, etc.),, 1In
.general, -each site has its own/v1ewpo1nt and its
own set of user cdtegories.

"

‘l?

st
L

.
-

/ /
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fb. User/Suppller Level - Users and suppl1ers of serv—
ices 'think in terms of the type of processing re- ,
nquired. A user may have a large FORTRAN program )
to ‘run, or perhaps 3 need for an interactive graph-
ics- package. Individual-users select supplier-sites
based’on such variables as software availability, .
turnaround, Jprice, and support. Installationms, there*

4fore must describe available services in~the jargo

. familiar to the.individuals who will be u51ng tho
services. ‘Note that at most sites it is this leve
thatis closest to the network "stahdard" Service
type. Hence,.translatrons from site categorizations
to netwoerk service types are done-at this level and
baséd.on the installation's description of available

. servces (services suppl1ed)“
N T

-Computer Center Director Level - While the computer
center director is interested ,in, .and. responsive to, -
the above levels, ke needs further, information in
order to mike decisions relative to configurationm, -
staffing; system software, and other required re-
sources. Information such as CPU usage, lines printed,
-cards reid, file spdce, required, memory usage, and °
number of tape -mounts is needed. Thus, incoming work
at a site has to be presented in a way that a computer
center director can obtain this hardware Joading data.
For him, each.service type is descr1be2/’% terms .of
-appropriate regource- requlrements.- Total system loading
can then be estimated by  summing-the per unit resource
requlrements of* all jobs: in the workload

e\,

-

i A

» *

r,

C.

.=

A

Performance Analyst - Once,the total workload at a

site has been_defined, the task still remains to esti-
mate site performance as 3 function of that werkload.
Cycllc queueing models and “felated technlques are
currently being developed for this purpose (see Section
1V-D.2).. In generdl, these techniques requife that

the workload be descrlbed in terms of resource ut111~“
. zation. This 1nformat13n is a more,dbtalled version
o{ that d%ed by the computing center dlrector descrlbed .
above.

-
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- Within' the modeI it is necessary to represent each of these

-

percept1en5‘and to translate from.one to anoﬁher. ¥n this waz\‘q
detisions made from oneapoznt of v1ew can be expressed in’ ways
dministrative legel

omeanzngful to the others / Cuxrentiy the\i'
. f : .
o -
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:determlnes the pollcy selectlon forka'partlcular site. Thrs is -

- s

: t2p1ca11y done in terms_ of user categorles (or bndget 11nes). .

The policies then determlne the methods for. handllng service types
"at the user/suppller level and,raw resources at the cdmputer center
d1rector level. 'fhese concepts are explained more fully in the

—

foIloW1ngfsect10ns. 3

" * o &
* . - i .
ﬁ? ,} . ' 3_$Yﬂ .
- 2. User Categorlzatlons - As, discussed earller, the hlghest
. Tevel of perceptlon in. the model is at the admlnzsxratlve'

. . 7
level. This is where major policies and budget constnaznts origi-

nate and are controlled. iiote that édministrators do not deal

-

] With'speiéflc computer serv1ce5 or resources, but rather with

broad cat€gories of users. 5 ? _

P . =

Each site.has- its'ewn site- specific user categories which
represent fbglcal interndl admlnlstratlve d1v;szons. In asking
sites to spec1fy the1r user categorles, two gulde11nes were
prov1ded

Te LT

- v £

. N . % -
. . *

a. Each category must represent an identifiabile budget
line .or funding souice -

b. Each category ﬁp&t be relatlvely homogeneous with
respect to rul policies, and constraints on .
computer usage. For example, rules for '"going

. outside” would be consistent within any one user

- category.

. . . '
- ¢ ., - - -

- .

P

 Most universities presented categories such as: student

1nstruct10n, externally funded research, internally funded research,

admlnlstratlon, external users, and .Computation center systems
stafie“ A reseatrch 1nst1tute, on the other hand, had only tho,
*1ntérnal and external users. A. few of the niversities grouped

thelr users aldng organlzatlonal ‘lines, (e. .,-College of Eng1- -
neerlng, Law School Medical chool etc.). . .. '
." - g . . B ';

A major implication of the®hbove categoriia;iéné'is that each
user .citegory develops its demand for -computer services indépend-

ently rof others at that site. Some users (e.g., admigistfeti&e .

- *
- % 3 1
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) ‘computlng) may‘be relatlvely insensitivé to pr1ce and turnaround,
. _for example, whlle other users at thdt site (e.g., 1nstTUCt10na1
.UEers) may be yery pr1ce and.turnaround‘sen51t1ves, In any case,

,;~;'it~is necessary within the siodel to: . -
. . - \ ’ .

A/ . - . —
. .

Permlt each site to deflne its own-unlque user

..

ZatIOHS .

Maintain separate budget and policy strué%ures

for each usez:category

c. P;ovide %eparate estimates of aggregate demand for
,-éomputational*services‘Yor.each category,.

- . - . ’ [}

) . - - .
d. Provide a means to translate (map) aggregate demand
for each category into service-speeific demand.

e. .Allocate this service-specific .demand among available
_sources of supply by the application of - ‘criteria Wthh
may differ for each user category o .
‘ ‘These. user categories will play an even: larger role-in ;Eﬂf
Phase I1 of the project, when thé actual policies and procedures
of the participating ‘institutions are incorporated into the model.
As the p011c1es, rules, and restrictions on theSde categorles are
developed they will -evolve into an accurate representation of
the’ spec1f1c ‘ingtitutions to which they belong.

. . ¢

€

3. Senviée fyﬁes and Workload -Representation

L]
-
#

a. Problem - One 6f the most difficult concepfual'
tasks in this projecf was the definition'ef,ﬁork,'
(or service). PrQSpecﬁive netyork users; even
those few that have a good idea of what they would
like to be doing, are likely to have requirements
whose characteristics are very different than the-
.Present job* stream at the desired supplier site.
Purther, their perceptlon of what constitutes a

v

13
-
* v
¥
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" unit of work, and what that is worth w111\often
be 1ncompat1b1e with the V1ewp01nt of the supplier.
For example,.some of the . ptrt1c1pat1ng 1nst1tut10ns
in this preject describe their workload dsing Jan-‘;
. gon such as: FGRTRAN COBOL, GPSS STATPACK and
the 11ke, others talk only ‘at the user cate ory
= level (student jobs, adm1n15trat1ve data’ﬁgécess;ng,
and faculty research); and some prefer terms like
compute-botind, I/0 bound, 1arge‘batch and heavy -
on- Yine usage. Purthermore, "similar" progfams and

serv1ces available at multiple sites are not always

- gpmpatlple or tramsferable -- especially when dis- -
similar host computers are involved.,

7
b. Apéreacg - Although, as mentioned above,rlittle
-, standardization exists among individual.sites as to

how work (Jobs, services) is descrlbed it was de-
c1ded to try to deVvélop a consistent work descrip; |
tion for network purppses (though nbne of the

individual sites need use that" pagtlcular descrip-

-

tion). The initial goal was to define a set of,
"servﬁfe types, limited if possiﬁge to less than

50 in, number, such that the workload of gach
.network member could be adequately approx1mated

by an enumeration of the numbers of jobs in each
category per unit time (week). Definitions of

-
s

service types should specify domains or ranges for’
a numbér of site-independent parameters such that

\?\\\\<a§y job, regardless of or1g1n, could be a551gned

a category de51gnat10n that would pefmlt an adequate
o determlnatlon of which sites might be appropriate
for its process1ng and of its proce551hg charactér-

gsi; at those sites, .

(B Al
l‘ {

»

*

-

A
*
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ii.

iv.

Tt was immediately evident

[} . 4

- P

Other de51red characterlstlcs of such-a class;ficat;on
1nc1uded : . ., -

& 3 ' . . - —_
- All categories should be meaningful to users,
although they need not match,current in-house -

groupings. Where differencds exist, a trans-
formatlon (conversion) must be fea51b1e.

zgr categories should be expre551b1e in a‘j§'
a form t Is appropriate for use in perfdrmance
analysis and prediction at irdividual sites. I.e.,

jobs wilNhave_ _known resource requirements and.-
attributes (CPU seconds memory words, etc.).

& .

- AIl jtems within a glven classification category ¢
must- be relatively homogeneous in ‘terms of machine
impact at any given site. :

o -

Service Type Dimensionﬁlity - Early aitempfs to
organlze the categorization process yielded a ot
mlnlmum of four factors, or dlmen51ons, for each -

category definition. ‘ . T

'ﬁ,-a

¥
s

>

Job Type” (qualltatrve], e.g., PORTRAN'compiiatlon
_and executlon on-line data entry, execution of ~

statlstacgl package, etc. .
) [

Resources Required‘(qﬁantitative), e.g., processor
memory, card reader, disk £2/0, printer, etc.
Running: Time (quantitative),; e.g., short, medium, .
long. ¥ ) ' .
g
,-"/' . r'd

Prior#ty (quantitative).

” - + . Pad ¢+

- [ 4 ~

érat any four-dimension matrix

- would.quickly grow far beygnd the/ 30 to 50 .element size 11m1tat10n

imposed by the- then-current simulation design.

dec1ded that,

Accordingly it was
in order to stay within the size limitation, the

service type definitions should be based primarily on Job Type
ia one- dlmen51ona1 list), h1%h multlple entries for some job types

- -~
>

~

: .56 - e
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. Py
to accommo&ate sultablé mod1f1ers relating to runnlng time and.

3 przarlty. Resources reqUzred would be implikit 1n the job tyae
) and .would not need & separate dimension.

=

€

The complete list of service types was developed in quali-
tative b@} final terms, -and ‘each instiFution was asked to jndge
which types best represgnted the actual job characteristics at
their ifistitution, to specify the resources required for an
average' ;ob*in each sgrvice type, and to estimate the number of
”average" JObS of the service type which would adequately Tepre-
sent theitotal level for that serz}ce type. ' P

-
(™

t' - - . i h

The g%s1c assumptlon underlylng this approach is that service °
types need not be quant1tat1ve1y comparable between institutions..
For medeling of the internal use of an 1nst1tut10n s computer
services, which probably would still constitute ‘the bulk of the
Services even after national networks are available, .this assump- '

ﬁgi,entirelﬁ consistent. Between institutions, it is assumed
t t the characteristics of a job will change depending on the
1ﬁ§t1tutzon at which it is run.

o o - ) ‘ {‘ [

For example, an ABE job of a given service- type, if run at
XYZ ﬁnlver51ty, would take on the resource requirements for. JObS
of This service type as defined by XYZ rather than as defined
by ABC. *n other words, ABC users at XYz will tend to behave
Liié'XYZ users rather jfhan ABC users. ince demand is allocCated
by'policy and doesn't change rapidly, this assumption apﬁears
to be more_ reasonable than the converse aSSumpxzog that a job
originating at a specified institution will have the character-
istics of the jobs of ‘that service type for the or1g1nat19n
institution, independent of where the job is actually processed.

s

.

4. Initial Categorization - The initial 1list of

-

service type descrzptzons Was a common-sense develop-
ment of the list obtalned from institution- responses
. to Questlonnalre I. Service types known to exist,




-

., Tesporses to the questionnaire, were ddded. Sev-

Jhut not mentioned by. the institd&ions in their?

r

* eral service types mentioned in the replies, such | -
as_;f%tle-used_czppilers,.were lumped into catch-all Ol
categories labelled "other." A number of.service

. <
types were repeated, with modifiers such as "short,"

"medium," '"long," "low CPU utilization," and "high . o
CPU utilization." = ‘ - . .1r;*

This initial tentative list of-service type descrip- '
tors had 42 entries in three general ¢lasses, "Batch, ] ]
with very restricted.resourte allocation," "Batch, . L
general,".and “Interactive." It was assumed that all o
interactive jobs ‘would run under the highest priority,-, o R
assigned the number 1, and that the restricted batch
jobs would.all run under a number 2 priority. Imn

the seconﬁ questionnaire, asers were asked to:;es- ¢
‘timate.resource ugage as a fun;t1on of P, 1or1ty a ¥
(four levels) for each.serv1ce type 1n the class-of = ‘ .
general batch jobs. There were 20 entzles in the

general batch classification, which, with priority

modifiers, represented 80 service types, so the / ¢
total list had 102 entries. This initial’list .
appears in*Questionnairé 11 (Appendi;‘VII). - -

e. Final Categorization - As, resource usage data

»wgré compiled from replids to.the second -question- _
j- naire, entries in the se?vice-tyﬁe list’ were com- - o~ :
bined again to reduce their number in agcordance T
with storage limitations within the 31mulat10n é;ﬂv
mpdel. L1tt1e -used service types were merged with :
51m11ar categor1es, and dlfferentzatlons ‘that were .
d1ff1cu1t for individual.sites were ellmlnated. A1l . -

- members_ of the restricted resource allocation class*

" of batch Jobs, for example, were Iu&ped into a | :%
_single "Fast Batch" service type. 51m1lar1y, a11 -
_of.the "compile and bomb or short run" jobs in the ' '
general batch classification were lumped 1nto a ’ U

4
R 4
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. . ow fr= ;

g s

. - b .
J: . ."57" . . - L 4




.
i

s ,_ ;‘ ,‘ "Debdg Runs™ seryice type and assighed a\\ -
;}?;, - N oy/ 3 Diibr{ix Among ‘the 1ntera;t1ve ;cbs,' N
;Lfr S, o the h1gh and ‘low CPU utxllzat1ons were combined,
, . elam:nat1ng that distinction. The ‘rest of the con- -
ﬁz "‘,. - solldatlon process consisted of lumping together
R ‘ T two, three, or, in some cases, all four Dr1ur1ty

levels and assigningra single prlorlty number. A
The final list of service type names has 44 entries, o

distributed asffolrows, - .7 ' ‘;'f

- . ? ¢

] 11'Interactive job types with #1 priority.

- ¢ 1 East Batch entry with #2 priority:
. . . - i ) . T . " o

"\

S @ 32 General Batch job types with pr’br1t1esm, ;
. ; o ranging. from #3 to #6. L

c . L - .

H * -

. " Four,.additional service type entries were Teserved
. L for special or unique services that a facility ) .
. . . m;ght offer. "The final list-.appears as Figure , - 'E\

L Y

-¥ . ’

- T é . *
» I . Status - The above characterlzat1on is useful in

) ) . '~ several ways. Providers of computing seTV1ces ' w
| ] : ~can describe their offerlngs to remote users,in
/ .  terms of the network _standard list.” Similarly, once . 1
B . prospectlve buyers express their needs in this

- . 2

< ) “form, they, €an ‘easily 1nvest1gate the ava11- 1
7. " ability of desired services on the network. All R _

2 : network flows (vworkfTows between sites) are now
e, S expressed using this. common denominator. = 1

. .
> -~ -
. _ o

It is recognized that no such list is 1likely to ’ -
i " exactly-'match the services offered at ény‘single T o

— L - site. ’ Further, the standard definitions for job - .

-

" types m%y not be ¢tonsistent with those at individual P
. sites. .However, the nature of most 1ncon51stenc1es -
- < . ' s in degreé (e.g., size of FORTRAN,Jobs, average . '

] . SMad
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. Figure W-1 ¢

Service Types *

Semce Type -

1,

3
4.

10

11,

12,
13,
14,
1s.
16.
17.
18.
19,
20.
21,
22.
23.
24,
25.
26.
27.
28.
29.

30.

31,
32.

33

35
36
37.
38.
39,
40,

4,

42.
43,
44.

Fast Restncted Batch

2. Debugging Runs .

FORTRAN Program Development
FORTRAN Program Development
FORTRAN: »Program Development
COBOL Program Bevelopment ~
QOBOL Program Development

L Pragram Development
. PL/1 Program Development
-PL/1 Program Development
Assegbler Program Developsent
Assembler. Program Development -
Other Program Development
Other Program Development
Other Program Developzent ¢
Graphics. Packages
Problem Oriented Packages
Problem Oriented Packages
Short Statistical Packages
Medium Statistical Packages
Long Statistical Packages
Short Number Crunching
Short Number Crunching
Short Nustber Crumching
¥edium Nuber Crunching
Medium Number Crunching”
Long Number Crunching
Short File Manipulation
Short File Manipulation
Medium File Manipulation
Medium File Manipulation
Long File Manipulation
-Long File ‘Martipulation
. Data Access, Read Only
Data Entry
Low Activity .Text Editing
Intensive Text Editing’
Terminal BASIC ’
Terminal FORTRAN
Terminal PL/1
APL
Other . Terminal Languages
CAT
Interactlve Problem Onented Packages

@
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connecf m1nutes,yer interactive session, hupber
- 4 7 of dlfferent sizes of statlstlcal packages that
o must bg specified jn order to¢ get meaningful .
"’ .discrimination), ;gther than concept. )
Data describing present workloads in terms of the
_ service types shown in Figure IV-1 are now- avail-
3. L _ able from most. of the Particjﬁating Ipstitutions;
o, Work isq%urréntly underwaxa(sectioﬁs Y-C to V-E)
. to resolve the inconsistencies in conceptualiZa-
. - tion and tabulatior that exist between the sites.
| LR
4. User Services and Support - User services and support in
"the model are combined as a single dollar value for each service
type offered by every site. . Each site must determine these levels
after taking into account both demand dnd supply conSfderations.

Thus the single dollar level per service type represents such i

= diverse factors as written documentation, user consulting groups,

3‘k§. . .- dollar level. This single amount comprises two

CAI, audio-visual aids, and telephone information. It is assumed
that the’ approprlate comb1nat10n/pf these fac11£21es is provided

at every site for each service type. The shortcoming of this
approach is that it lgses select1V1ty based on type_qf support- and
assumes that quality is directly proportional to dollars expended.
Tt has the advantage of allowing efficient quantitative comparisons.

. \k\. © a. Demand - The level of user services and support
will affect the amount of demand at each ite as
well as its allocation among the various supp11ers.
Each user category may have a dlfferent ?egree of
sensitivity (ranging frqm low -tor high) to serV1ces .
and support. Demanders view support as a }ngle .

P

-

types of qupo}t. The first is fixed support
which is independent of usage #nd includes such

" items as development of manuﬁis, on-line docu- .
mentation aids, and consulfiﬁg staff. The second™

| T -60- - 65 -

..




[
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o type varlable support, is dependent upon usage.

A Ve _  This. includes printing and distribution of manuais, A

e T free 115t1ngs, and the use of on-line documentation. I
N . - Ve - PR

- - - - -
- P - L -

- s - E

— . T, . . e

} Supply - On the supply side, each site must determine’ -
;jj'r ) . ) the ‘total amount that it will spend on user serv1ces ’
e . . . and _support, and how tHat amount will be allocated
' among the various.service types. Ind1v1dual sites
: , will place different degrees of emph351s on user °
= services.and support depending on their general o
- profilé. The model. éurténtly permits gltes t& - v
. U , distribute budgeted support~1eve1$ across the yari-
: oug.service types ‘based on éither the Mumit of de-
. ,,égidi or "relative dollar level'" method (or a com- ‘
bination of these). The unit of demand method cal- *,

.- culates service SpeC1f1C support levels on the b351s -

.v‘f.';» Lt

; of usage- (1 e., divide the number of JObS or connect
hours for each service type by the total number of - -
. jobs and connect hours for all service types at, tﬁat
site). This philosophy assumes that a small user
requires as much center-provided help as a large
user. The relative dollar 1;ve1 method computea
service-specific support levels on the b351s of

dollar income from that service type (1 e., divide
the gross income from each service type by the

‘ ) total gross 1ncome for all serV1ce types)
desired, sites can also Speczfy partlcular
amount - to’be’ 3551gned to selected service
This wopld often be the cise, for—example,

new service, offerings or servzces known to

: ' - .dlsprpportlonately high (or low) levels of

§

& - ’

Computer System Performance Modeling

L - 1.
1em can be stated rather 51mp1y

’

1f

dollar

types.
with
require
support.

. ,
-J

Problem - The computer system performance modellng préb-

Qo T A

There are two aspects.Y/

7 - .
. 66 .
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- # Given a desired workload (job mix)'to be'processed”:- T
fpié;*’ o ;ét an 1nsta11atdon, what is the performance of the -
C e _ .System that the user perceives -- i.e., turnaround = 5
e . for batch jobs and response time for 1nteract1ve T e ,j
L - _ app11cat1ons9 ¢ R e 6

- .- Lt ‘., . a 2

»3;7»_ : . -‘b. What.is the'total'capacity of ‘the system o do — T2 :
T ) fwork?" That is, how many Johs of a g1ven mix dould - .-

- . 1t handle’ s T

-

- . . . . - -

& - N - -,

) R - ~ - P - -
- -

Both of the above 'questions are quite- common and, in fact,
must be answered to some degree for every new_computer system or
- system mod1f1ca%1on. There are a wide variety of simulation,

analyt1ca1, and empirical techniques available for these tasks'
Unfortunately, in this application the leng- t1me periods, the -
changing workloads, the number of different sztes, and the poor e
definition of workloads rendered the standard approaches either
. inapplicable or computat1ona11y proh1b1t1ve. Fortunately, great .
. . accuracy is not requ1red and it was hoped that analytical tech-
n1ques capable of prdv1d1ng adequate est1mates could be developed.

(21),

. -

. 2. 'Computer Unit Approach - Initital Attenpts - Early
——- gnalytical efforts focused on the_definition'of a so-called com-
puter unit vector (c u.). The c.u. vector's component values -
‘were to, be the resoprce capacities available on each imnstitution's -
computer system, such as the total CPU 1nstruct10n execut1ons ¢ .

, available per unit time, meno(x residency requlrements, pag1ng,
total card reader input capacity in cards per hour, and S1m1lar
capacities for all other 1/0 processing and storage dev1ces.

It was 1n1t1ally hqped ‘that a common computer unit vector could
‘£e deflned which, fof a g1uen-1nsta11atlon would have component
values equal to the capacity limit of each resource type at that
- s1te. ThE‘performance model would then require only one vector )

' for each 1nsta11at10n{ "o SR

-

SO

£

-

, Central to the c.u. approach was the assumption that it . T
!V would be p0551b1e to describe all network jobs in “terms of a
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fr,jﬁ 'smali]numkerﬂpf standard servzce categor1es. The'model for each
;QLL‘; serV1ce~ca¢egd%y would include the. resource requlrements of a
. :'ff : 51ngle "average" job. A given demand for computer services could” : ..
’; ;A, consequently be expressed by the number'of JObS in _each servilce
B category tResource requlrements for the total demand would then
~ be’ ‘the sum over all serv1§e categories of the number of Jobs .
. in each Category tlmes_the resourcCe requirements per job. Thus, ad
.oficé the demand was estab11shed for a site, total cdpacity re- ' )
quired could 'be determined and the corre5pond;ng supply in terms
;iof thaf’demand would be d1rect1y avallable from the c.u. vectore —
v N , : - R T
Given the above descriptions, it would then be possible to
develop formulas to _estimate the response time for 1nteract1ve /,
- services and the turnaround for batch services as a functlon of

. - the utilization of computer 'system resources. The 51mp1est formu-

. las could be based on a model assuming a 51mp1e queueing fac111ty
at each site.. Other posszb11/tles considered for the pr0posed
mo&el included the use of more comprehensive queuelng theories:
or other statlstlcal models and, alternatlve}y, algebraic formu-
las based on linear or least squares Curve f1tt1ng ‘to approx1mate -

- graphical representations, of response times. ° . . ’

- Lo

. -

“ -

PR
% .o
ra

A great deal of deveIOpmental and analytical effort was .
expended developlng the above concept. With the assistancte of
- the Stanford Research Inst1tute( ), a computatlonally feasible

d

. e 1mplementat1on of thls “technique was developed., . Unfortunately,
. incorporation of the results into the model would have requ1red

Cn a prohibitive amount of data from the part1C1pat1ng 1nst1tut10ns,

' along- w1th an exten51ve benchmarklng stu dy . . - E

. —

v —
- — e

3 3. Revised Model - Current Implementations - Although the )
 efforts towards ,developing a computer unit vector description
—  of work were not successful in themselves, ,they did provide _
the framework for -the simpler techniques that were finally- ' .
= *adopted. The concept of standard service types (Segtion IV. C. 3)
is used_exactly as developed in the above study and s the~-

cornerstone for representing levels of supply, demand, afid

o<

- - . -
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netﬁori iloWS.. The vector of critical resources that, is now T

o &carrzed serves a function similar to the c.u. vector described

é;f—f}tl above. The dlfference is that, instead of an analytlcal derl- _

4;3!‘; vdtion of turnaround Simple table 16ok- -up technzques have been

4 7 substltutei The independent.variable in -each search is the - oo

ol most constralnlng ofayhe vector components.’ The 1mp11c1t . .
’

T s;mpllfyzng assumption thereforerﬁls that tif¥ cr1tica1 resources
5 - 3 aré 1ndependent and t ai secondary effects-due tp the 1nteractlon

oty

g of rksources can be neglected * fn;. A L
e s L . Pl * Q . !. f. ) I3 = -
Ll . - . ’ ’ Oad : 4 5
tx ,"ﬁ <. a. Turnarognd - Batch turnaround igscurrently esti-

mated as the sum of delays due to 1nput, proce551ng,,output
) and” communlcations. Eor 1nteract1ve Tesmonse, only processlng .
//"‘\andacommunzggjions a#k considered. Eacﬂ jf the partlclpatlng e
‘ sltes provided emp1r1ca1 data 'in tabulariaorm concernlng batch
3 turnaround ‘and 1nterart1ve .response as a function of the weekly .
r .- loads on those system resoertes they considered critical. Since,
esti ates of input and communloat}on délays were con51stently
- much smaller than those for: processing and ou%put (prlnter), “the ;
o current model imp1l mentation only cdhslders the latter two
' ;." factors. ‘ - -~. S ' ’///

R ' n .- S
’ \ The prlnter, utput) de1ay table describes a single curve 1‘
representlng the weekly average prlnter delay as .a functlon of .
the degree of ut%lizatioa of the prlnter. A 51mpie FIFO- queue

. dthipllne is assumed and no dlfferentlatlon is currently “made
o betkeen service types. Simple 1nterpolatlon is used between .

3‘ . the six stored‘fEETe_Ent;;es. , : . . .

14

»

Y

.

T , . . . s
. _ :’F The algorlthm for machlne1¢5rnaround or 1nteract1ve response -
" .. .allowsfor. different levels of priority. By using different
‘ table?-{one forceach priority) and assigning one of six prlorlties
"to gach service type, the model Jepresents the dlfference in . Tow
, turnaround between the varlous service categorles. Six sets of

uded for each site.
. ot

v - - - < .

“Gritical resource .
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_‘f V fsgé -, . _
used for 1nteracx1ve work (pr10r1ty one) For the five batch’
prlorlti levels, up to thrge different’ cr1t1cal resources can .

7 ,berxncluded (e.g., CPU,*memory, I/0 ehannels, etc.). The
; 4current algorithm selects the.most constraining of the three
tesources and uses,it to est1mate turnaround )

7 .{__‘ ., . - ? . . " ‘ " __’_
S L
s bs Resource CapaC1f1es - Each supp1y1ng site in the .

= . network simulation has an assoc1ated list of 1ts
' conetra1n1ng system resources. These resources
. . grnciude such items_as cards reEd,_prlnt 11nes, W
. . communications canability (kilopackets), connect
: hours, CPU capacity, I/0 operations (EXCP's ip
S ‘ IBM 3argon)"and memory (kilobyte-hours). The
. ‘ capacities of these system resources.are defined .
within the model as weekly -figures. Weekly capaci-
-’ties ate a function of gcheduled ""up hours,?
dvailability of the respurce, and rated hourly .
capac1ty of the resource. 'Example' ABC nﬁiv2}51ty :
, spec1f1es that they can print at,most 10,000- 1ines
y ' - * _per hour; they -have 10Qgscheduled hours pet’meek -
r ' %JNy is 90%. ‘I“he theoret'i-‘ .
cal weekly capacity for print lines is then:
10,000°.X 100 X 99% = 900,000 lines/week. ‘

and their average avai

¢

” -

N . .
‘While most resources can be defiged in terms. of
neekly cap§c1ty, some resourde;l:;}t be,v1ewed
d1£ferently Typ1cal~examplg§ are pain memory, -
oh line storage, and number of tape draves -- all
of which are static constraigts that do not: vary
' ’ wzth respect to time. Memory i§ partially handled: T
. ‘on a per-job Hasif (i_g;+,w111 the job fit?), and

partially by def1n1ng a t1me related un1t such as’
L2l kilobyte hours. The 1mplaeat1ons of 11m1ts such . et

o as the number:of tape®drives are much more‘subtle

and are not accoshted fq2”in’ the present s1mpl1f1ed T
.~ model. , T ) -, - .




Systeﬁ-Utili;étion - Utilization of each system

. resource is calculated within the model as the

-

requested capacity pet week divided by the total

d capaczty,per vweek. Requested capacity at a .
szte Jis obtalned by mapplng all service specific ~
"demand to th;?’d'EE’into résource requests.. For’
example, -a short batch statistical ‘package job

. may map ;nto 100 cards read, 2 CpU seconds, 250

prlnx lines, etc. These resource reques;s are
then- summed over all requested work..

-

M -

~

Total system utilization (per cent utlllza;::§ of
totaIJcapaC1ty), is a- crude“but useful, indicator
of ‘the. apprOprlateness of the current 30b nix,
A mix that is suited for a particulaz maghl e
should lead to efficjent- sxsteh utilization and
thus,a low _percent utlllzatlon of capacity. On
"the_other hand, an 1nappropriate job mix (I/0
"oriented JOb on a CPU oriented sn'tem of the same
51ze) will resilt in inefficient use of the system
and a relatively high per cent utlllzatlon of
«_capac1ty Total systgm utilization-is estimated
as follows: . . -

v .
~ . I d
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m
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Iq}af System Utilizatidon ~-;
Actual usage of resource i.,
~Capacity of Tesource 1
Number of system resources




-As a simplified example, consider a system with
only 2 constraining resources: CPU seconds and
I/0 requests. Graphically, a'plot of actual
usage yersus maximum (total) capacity might appear
as follows. ;

CPU, max. - __B YmaXi@um)

. A (actua
cpu

secomds

o

(] .
Mo i . s — . - .. —

I/Q requests

Point A represents the actual utilization of both’
CPU and I/0, and point B is the maximum utilization
of these reeodrces"lThe ratio. of the vectors OA
an@%lds ‘the percent utilization of.capacity.
p . .. .
System Saturatlon - If any constralnlng resohrce
becomes .very highly ut1112ed the total.system
‘w111 correspondlngly tend towards saturaklon and

-performance will be affected- Thzs is true even

if, due to an 1napproprlate job mlx, system utllzza-
tion is stlllfrelatIVely low. Thus, system saturation
is defined as the percent utilization of the most
,hlghly utilized resource on the’ system.

»
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e . B . : C—
) Note.tiat percent sgturation will always equal or
?exceed percept utilization. The difference is an

indication of the inefficiency of the’ job mix --

B i.e., they are .equal only for an "optimal" workload.

L A\L~g;1c1ng .algorithms and> other policy decisions should
PR ;ytherefore tend to reconc11e any differences ‘between

the two vectors. Turnaround estimates must- be based

Recently, there has been con51derab1e‘anterest in ;he appllcatlop'
of network queuelng theory to the performance modeilng of computer
systemstg; 33) ‘ New computational algorlthms have been develo ed
which drast;cally lower the, amount of'computatlon necessary

and it has been shown that accurate analytical models can ‘be de-

veloped for most computer systems(34)

One author even .foresees
generally accepted axioms of computer performance predlctlon(ZQ)

=~ Network queueing model techniques have been applied to two of

the sites in the study "(MIT and Dartmouth), and.the results thus™ _
far seem engouraglng This type of model has an advantage over

‘the present emplfzcal 1mp1ementat10n in that the effects offhard-
ware changes on throughput and response times can be easily Modeled.
It is expected that later phases of-the.project will uss these
methods of performance prediction in some capacity./ It has not
yet been. determlned whether they aré eff1c1ent enodLh to:replaceb
the current,tab}e look-up procedures completely or sﬁould be oseo’

only for periodic updates to these tables. )
- - - ¢

- - - . .
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+ is repeﬁted a number of times for each transactlon,

e *
LN . -

. .o ¥

. ) .--68~

e . based on pertent saturation (this is mathematlcally
L ’ equivalént to the procedures described in paragraph
o ) ‘ b above) ‘ .
7, . ) A’ . - ‘ . .7 )
« 4. Network Qpeuelng“Models - Future Modea Enhancements - .

el a. OverV1ew of hetwork Qgeuelng Theory - The approach P
T used in network queueing theory is to consider the
< = computer faczllty astcon51st1ng of a multiple server
5'~} queuelng system' vwhere "tokens" (programs, jobs,
. - transactlons etc. g pass fpom orie server %o the i
S e next, and then‘back to the first server. This cycle -

.

P




7 - % : With potentialiy more than ome ‘transaction cycling -
F- T = " between setrvers sjmultaneously. In_the theory'’'s
e e simplest implementation, there are

—

nly two servers,

o= 7 cpy aﬁS'I/O. Each transaction copsists of 'a number
e . ',7J6f iterations between the CPU derver and the 1/0-
= o server. For instance, a file update job might ) -
o ;‘ 3 consist of "300 1nput output opérations with each-
- \ operatien taklng 30 mzlllseconds and the inter-
i% 1 " val between operatlons (the .CPU seryvice time) ap---
‘if’ ) - prox1mate1y 300 milliseconds. Thisjjob would. take
' .. (300%0.030) + (300%*0.30) = 99 secon* to complete
» . -« :  on an empty system. CPU utilization would be ' !
o . " - (90/98*100) or approximately 90%. However, .vhat
if two-of these jobs.were run simultaneously?
P Ongeimultiprqgramming:is allowed, queues can, -
- develop at both the CPU and 1/0 servers. The
. oo situhtiog-éecomes even moré complicated when we
. : have differing types of tramsactioas (i. e.,‘w1th
’ dlfferent I1/0 and CPU serV1ce “times), or when
;‘ there are several types of I/O devzces avallable,
each with different characterlstlcs, Problems of
] ‘ N this type can be solved analytlcally a§1ng network
. queuelng theory. :

~ -

-
A ’ PR

/- b. Current Status of.Prgject Cyclic Queueing Research

' ’ The internal dodeilng subrgntlnes necessary to evdlu-

. ate both the MIT and the Dartmouth systems have
beer” eompleted and are operationgl. It is h0ped
p o , * that these routines can be used for several other .

S 'f51te$ with little mddlflcaflop. The parameters
: . necessary to «drive the MIT model have been obtained - |
E “  and validated. Predlctlons of CPU utilization are ~/
_  within 1%, predlctlons of 1nteract1ve response

~ oL time .within 3/4 second, and predlctlons of turn- //’

‘ around time are within S'minutescssf. ) e
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First, -the table-drivea turnaround modules currently

s

) - R N
A

.

Incorﬁoration into the Simulation Model - Incor- -
poratlon of the central server queueing algorithms
1nto .the Network Slmulatlon model will have three
effects on the current inodel‘ '

-

being used will be supplemented or replaced by

- PR, ’ - . s - b4
»site-specific subroutines which evaluate the queue-.

ing model equations for the individual site. Thus
there will be additional cede required to perform
the calculations, as well ag some increased Tun
time to execute the code. . .

4

Second, there are some additional data required from
each site. Data are.needed describing trﬁhsitf;n
probabilities as jobs move from the CPU server toe
a particular input-output server (i.e., disk, tape,
drum). Also the device service time~is needed for
each of the .devices on the system. An estimate of
.the number of jobs concurrently resident in main
memory 1is also necessary. All other information
needed by a cyclic qﬁeueiné nodel has already been

obtained. ~

. Third, additional code has”to be written to input

and to store all the additional information re-
quired and produced by the performance subsystem. _
Current estimates.are that this could be as much ’
as iS,OOO characters of 'storage for each site if
each site needs a separate performance module.
This can be reduced dramatically if sites. can use
the ‘same code. ' )
In.summary, the use of a cyclic queueing model could
significantly 1mprove the performance estlmatlon
capability of the model.. Unfortunately, the price
of -this improvement is an increase in run time dnd

o 75 ) —7"
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storaéé réquiremeﬁ%sak Tests have not yet been
made with the’ fuil simulation model. If the
increases prove to be minimali it isfé&pectéd
that the gteueing models will coméiétely replace
the current table-driven turnaround modulesadet
the other extreme, if therrun.tlme and storage .
penalties prove exhorbitant, the "queueing models
would Wt be integrated into the main system.
‘Rather, they would be used perlodzcally off-line -
to compute the parameters of the tabular functzdns.
A likely compromzse is that they would be 1nte- —_
grated into the model, . but only.used when the- :

 tabular functions required updating.. =

‘ ' . *

.
4

Site Represéntations . -

. . o

Since the model is intenééd to reflect the characteristics
(actual or trial) of different institutions, it must be capable
of/ representlng these with sz;e-speCIflc data. The sité'repre-
sentations are kept as 1nﬁ§%¥€iles so that chamges taZa. Site's
data need not involve changes to the model itself. This tech-
.nique also allows simulation rumns to be made ‘'with different
numbers and combinations of sites. The areas unique_ to-ea¢h
site dre summarized below “and are dlscussed in more deta11 else-

- wherev --- - — - - - —--5- 4'~"1~—f
1. User Categories - The demand at each site is viewed as
consisfing of frog.one to ten uéer categories, each with its
. own behavioral characteristics. These are specific to each site
though many sites have selected 'similat groupings. Typical
“examples include: administrative users, student instruction,
and research. These aretgroups for whickﬁéeparate bydgets are
p%ovided:and different usage policies.may exist. Aggregate .
demand ,is developed at the user category level and is then mapped
info _dts serxice type components(l e., the numbér of jobs or
connect hours of each service type). Thls demand is then allo-
cated to 51tes ﬁependlng upon the polzc1es currently in effect.




".. Each user category at a si? may have a different sensi-
tivity to priee, furnaround, support, and other factors, re-
flect1ng the varying importance which each user may . glve these
items. Each user category may also have- different seasonal1ty
factors which reflect changes in demand levels over the coyrse

of a year. (For exagp1e4<st3dent BSe’generally decreases durlng—fv
the summér.).. .} f .t -

"El Hardﬁare/Software Represeﬁzetioﬁ - Behﬁ site has associ- -
ated with it a E%ctor containing the capacities of its "cr jedl
resources.”" This vector represents the maximum usable capaczty
of each resource ovet a week. (Usable capacity 1s defined as
the aveTage available capac1ty, not %he theoretlcal aaxlaum)
Each service type offered at a sité has Cbmparavle vector of .
‘coefficients associated with it which contazns the anount of
critical resources -requited for each job or connect hour of
that service type. (One un{t of a sérvibe type is equivalent
“to one job for batch service types and one ?onnect hour for
1nteract1ve service types} , ‘ .

E-4

' ‘In'addition to indicating which service types are availabléii

and the support "it provides for each of them, the.site must also
specify a communilations limit for network transiission, the
number of scheduled hours it is avallable for use during a week,
and 1ts average avallablllty (1 e., % rellabllltzz\’ '
-~ 3. Policies - Each site's decisiofi making is modeled by -
choosing” different policies uhic‘;it is to follow. These fall
‘sinto three areas: ‘demand, sup?ly, and market. )

Fd

-~

- »

“a. Demand Pollczes - These determine the vworkload”
desired. at a site for a given per1od and where
this workload should be proce éd. The demand
policies are used to choose tﬁi

uﬁzg;ative'sitel :
sen51t1v1t1es of demand allocatxon to przce,
turnaround, support, momentum, and user budget
|reatrictions.




Suppl? Poiicies'-'These cover two a;eas,:supply
determlnatlon and supply allocatlon. Supply

€
lﬂcdetermlnatlonggec1des§§pe amount of hardware,
7o

software services- agzi}able budget dollars,
prices, and support lévels, Each of these has

"several policies,available which hay be selected

by af individual site. -Supply allocation policies:

"~ describe the allocation of ‘supply at a site.to

the’ various users demandlng*the avallable facili- ’
ties. For gxample, one sife may give imstructional
users first choice of avallable services. These
allocation policies become extremely 1mportant at

heavily loaded 51tes. - -

T - -

> 3 )
Market Policies - These policies determine .the .

‘action Yo be taken if'all the requested deémand

cagnot be satisfied. They indicatsé the method
by which cutbacks are accomplished.

_"Special Representations

-

3.

7
Discounts - Some of the most dlffkcult modeling
problems encountered lnvolve the special agreements
among sites:! For example, one site may have a
discoungt -arrangement with another 51te. This
allows the tirst 51te to buy computer power from
the second at wholesale prices, in return £or,volume
or other guarantees. Iin the ﬁodel discounts’are
allowed between any two sites by means of a dis-
count matrix whose elements are a multlpller for
the nqormal price aF a,51te..'

td
’

. .
77 -

Communlcatlons - As volume between two 51tgs in-

-

creases, ‘it may become cheaper to lease a communz-.

cations line between the sites rather than use a
network. The communlcatlons matrix contalns a

factor which is multiplied sy the volume between

-

—

-




.Any two-sites. :-It is relatively easy, therefore,

to add policies stipulating when.a site will use -
the network and when it may choose to lease 2
private line. .- e *

ca ”2
e ,/

F. Supply Determlnatlon and Estimation g

- -

‘

One of the primary concepts in the model is that of the
supply offcomputer services. Supply is more than just a source
of raw computing power, CPU cycles, and available disk drives.
Itgalso represents the services which are available to users =
of a system, and the support which these users may Teceive to ’
facilitate their use of these serv;pes. -The supply modules
determine the amount, type, cost,,and quality of ccmputing serv-

ices offered at each,s;te.

+
2

- . ¥ . : . .
The supply segmént~bf the model (module 3.2} is policy-
driven. After iqitia'.j-ec1f1ca§10nuof its hardware and soft-
ware efferings, bud i pices, and user‘support, each site may
seleét policies and p "taces which represent 1ts actual (or

t8st) decisions in these areas. L - . L

’ - ot

1. Budget - A fécpor which underlies all elements of supply-.
is the budget. Once the budget has been determined 4t the adminis-
trative IeQel spec1f1c decisions om. the .lower levels of hardware,
services, user support, and prices may *be made. Various budget
polgcies chn allow changes to budget items, réallocation of funds,
and yvarious other overall adjustments. Specific policies may )
then determime what is done with the budget funds. For example,
if 4 hardware increase is indicated, budget policy may reqﬁire

fhat sufficient funds be immediately available to cover the ex-~

pense of upgrading, or it may only specify that'.the pro;ected
increase in revenues be sufflc’ent to cover the 1ncrease in monthly
rental fess.. The,supply of services can also be controlled by -~
“the budhet. If a néw software.service is to be added, it may be
necessary to have funds available to cover the 1mp1ementatlon
costs._ User support i's based on budgeted funds,, and its allocatlon

»




7"§4§beﬁds on the policy chosen..
v,

”avallable at a 51te.
o sbftware items (vendor name, model number, release number) arq,
’ ,descrlbed in terms ‘of more basla-unlts of computing power {print
'speeds, B HOTY size, CPY capat1ty,‘1eveis of multi- programmlng) .

only-interested in the software services (setvice types) that.are

Vs Tt .

. , o ¢ ’ y R . 9
. Hardware - Rather than, represent each’ 5pec1f1c item
of hardware, it was dec;ded to concentrate on the resources -

‘That is, the actual hardware and system

that are relatively site- independent. Hence, addltlon of a model
1234/pr1nter of brand HAL might be aescrlbed in model terms as
.an incremental 1,200 lines per minute of effective _print capaczty.
3. Software Services Avallable - In a&dltlcn to computlng !
power, sites also offer a varlety of services -(Section IV.C. 3)

‘The computing capacity determlnes constraints on what and how
much a site can and cannot do.. However, the use; (demander) is ,
him.

available tf Network flow is represented 1n terms éf these

servicés and a site's attractlwpness is based pn'#hlch services
it offers and the conditions under which' they are ofEered This
suppiy;element can be increased or decreased depending upon a '

-

site's p011c1es relative to the addltlon or dropping of particular

’

e

'serv1ce

4.
is user

types.

-

=

/

e

/

support.

This is a less tangible, but important, factor

Support - Anoth%r'"supply" item which is offered by sites

.
L
O

which affects computer, ysage. It includes writien documentation, . -

user consulting groups, computer assisted instruction,,audio“

v1sua1 aids, apd other assistance which an installation may pro--
Although this is -not always a °
specific item on a- budget, it is a real expense. ‘

v1de to users-of its facilities.
Some sites
may chpose to put 11ttle mone€y into user support and instead to
concentrate on 1mprov1ng thelr software offerings. Others may ’ .Q’
decide to provzdefsupport money to serv1ces in proportion to _ﬂ' -%
the income which these serW1ces genérate Each—51te must maker

deelslons such as these relatlve to’ the \\\

1xvel and dlstrlbutlon of

- .
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i Ef‘; "supply" ‘of user support over the software Services which it

- =' it is a ma30r factor in determinlng the allocation of this supply.

L - - e - >
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SR T Prices'-'Although price is not a supplied item per se,- | .4

‘The supplier of serV1ces must SpeC1fy the .method for charging for .

these servaces.i Usually, prlces will be based on the raw resources .

utilized by .ea®h job, although.some sites may want to-set prices a;

.tbé_;ervice,type level. More difficult than the sSetting of prices

is the specification of policies for that setting. I.e., what level .-

., of cost recovery is desired, sheuld selected services be _reduced in
price in.order to encourage usage, shoufﬁ user serv1ces "be included

. /1n the 1list of raw resources upon whlch price is based?- ‘
G. Demand Estimation - ‘ ‘ A . . ‘ 1

. s

. A second fundamental concept in the model is that of demand.
-+ In order for a 51te s hardware and software to be utilized, there : }
must be a demand for these offerings. The demand module (3.3) . ’
"has.three ba51cnsegments. First is the overall policy interpre- ®
"tation which controls the remaining processes. The demand genera-

tion -module then estimates the actual totals of computer services
‘desired, and.the alfocation_module determines wkére the users go

to satisfy their needs. The demand‘generated by the model should
apprOX1mate that—of the sites, reflecting both the types of users
. and the types of jobs that they require. 1In order to represent{

these two areas, the: concepts of site- specific user.categdries .

o

and network standard service types have been employed in thes

model (Section 1v. C) Both demand generation and demand ali%cation
" is first hgndled on an aggregate user categary level then broken

_down by specific ‘service types. ’ R -

«-

1. Dempnd Estimition - Current demand is estihated for s
,each user category at.3 site.based om such factors as previous '
demand expected growth, .and current turnarpung% price, support,
and seasonality. The growth factor is specific for each user
category and reflects the estimated overall growth'profile. Each




*  time period, the expected growth is first added ito“the previous .
base level of demand. This base f1gure is then\godlfled based
on the user category's’ sen51t1v1ty to turnaround, price, and
Asupport, and the current levels of each of these factors. The
:jdemand is then scaled by a mu1t1p11cat1ve seasonal‘ﬁy factor
Whlch takes into account the monthly var1at10ns that might occur
in many user categor1es. Finally, the cost of satisfying this
demand is estimated, and aﬁy‘cuts necessitated by budget_limi‘_
tations are.made. ‘

’ - .
-

4 Once the demand of each user category has been established,
£his value is expanded into demands for 1nd1v1dua1 service types.
The service types demands are then aggregated over all user cate-
gories at a site so that total demand can be expressed d1rect1y
in terms of potential metwork flows. This potentlal total demand
must now be allccated to.available supplier 51tes (including in-

-

house) -8

.~ =

’
’

. ~
— -

2. Demand Allocation - Selection of-supplier sites for each

user category first reqﬁires a determination of eiigible sites.
. This ‘is based on local user category restr1ct10ns (p011C1e73
well as expressed willingness of suppller sites to serve that
institution. Then, for each serv1ce¥type, a ratlng is deVeloped
on a scale of zero to- one for each candidate supplier. The éo-
efficients used In these rating equatlons give varlous’degrees
of emphasis to factors such as price, turnaround, support, and
'past usage of that 51te. Note that this rat1ng must take place -

at, the- user category level in,order to reflect dlfferences in' -

.policy, copstralnts, and behavior patterns among the varzpus users.
' '1’ . R C g e
.o Two additional factors allow for,;n -house preferences and
nstickin®ss" or sw1tchab111ty The model parameter DEBUMP, for
in-house preferencgi§ is a scaling factor on the site's 1nternal
/’ratlng to make it-appedr more (or léss) attract1ve than ‘the other,
sites on the network. The momentum factor affects SW1tcha5111ty

It is set to the fulanalue for 51tes _whieh satlsfled demand for’

v
.
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. - this ‘service typelast perlod, and is set to zero for all others.” .
- ) - [E4 .

' . ‘ ~

};Q;Q‘; . H;Currently, the Tating equation is a linear sum pf 311 factors

54" listed above, each mu1t1p11ed by the appropriate coeffiC1ent. =
B . uMbre sophlstlcated algorithms “could’ ea511y be accommodated,. Alf' e
;;73 1(cand1date sites are ranked based on thls rating, and demand: ig E

77‘<j allocated to the “top "n" sites in the ratlngs Cn is the demand, ://j“\iﬁ
E A allocatzon variable in ihe overall pollcy vector and 1nchates po y
gg\: the number of different external 51tes over which demand for a . -
, giVen service type can ‘be allocated). . : o .

. - . .
- . - g . .
= - .'N- PO . . * . . bR

.. 2 : P 27
The n' sites’ ‘with the hlghest ratings are allocated the

gpmaﬁ% for that service type 1n dlrect_proportlon to thelr-,,“ <é
relatIVe ri?ﬁngs. (Only 51tes which have* a hlgher rdting than “
T the demanding site are included. Thus, if the‘ﬁemandlng 51te _ '
=" fag the hlghest ratlng it_will be allocated all of its own. - -
' demand f§r thdt service type ) Some demand will always be allo- .
‘-~~cated 1n§nouse if the service type is offered there. . - - ..
P2 a2 - . . "
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B
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ﬁf . H. Mar%et .\\\\\’ . : o R e
Although a supply of computer serV1ces may be advailable and *

’ ‘a demand £or these services may be generated and a110cated aggre
NI guarantee thatell_of the demand can be.'sagisfied by the.
' : ASelected supp11er sites. The market module det®rmines _how much
of the demand can be satlsfled and how to cut back if required. R
At a ‘given slte, the ruleé by whlch demand 1s satisfied or not )
*satisfied are actually comb1nat10ns*%§ﬁpolrc1es and system’ ' -~ 2
] .Sche u11ng strategles. In the 51mu1at10n modelt this compllcated - .
‘E_: ' prot dure is reduced to. a set of pollcies which may be applied Z . . _

: wht cﬁtbacks are necessary *The pollcies are expla;ned 1n detail "' o .

. . &.” Fimancial Con51derat10ns o ' » . . S
- N <, s - * R .
- ;-, P »* ’, ; i ( 5 7 .. . & L,
e 1° Budget and Cash Flow - Barly in the model desagn, ite. '
s became clear that a comprehen51ve representatlon of each. site's
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budgeg'WOuld have to 2P€ ma1ntained ’ It would- bé dlfflcult if ) ",{
not 1mp0551b1e to model dec151ons wh1ch affect financialgflows :
wlﬁhout knowledge f the amount of money avazlable. This is ,
further complacated by. the\mult1ple representat1on leVels in ' .
the model.,,Budget 1nfozmatlpn is thus carried at three leVels :

’111 the*modelgf/ * 4&‘ . o . - L=

‘s
Farst, user categories have budgeted amounts for expendi- * |
tures on computer services. Secp . the computer centér has ‘. ;

budget items determining its hardwa;e, communlcatlons, and

' 1personnel expen/eS‘ Fanally,,%here are budget estimates of .

" gach of these areas .may be overalrjrestrlctlons [pOllCleS] 1m-

income from %ocal users as vell asfnetwork users. Affecting -

> s

posed by the central aam1n1stzat10n‘SP such itelms ‘as minmum
permlss1b1e :et,balance of ‘trade ibélow whszh "out51de" purchas-~

- =

ers must be restricted), cdsh - flow% oT "profit.”
- . v i * -~y L. e -

-& R : - — - . To.

N ‘ . R . s, . . .
Jn,order to collect the budget'data, every site participating

_an>the 51mulat1on study submitted annual budgets descr1b1ng - -

~

]

~

the major inm ome and expense items as def1ned and requested in )
Quest1onna1re ‘11 (Appendlx VIII). These are‘used to produce )
the site budget report (Figure IV=Z). Currently, budgets are - .
based on a yearly t1me interval starting with thé{flrst veek of ’

the simulation. Pol1c1es used with the experiments performed R
tom line bud‘ets (1 e., total 1ncome _
»and ‘total expenses), do n change w1th1n this yearly period. How-':,
ever, reallocations of available dollar amounts among ex1sﬂ!ng

budget lines are permlttear Planned future policies will pewnit
revisions. of fqrecasted income and expense 1tems based- on results
.and trends to Qe te. «, In order to track income and expendltures,
*the»model can prov1g§ each site with a cumulat1ne status report .
each week (Figure Iv- 3) v ' , o

thus far assume that net b

. ’ ~s . . ‘ . . n h

The cash fiows cah easily be pro;ected to .cover-a yearly o
per1od .so that discrepancies between budgeted ahd\actual expeﬁ? ':f
‘turel can be exam1ned Th'e spe01f1c.manner of comparzson (i. €.,

thlS week vs. 1/5% annual,,f(total to date, weeks rema;n1ng?, etc )

LY T a ~ ‘ M : .
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.is a site-dependent function'of*policyﬂ— . : - -

- . - ]

- Budgets may affett levels of both demand and supply at a .

" site. In cases whexe a site is following a policy of. free
'spending, for example, budget limit§ may have little effect.
S At the other extreile there are many policies which fg;ce strict’ o
P compliance with all budget constraints ang user categories nght . - ’J
. ' be restricted in their‘demands due to monetary. limits with respect' 1
= ‘j"to expenditures. In cases of hlgh 51te ytilizatiqn5, sites may _ }
! _upgrade thelr hardware/software configuration if Suff1c1qpt funds o
-’t . are available, but mfight loo%’;o other alternatives Timpose Te- T J
) strictions on network inflows of demand etc. ) if funds are lacking. f'q

2. Pricing and Colt Recovery - Pricing is a critical topic

1

' 1n the study as many of the experiments proposed involve varying *

ff" ,pricing practices, Eolicieg, and regulations. The part1c1pat1ng i

. 1ast1%utions have a wide variety of pricing algorithms and cost 1
: . recovery mechanisps, and it was difficult to ﬂevelop an accurate . - 1
‘ representation of each. The approach. followed is paramé%ric in_ 7 - i
o nature and permits a variety of algorithms and policies to be

-

represented’using the basic structure described bélow. - . -

-

\lhll '

5
.8

Internally, the modeY carries a $1ng1e unit price associ-

/s

Y ated with each service type. This may ‘be ﬂerived from Tresource
. ’Bsage or set expllcitly The sites p ov1ded 1n‘Quest10nnaire .
IR ' II, a list of “critisal" Tesources. qr each servzce typez the .
,;/;’ resource cghsumption of onge job or terminal session is fixed -
th,oughout the 51mulation. Therefore, knowing’ thé charge Iper
* . unit) of each resource 3119¥f tLe computation of the price per ©
_.°Job as th& linear sum of the eomponents ‘ Cogsequently, site
: ‘pricing policies may fogcus on the individugl resources (lettlng
- the model determine service type ‘prices), or they an function

* directly at the serV1ce type level. . K ~/ -

’ ' - M . A
LI ~ >
4 - - - /

' . - . ..-,’. Va

. As a result of data cogpre551on and manipubatipn, the. prices T
computed for various servnce types tended to be slig 1y differént

- . . 1] - - ! ‘e . S -
- . : - = a . ‘ - = ] b -,
- ] -
- 1
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iéf from the actual pxlces regorted in Questlonnalre I1. Additional _ -
dzscrepanc1es can be attributed to the use of only elght criti-
- ‘;‘ cal Tesources in the calculatlon of job requirements and costs. + -
- (Sbme SJtes had‘over 50 components in ?E/;r ‘actual blllzng‘i‘ } =
'if 7 rithms). While exclud1ng non-critical resources ade little
< R oéfggaifference in the performance modellng, pr1ces for some ‘ -
t servzces Varle&'conszderably from the stated price. The approach .,7:
taken was to create a pseudo- resource Jlabeled "all other," the -
L prlce of which was set equal to the difference between the actual
. and mpgfifprlces. This ailoued the tunlng of prlces until they .
“@gtche. he reéputed levels . ST "

* ” . -—

"

-—
-

- e Another factor which had to be considered was pr1041ty

: prlclng which is used at many sites. 1In this situation, a job ..

|- with identicl resource requirements could have several.different
- prices dépénding upon the priority which it had been given. In

oy """ order to ad;ust the prices for dlfferent 1evels of prierity, a.

second pseudo resource, which 1nd1cate& the’ prlorlty Yevel, and R

—-acted as a muitlpllcat;we ad;ustment factor, was added to éhe T k

?

computation. - - 2

1

s

W

T J.» Communications

»

.

» - . *

. " An essential ingredient for compnter network-resource sharlng .
- is the existence of data commun1cat10ns facilities which can
rel:ably ‘transport data .between network sites. The domestic

o SW1tcﬁed telephone network, though de51gned for voice communica-
A tlons,,can also be used for.data communications. However, when ~
used for data, the voice network possesses Jimitations including
rellablllty, noise, and capacity. The voice facilities are often
used very inefficiently when carrylngﬂdata and consequently-its /
- . costs are high.. o Lo Fo L .; AN
In the late 1960 S, pro;ect Sf the Advahced Research Agency
of the Department of Defense was undertaken to explore and ifiple-

-  ment a new communlcatgons technology de51gned Speclfzcally for T
data rather than voice. This pro;ect known as ARPAnet,. used a _:
..’ ’ - ° - * M .
. ) /—’ : . 8',’5, . ) ‘ s S:" —— _
== . _ K . (S ] ) > 4 RS
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. technique called packet switching to demonstrate the technical’

anﬂ econom1c,fe351b111ty of re11ab1e, error-free, high capacity

" data communzcatlons service. Therg are currentlyigaay computer . -
systems at universities,. reseqrqh organizatiops, .and governmentq;

. agencies conneuted to the ARPAnet., Technically, the ARPﬁnet is

_quite similar to the inter- institutional resource sharlng network

r .
being modeled 1n this project. ) ) - *

3
~ L

to the commercial sector hy Telenet Communlcatlons Corpor

a private flrm, A zunctzonally similar seryice is offered on
oo TYMNET by TYMSHARE nc. These communications offeﬁ;ﬁge, called

Value Added Networks (¥Ah), have the fOlthlng characteristics: K e

1y widely distributeéd geographlcally

2) high llab111tv due to redundant commun;catlons "paths

./Tf' "§) code ‘conversion and terminal handllng procedures for _ ‘5
a. w1de variety of low speed interactive terminals’ \/
.. l_._3) error weftection and récovery procedures.——— . - ... oo
N ' 5? 'a pricing structure base& on usage and not a fu&%tlon ' ‘
jo; distance ' )
, z s . ,
Since these VAN services are new available in the competitive .
marketplace, the prices cha;ged can be considered as costs. in .
the modei. . o ot -»
2 -The communications cost structure and pafameters in the model
are based on the Telenet tariff. The spec1f1c Cost structure in _'{’ -
the ﬂodel consists of the f0110h1ng components: ; o L B
e T - : / ' ‘. o
- - Je, - . "
*1), one-time_setup or conversion cost - . . SO
2) .flxed montkly cost ) . R ‘-
CTT . 3) variable cost directly related to,voluﬁe of data. . '}
? SR e . . . o

- A B . > - .
. . P

- LR

The one-time cost represents any'mod1f1c3t1ons to the host .
oepratlng system or commynications front requzred to, znterface ' .
to the communications network. For Egerhosts at | part1c1pat1ng .

. , - 4 -
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: institutions this cost.éstimate ranges, from-zero to .$25,000: .
7 The zero tost applles to hdrdware for wﬁ”th the comhtnications ™~
'i' vendor makes the necesséry software avallable.free. In generaT, _ '
) it is easier to interface a communications froMt-end processor, .

~ _- . for example, thap a host;maiﬁframe.’:These differences are. re-.

2 . flected in the cost estimates. It is possible in all cases to

:ﬂ av01d thlS one- t1me cost entirely if the host system will only ' .

-be u51ng the network for a restricted set of service types

Eor example, the one~time cost can be avolded (but the monthly
fixed cost is increased slightly) if that site restrlcts its : .
supply and consumptlon of network services to 1nc1ude only
interactive service types._ Suppgrt for remote batch serv1ce types - .-

. requires; that the one-time cost b %ncurredi ,

F - .. -
The fixed monthly cost component represents the costs in- ° 3
' cnfred for leased channel from the supply or consumption location

—

to the ,pearest network entry p01nt. There is also a monthly charge | ..
o at ‘the entry point for the network port dedicated to the‘gfte.~

S nanenind SR

P .

Thls fixed cost component varles,depezdlng on dlstance between

site and ‘entry point and the cdpacity of the channel. For,a
- ‘ site located within a féw miles of the nearest entry point, using
".“‘ a channel with a 2400 bit per second capac1ty, the monthly fixed
.cost would Bae=approximately $750. The capacity could be quadrupled.
for an additional $400/ponth. ’dﬁe most costiy network 1nterface .
~ of all. -sites in the project 'nould be $16QO and $2000 per month b\
. for a channel\ﬁfpaczty of 2400 and’ 9600 blts‘per second respec-'
. t1ve1y . ¢

— . . - . -
. . . .

Y

—_t - y ) . -

_ ,The variable cost component reptesents ‘the cost hﬁlCH 15 -

T ‘entlrely dependent on the number of characters (or packets) .
vwhich d4re carried by the network. The, cost parameteﬂs currently

= . "used for experlments is 60¢ per thousand lines or cards' with , ~ '

batch servite types, and $3 per connect hour for typical low

Lyl

speed 1nteract1ve service types. The conmerc1a1 communlcatlons
X _network has V1rtua11y unllmlteé’tapac1ty. However, the channel ¢
between thé site.and the ne.hork entry polnt has a clearly deflnea“b '
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~capacity. _Each service t&pe in the model ha's a defined re- )
quirement {ppr;;ob oTr per connect hour) for this access channel

Vg . , ’

Cel Tesgurce. . . . o

»
3 . - .

Whlle the cost component parameters described ab ve’are in :
terms of Telenet technology and_tariffs, the cost structure in °
v the model can accommodate many other current communications
" services. For example, the telephone companies and spec1alzzed

carrjers like- DATRAN offer communication serv1ces whlch may, ..
under some'circumstances, bd mdre attractzve for Some high Voluﬁe
sharlng relatlonshlps. Represent;ng the tariffs and capac1t1es

of these is easzly accommodated by the present ‘model’ structure.
. ’ ¢

-

' . s
wr

Present values of cotmunicatigns capacaty were. assigned .
based- on estimates of potentia% work flow by the project staff.
. These vaiues will be refined as experience is galned with thé

model. Note also, that communzcatlons capac1ty is one of the, .
resources- that canlbe .changed automatzcally as the need arzses
. if a polzcy def#nznggpernltted changes is prov1ded. Lo R
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[,f,g.? T . V. DATA COLLECTIGN AND ANALYSIS Y
R f" A .. N ¥ s, | -
- - : > - - < ; T
- A. Overview - . oL S S
. o . - N o

- During Phase I the pr1nc1pa1 method for collect1qg data ) <

;T: from participating institdtions was the use of wrltten ques-~ - -4; ‘
' tzonnalres. Since the tasks of data cqllectlyn -afd ‘model develog- 7 ,;
e ment were conducted in parallpl it was first nécessary to . e
develog a relatively unstructured questionnaire (Sect1qp V.B) vhlch )
would permit respondents at part1c1pat1ng 1nst1tut10n9 to. report """
“on general site characterlstlcs suck as available hardware and
o software the nature of the user population and 1ts,demands for
. - serv1ces, and thé financial and organlzatlonal character1st1c$ of

}" each site.. At thisearly stag

7 v . ) )
s - As model developmefit proceeded, detailed structures -for.ré- ' - 2
T presenting sites inter-site traffic were developed to reflect . h 4
:7,, the ‘response patterns in the first questzonna1re and the needs of -

the simulation model. Since the initial responses from the sites
P did not, in general, match this model structure or satisfy all of the
N .
data needs, 2 second questlonnalre (Section V.C), was degeloped to —

Al

—

..obtain quantitative data in a form compatible w1th modeIuneeds. The
major area where such compat1b111ty is- essentlal is the def1n1t10n ’
B - of serV1ce,types (Section 1V-C.3) which can flow in the ne ork.:
Most of Questionnaire Fi was- devoted to the estlmatlon of dem d and )

. capac1ty in terms of the uniform serV1ceftypes? .. > |

, s ) _— L ¢ R

2 " - The responses to these two ques/;onna1res provide the basis . o]
, - fof the modeling ‘of supply and demand at each site and also set the )

° . -

) . 1n1t1a1 conditions for the. beginning of most aetwork 51mu1at10n runs

E1 e.; what tﬁe site. looks tike w1thout network1ng) - 3,; T

- . - ST T .
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DRI . Since seivices’ rather than raw machine cycles, ¥ill flow v " ~
L in the* network each service type must have an aSSOC1ated unlt of ’
- ‘measure - - i. €., a standard job. One p0551b1e apptoach would -have c

been to develop a benchmark program for each of the over forty '.'-'7L?
- dlfferent servlce types. However, the ru _and tabulation of ’
fi',' these benchmarks at eazh network site wo&iZTnfearly haverfegulred ~
an 1nord1nate expendlture of time and resources. Furthe , the, - ;kéf
probLem of describipg individual site\workioads in terms of the® . .-
. standard 3obs would have been virtuall imp0fsib1e. The appfoaéh T
" taken (Sectzon /- D) took advantageiof coordlnated activity w1th '
the Planning Couﬂkll i which a ser1es<of FORTB&R.programs were :
executed at a number ‘of sites, including many of thg-part1c1pat1ng .
) 1nst1tut10ns. (Asubset of this SGIICS "of tests was run at those N 4
- partaclpatlng instltutlons that are not ﬁembers of the Plannlng - -
é ' Council.} These benchma.rk results are being.used *y the p,ro;ect S
tear to reconc11e deferences between the job tyges reported by i
the’ sltes and the service types used by the models. They also
prov1de a- formal set of comparlsons between sitey relaglve to pr1c1ng
and resource requ1rements of 1dent1ca1 jobs. Of perhaps greatest ' .
1nterest they give a quantltatlve 1nd1cat10n pfathe wide variation L
;/‘ 'in prices and service between 1nst1tut10ns. Even though it 1@ clear y
~ that much of this variation would be diminished in a.network envirom- g
ment, the potential benefits and resource sharlng that this studz un-. . ]

-

V covered are very great. ’ . . EE

_ % iz S s S l - .
© ?B. ,Questio'rinaire £1 » S - T
: S S : >
' The f1r$t Phase I questlonnarre Was dlstrlbuted to represent- N _ E
_ atlves of the part1C1pat1ng 1nst1tut10ns at a series of three one-day S
. regional project or1entat19n nwetlngs held ih Ocgober, 1375 About .
WV . one:third of each meetlng was devoted to dlscu551on of the phllosophy
-, behind-each majq_dsectlon, as well as the spe61f1c 1nformatzon .,
requested. It was' consldered essential that 51te partlcfpants under- .

stand hov their responses were to be used Ln the 51mu1at1qn model so. !

oo _

-

~—
ot T
- L

' that. the widely varying hardware, software, and organizationdl S
. "7 structires copld be adequately represented.- After the regional " ST
P meetings many telephdne c?nversatlons and letters were. used to -, :?
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“clarify how questionnaire responses should reflect unfque site
. characteristics. A particularly troublesome aspect of the
questionnaire was the definition of categorles to represent

?}‘i. computing serv1ces supplled and consumed at the . warjous sites, It -
. 1
was 1n1tlally 'felt that no 51ng1e set of cdtegorles-would be meanlng-

. ful _to all s#es and st111 satlsfy the model— requlrements Therefore,

f' the resultlng questlonnalre presented an illustrative categoriza- ) ..
h tlon to indicate the level of detail de51red but respondents . .o

" were expected to c€reate categorles that were apgroprlate at their .
respectlveP51;es. These 51te spec1f1c categories formed the .basis

for deriving the network standard categorles used in Questlonnalre II
& - - \

.
PR - ~- v
} -

‘< Am outline of 'Ques’ti_onnaire I appears as Figure V-1, and the >

:fulq‘qGEStiohnaire is included ad Appendix VI in Volume II of this
'~ . report. The eight'sections of the questronnaire are discussed below:

o> - 7
- .
o -
TRl — -

1. Nature and Supply of Computlng Services - This section T -

_was 1ntended to obtaind a descrlptlon of the hardware aﬂd software

resourcesﬁavallable at each site, and any constraints and tonditions

_T" relative to ing and charglng for these sérvices. It requested .
.? 4 degeriﬁtigzsof those facilities which might be of interest and

LT

“  avajlable to outside metwork users. " Questtons were also included . >
- about current pragtices.and policies relative to adjustments in - RS

, capacity and offerings.
. - /

. ¢ - N F] " . ’
3 .
» . -
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o oL 2. Demand for Computing Services - This section inﬁé?tigated.

-

.+ the demand for computidé serrices both at present.and in a-poteﬁtdal
§-~f networklng env%ronment. In partlcular, it requested the categorlz-
*ation of users in a way that would be meaningful for budget and -
pol;yy ‘making decisions. The ﬁnstlfutlon was then_asked to provide
a general profile of the workload for each user category and also
- 1nformat10n about udsage by JOb type. Flnally, an-attempt yas ‘made
.. to_obtain an 1n1t1a1 descrlptlon of pollcies on,ou£51 wsage that
- m;ght affect the way the 1nst1tut10n ‘would deal w1th a tional

‘network, : - : . . . -

2
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. _ =~ 7 Figure V-1
LT ST - Questionnaire~¥ Otitline 1 .

Sl - S ‘
‘f » "’t o h <
%, T.. NATURE AND sStpPLY OF _COMPUTING SERVI.CES , .

S A %Hardware and Systems Software ‘ j

Software, Products/Resources -7 -
1.  Service Offerings e S
. 2. Constralnts on Servige Offerlngs T

C. Prices and Charging Structure’ 5 . ~
: D. Candidates for use by Network Users
' E. Supply Practices and Adjustments : o
- ¥ Major Modificatioms in Capacity or Offéerings .o

. 2. Present Utilization and Surplus Capac1ty
) 3. Minor Capacity Modifications
4. External Users . . T "o
- 5. Capacity Reductions” ’ ’
_ 6. Internal Dedicated Systems ‘
&
Lo H .
II. DEMAND ROR COMPUTING SERVICES
L - , . .
B A. User Categories ' ’ )
‘ B. -User Characterlzatlon ) - b )
I _C. Present and Projected Demand by User Catego -
“ D. 'Present and Projected Demand.by Service Type ’
* E. -Present Demand by Internal Users for External Resoyrces
“. F. ;Potenxlal (latent) Demand.from Internal Users .
G. Policy omi Out51de Usage : - p,
CIII. USER SERVICES . % ., "'
A, Internal Users k Internal Eac111t1es
B. External Users - Internal Facilities = § _
* €. Intermnal Users - .External Facilities | .
‘ ;% - “ - - , -
. B . B I . l. L
IV. - ORGANIZATION OF COMPUTING ACTINVITIES € K
. ﬁx INSTITUTION CHARACTERISTICS - . n - . .
. . : . — . _ . R
<= yf. BUDGET .. , o T e
B TE— - . . - ) 7"— &
ViI:f RESOURCB‘SHARING'ARRANGEMéNTS'AND POLICIES ' ’
!_\ ) -7 ‘ ‘. - S . : ’ \‘, rd
VIII. OTHER ' i o
- 7‘ —- N 95 3 .
_ . : -90- -
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.o 3. ’\USer Services - This incTuded those products ‘and/or e

.,serv1ces that enable a user to learn of the exlstence, char- N
, acterlstzcs, suitability, and usage procedutes for’ computlng
. servlces as well as obta1n1ng help as needéd Several general -
) questlons were 1nc1uded to gather information about this area. e

. 2

‘ ' .
~ » & .4

4, Organlzatzegggf Computlng Activities -, This sectlon WS
“designed to prav1de a'feel for the dec151on sjfucture and . ..

—-—-ﬁﬁ
-, respon51b litie: atreach institution.

-

. E 3
_ r
- »

B 5. Instituti&b-Characterfg cs - Information was requested .

. the service.

. abo t the overall ‘nature of the ingtifution - 1tsrd1sc1p11nes, T
'numbers of faculty and -students’, resedrch orlentatlon, etc: Im: .
most cases these data were provided from exlstlng documentation.

- -
- - . - -
. R I
-
-

6. Budget-- Each 1nst1tutLon was requested tq prOV1de a 4 -
‘\\\summarx of its overall budget and that part of the budget 31located
to computlng ‘activities. Questions were i1so asked about cost .
\recovery policies -so as to Q{OVlde a guide to the’ relatlonshlp ' - Ip

/’between prlces charged to users and actual costs. for prov1dzng L.
4 .

. ,
’ . i - P
.
. .

-~

7.  Resource Sharing Arrangements and Policies - Each 1nst1tut10n

was asked' about its present partic¢ipation, if any, in existing- .’

coprsortia, cooperative arrangements, or networking. : .

8. . Qther - This open- ended sectloneasked for information
* on constrdints or commitments whlch might’ haye an impact on an
A instxtueién's computing actzvitles but were not previously described.
, Thls included such thlngs as state 1aws or purcha51ng regulatlons,
: budget limitations, and auxlllary enterprrses such as hospltals.

) .
£ Ty

\\ . " ) -
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- C. Questionnaire II ~\ , e S
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. tute and the EDHCOM staff resulted in the second queStionnairq;‘

It was developed after c0mpletion of the model de51gn and unlikg
\"\\the generab'nature of Questionnaire Iy it sought"to satisfy

specific requirements of the model and the background studies. :
Consequently, TeC1plentS were provided with very specific response
fdrmats (Tables .to be completed) to facilitate both their * .
response ‘to the questions and the processing of data after the
questionnaires‘were returned. .Although some ‘of the material was
covered in the first questionnaire, the responses to that ’
document generally lacked the "detail that was,n/ided to meet th/
requirements of the model. Also, in responding to the first
questionnaire, not all sites presented data infconSistent formats.

- B } - » .
B L]

Questionnaire II was divided intc¢* eight sections, each
containing a- table or tables for entry of speCific quantitative
data. The fu11 questithaire is included as -Appendix 911 in Volume ,
lI.' The eight sectiens of the questionnaire ‘were:

r

« F e

| 2 ,
1 £ Resource Types and Capabilities .

. Scheduling Periods and Durations

: Performance Characteristics

Weekly Resource Usage by Serv1ce Type
Job Distribution by Service Type and’ by Priority

. Job Distribution by Usen\Category

1
2
3
-4, Response Time for Interactive Uss
5
6
7
8

g Budge ' ~ S

'y
13

- :l. - ReSgurce Types aqd Capabilities " Each institution was® . -
asked ‘to idenéify significant billable ‘and/or potentially-limiting

resources and to estimate the usable (not ‘rated) tapacity pef‘hour »
of each of these. Particular care was taken ih defining the‘meaning
of capacity, For example,,the ‘average- hourly billable €PU capaCity
1s typically much 1€ss than the, max1mym number of CPU cycles
delivered in an hour. Up to ‘eight resouttes, such as memory, cbPU
utilizationj and output volum , could be selected by_each~51te.

"+ After the responses were reViewed it was decided to deSignate the




six most commonly‘selected resources, as ''standard." These are:
' 'Memory Capac1ty, Cards Read Lines, Printed, Connect Hours,- CPU
Seconds, and I/0 Capacity. To this list was added-a seventh:
standard resource, Cdﬁmunica{ions qudcity; .Althouéb not yet
a' factor at most sites,‘this area is expected to be oritieal in
a network environment. - ) o

-~
. .
. “ -

2. ‘Scheduling Periods andWDuratlons - Siie«sche&uleé were ,
needed to deflne aet1V1ty and resource availability during the kh,\ '
) week. The 1nst1tut10ns were asked to list the maximum fractlon ’

oﬁ each’, resource available for interactive use {( For"examglq
jpart of maln memory might be available to interactive user
addition, they were dsked to prov1de their usual dal¥y

.for batoh and 1nteract1ve work (1f dlfﬁerent)

A - - -

N -
-~

~ 3, Performanoe Characteristics -

all act1v1ty mlght not occur at the same site

vy -

‘are local, while processing may be scgttefe- . is gZHerefore

:
necessarysto provide separate éstimates o} inp 4 5»5, processing
times, transmission times, and output df€layg i i'ng qgeuelng
and other related deiays)ﬂ Total tu 4 as /Feen. by the user
is the-sum of all &elays; Each si S fasked/to describe critic
fnput resources .and up to three. griticC4] pTg ‘essing resout ..

l asy f."h‘e prmter. % *vario
percenté of the effective prgttigs cap 1ty of each resource, th

- I 4 : -
limiting output re$ource was speci

sites provided the associaed ¢€)ay tife: Those delay tines were
requeéted by type of job /, D ,'flty//hnd time of submission (pea
or_non-peak). ‘Nan-supplier ’Aerel sked to provide these data fo

input and output and fo i cat=tthe average processing time at

their major source gf Suph: .'7//
I / : .

ﬁ’; . - 4, Responbe e - 7 e ) taQed assumptlon for this quest;bn

. Wwas that interA v Tespopee time is pr1mar11y a function of }
‘the average fumbgr/Af’ ;- nirals in use. Each site was terefore

able descrlblng this relationship. Z{ ///

>
-

90




/f' A.° Resource Type Cm«(;I"ﬁ"t o,:fr,,f
/; ' ) . . Y - i -
1 / X B. Units 2o Seca [Carvds g?;i
;;i:///.‘ \Qi‘ Total Weekly .
By Capacity : i ,
D. Breakdown by Service - S R f’ -
Type: *
Restricted Resource
- : Allocation . [
= 1. WATFOR, WATFIV_ : - Y - A
. 2.  WATBOL -, . . i
; 3. PLC | - .
g 4. SPITBOL — \ ‘ /
‘ 5. Fast Assemb. (ASSIST) . y
7 : Batch.General : 1 -
’ 6. Student FORTRAN . 2 .
L 7. Student COBOL ' /_
8. Student PL] : A
¢ 9. Student OTHER . .
S 10.  Prog, Dev. FORTRAN /1 -
< -11. Prog. Dev. COBOL ] 4. //

weekly Resource Utlllzatlon by~SerV1ce Type - After the
workload (numbér of jobs of each service type‘offered) is
g tlmated by the model, the resource requirement&Nfor each serv1ce

rype are used to.calculate total system loadlng» In order to
: proylde empirical data Jfor these computations, t he sistes were

requested to provide the total actual usage for each cr1t1ca1

z

resource 1lsted earlier and to break this total usage down by ,

serviceg type. This provided a broflle,of reseurce usage for the
"averagg! job in each service ;ype If a site chooses a pr1c1ng
policy tased on rethrce usage, the model will be able to cal-
culate the price per JOb from the T job resource requlrements
and the unit price for each cr1t1c3§ resource As mentioned,. 1n

Section IV.H, an aajustment factor for resources which have not

been included (¥ 11 other") must be added to arrive -at the-final - .

job cost. AnAbbreviated sample’of this iable is provided below:

' [%3

R B ) * — : *
B R ) a,-."
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. 6. . Job Distribution 5& Senvice.f§be : In order to estimate -

.- the cost of an average job of each seryice type sith prioritiesf

taken into -account, the sates/were requested to prov1de the

“total number of jobs or c
* type. These totals wer

» ‘priorit&, the fractio

ect hours per heek of each. serv1ce
.then broken 1nto the fraction at each
at each pr1orrty submitted durlng peak time, |

/ *
and the cost of an verage 30b at ehch p?lorlty.} A.sample  of th{?
table follows. ok ‘. : : ’ ) .
~ * / M ) ‘
. . . . (1 . .
t ] / V' bsbs {‘rioritv 1 Priority 2 lpriorit S‘I’riori:y_,,ﬁ . .
5 s Per o |- < I v .
/ : . e rl Py 5112 P2 | Sadfs| Pa|-$3lfa) Pa| Sq| .. -
Serfice Type }

. r ,‘ L o hl B . . - —:“ .' v . 3 . -
S - ) . ‘ ¢ :“‘ ) |

¥ _6. Student FORTRAN | . i Jd 1 - *
7. udcm. Loiil L == - - N B A - -
1 8. Q"Ud( ;3,1 S 4 . . i
R ‘i.,JLur: RN - 1 . e |
10 Piog. d.v. I0RTRAN  ° 1 1 . - |
. ! . d . i

» ’ . - Z % ’ 2 -
* L T . . - . i oo T .

o ’ - ! e : ° - -3 “ *
fi'= fractlon of JObS with pr10n1tyry :

i Fract1on of priority 1'30bs submztted during/peak ;1me P
5, = cost of average priority i’ 30bs Y : : .

[y * - - \/ 1

, Y , : ,
- 7‘“ Job Dlstrxbutlon by User Categq;x, S1nce many pollgles
and budget tonstralnts ate based on a site's perceptlon of its user ’
categories, it.was necessary to»obtaln the.distribution of dé%and '
for the vagpous service types over the 1nst1tut10n specific user "' )
categorles. For example, externally funded research projects ma? be :
] allowed access to the network but seydent 1nstru¢t10nal usage may N
"not. After. rev1e#ing the first’ qbestlonna1re, the‘pro;ect staff ~
developed a tentative set of uger categories. for- each 1n§t1tut10n. =
These Were used jn the second questlonnalre and were generally _)
., Sites.  The'weekly job (or connect hour) count o

was then distribute®d over the user categories. -




te

external income,

. . . L ]

- - -

(hote that the Job counts by ~ serv1ce type should match .those of @

theﬂp:ev1ous table).. An example of this table is provided be}ow:_'

o ' o Lt
e, Current| User *. User .| User 5
PR _ Demand | Cat.1 | Cat.2| -~~~ Cat.10 | '
[ : L . .
. M ] _ . <
6. Student FORTRAN] VI X
. X ) ;
*| 7. Student COBOL . R g - v
8. Student PL/A | - ; : -] :
- Al AL e, PR L . .

~
. Budget Budge; figures previde the data for ‘many of the
pollcv dec151ons and financial repores. The user category

budgets, for example, 1nd1cabe potentlal 11m1ts on spending.

L
»
f . . -

Annual éuaget amounts yére requested inecluding internal and

user

operations and programming staff, and admin- =
Estimates of budgets or expen53§ures fdf

each user category for that site were also obtained. : )

- »

expenses such as hardware and software,
support, supplies,
istrative expenses,

.

»
- -~ %

The data collected by both qdeétionnaires weré reviewed fdr :
completeness and ﬁon51stency befose being put into machine readable
form for use by the model. -+ The results of this review is descrlbed .
Lﬁ Secticn V-E.

- Lo

. 96-"
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p. Benchmarks . . -~ . ' .
e \Imp11c1t in the coneept of networklng is the need for 2 quall- .

-

- tative basis for 1nvest1gat1ng cost and performance 41fferent1als, -~
_across a varigty qf computlng facilities. These twpo areas are .
1mpertant since they are among the major. factors 1nflaenc1ng the
5uccess ‘of inter-institutional networklng The staff of the Nethork
Slmulatlon and taming Project worked closely Wi th ‘the staff of €
another EDUCQM actiyity, the" Piannlng Counc11ron Coaputzng in -
Educatloa ‘and Research, 1n developlng a‘procedure to quantltatlvely .

éﬁgpare-prlces charged an Psources ntllrzed for identical services ° «
. s - . . . . . * M r.'.;’

lg . . -t . .. .y . '
° . . ) * /7
The procedure-developed was based on a set of nine FORTRAN
.benﬁhmark programs. “lth%ﬂ the constraints of the«FORTRAh langvage, -

.

thiy set of programa was designed to represent a varlety of ’
computlng tasLs 1nc1ud1ng small debug ‘Tuns, number cruhchlng, .
and f11e proce551ng A brief description ,of each program is given

in Flgure V-2. The full set of 11s€§ngs and 1nstruct10ns appears ~

- h

in ippendlx VIII. > . :

,
M ~

[} -~

In order to insure a valid basis for price comparison, the" v N
<onditions under which the programs were ‘run were carefully speci-.
f1ed Three compiler types were identified (student, standard,
and optimizing) and treated separately Mlnlmum arithmetic ]
.. prec151on was specified as 14 decimal dlglts.. Job turnaround\tlme .
+ (as a function of priority) has'specified such that, on a typicai\ Y.
day, there hould be at least a 90% likelihood that results would ‘

‘be in the user's hands }lthln an hour after submission. =

, *
% ; -
- +
4 ¢ > r
b4 - »
.
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Program Name

TRIVIAL

<

' “CRUNCHER

MATMUL1
© MATMUL2
CTOD

PUREIO
- ARMWHIP

. ARMGLIDE

‘ card images are wrltte Qqﬁﬁ;xblly on disk.

Figure V-2,

5

The Benchmark Prograﬁs

.
<

. ‘ )
‘Brief Descripgjon .

-

Does nearly nothing in order to highlight’ JOb
overhead and minimum eharges. )

4 loop conta1n1ng the fbur arlthmetlc pperators
1s executed one million times.. ’

Two 60(X 60 matrices are‘multip&ied fift? times.

“Two' 221 X 221 matr1ces Bge multlplled once. e
< T Ty
Card-to-disk,. 2 ,000, dat \cards ape Tead and 105006

Dlsk redd, the sequentlal file Q;eated by CTOD
1s accessed and summarized.

50 OOO‘blnary card images are ﬁritten to disk.
Writes and reads a 20 m11110n character random-
raccess filé npnsequentlally S
Writeés and reads a 20- mall;on characfer random-
access. file sequentially,’ 4 -

F; -

&
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Since prTices may differ depending on the type, of user, three

hd d15t1nct prlce schedules were defined, Inrernal pricas’were defined

as those that would be charged to an on- campus research ‘project
supperted by out51de funds. External price$ were defined &s those
charged to an educat10na1 Juser from an un- affiliated unLver51ty
Wholesale pr1ces were also collected, but there was a wide varia-

tion -in deﬁlnrtlon and cr1ter1a for these and they" are’nocxsilus- <

trated in this section.

s
—

‘ . _— . . . -
.Figure V-3 presents several internal price statistics for \’

selected program/compller COmblnatlons Twenty-six 1nsta11at10ns
were surveyed, but in. several cases a smaller subsef of prlces

' were reported. Hardware, software, and administrative constraints
precluded execution of some tasks at some sites..  Entries in the
bottom row in the table 1nd1caye-the £normous var1at10n in pr1€€

_ for each task -- _price dlfferentlals Wlth ratios as high -as 45, 1.

-

Since the h1ghest and lowest pr1ces are likely to contain anomalies
another comparlson was made e11m1nat1ng the’ h1ghest and louest la%
of the prices: reperted for eaali task.. Ratios for this comparlson

" are shown on the next-to- last line and still,range as high as 9 s 1.
"More than one installation does not charge at all«for 3obs such as

TR}VIAL,-where the overhead necessary to account for resource usage
might exceed the resources used by. the job. Howéver, it is sur-

prising .that one ipstallation had .a ‘zero price .policy for CBUNCHER,

which had ah overall average pricé of $§7.57!" - AR |

1

'
M I

&he dollar ahounfs represedted in ngure V-3 allow a,coﬁpari-‘
son of individual job prices across 1nstallat10ns. However, to
make a generaL_;omparlson of the pr1ces that would be charged for

, all research computing or all unlver51ty computlng, the,comp051t10n

. of the broader workldad must be known. Q titative characterlza-
Atlon nfaa_ygrkload,ls_ixaughz_mlxh_dlfflculty. Such comparlsohs
are usually made by taklng a sample of actbal jobs and running ,

them at other 1nsta11at10ns. Because this procedure is both costly
‘and time- consumlng, it 1s used only when large purchases are being
consideged. ' )

»




!

The synthetlc worklpad procedure described here prov1de a
basis for, comparlson with only a moderat¢ effort. There is some
loss 1n*gccuracy. The procedyre déflnes a worklead or Joﬁymlx .
" as a 11near combination of the th1rteen tasks cited-in the bench- -

~—

nark survey. - . ,

70 - ‘ ’

.
-

. .
- . i .

- The pr1ce~statlst1cs shown in Flgure V-4 are based on a 11ﬁ€ar'

comblnatlon 6f the individual Jobs shown in Figures V- 2 & v-3: ,thlg
mix is felt to be representatlve ‘of the academlc workload at.at
least oneeunlverslty,, As may be seenr in Flgure V- 4 the workload
would ¢ost an on- cafipus user at the lowest- pr1ce fac111ty §60D..10. y
"A user Wlth the same workload at the Jighest- pr1ced fac111ty wonld
pay $338 96. ¢+ If a user c//id semd "the 1nd1v1dua1.}abs of’ rhe~work-

'load to the facility with ‘the lowest‘prlce for Each job type, fhe

workload price would be $21.62. Of course, a user sendlng Jd?
to several locations would-not necessar11y pay internal rates'and

would also incur communlcatlons costs. . s

Y S . - - . .
L a2 . P

‘ -In evaluatlng any benchmark survey and comparlng pr1ces, many |

'varlables must be con51dered The choice of tasks and the use of

FORTRAN obviously. introduce bias. . In addltlon, there are many
appli'‘cations that may not be adequately rep;esented by one or a

,combination of the bénchmarks. For example,»the use of packaged

software su¢h as SPSS is written i FORTRAN. Since administrative
and other file processing appllcatlons:would be more likely to use
PL/l COBOL, a repoft generator, or a data base management system,
admanlstratlve applications are not* represented well in thjs survey.
Flnally the use of interactive computlng is not'lncluded in this
survey, a1thougp it is ap 1qprea51ng}x important mode of computing.
,\".. ' e - A
\\,.Other differences among installations are important butéless
rious— Ideally, all.costs,incurred in providing computﬁng
services would be tredted in accordance with "generally accepted”
management accounting practlces. Such treatment would improve
‘the comparability of pr1ces, however, 1mportant cost componentsh
sych as space ahd utilities, are not accountéd for in a uniform®
way. At least one installation does not 1nc1ude hardware in its,
. . . , -

 f
»
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cost base used for determlnlng prltes ¢ And, ‘when harﬁyare is

1ncJuded ‘the acqulsltlon cost used often reflectgs substantlal
vendor discounts that are no 1onger available, i

R . ) .
t :  SET - ]

. ?ederal state, and 1nst1tutlona1 p011c1es also, frequently

« impose unusual dbnstraznts. For example, a federal polacy of
dlsalloW1ng the cos’t of capital. as a 1eg1t1mate cempanent ln
settlng pr1ces for federal contracts shrinks the cost base when
"equipment is purchased rather than 1eased or.rented. Explicit
subsidies from general university sources, whether these subsidies -
are planned or the result of, unforeseen def1c1ts, also compound

chst and.pr1c1ng problems

L 4

’
e

‘ Of the 26 installations surveyed,IZO supplied external as .
.well as internal prices. The external price’ is defined as the
price charged to an educat1ona1 usey not affiliated- with, the[unl-
ver51ty supplylng the service, In\a natlonal computer resource .
shar1ng network, remote users, would ord1nar11y pay external pr1ces.
The most common external pricing strategy is a 51mp1e percentage.
surcharge on 1nterna1 prices., Plgure V-5 shows the surcharge

percentage for the 20 installations report;ng external prices.

It turns out that the 1nsta11at10n with the 1owest pr1ce
shown in Figure V-4 has external rates identical to internal’ rates:
Any educational user would thus pay a price of $60.10 for- the
yorkload done at that installation. If a user paid external rates
and split ‘up the workload by job type'in order to send jobs to the
installations*with the lowest individual job price, the-prlce .would -
be §23.83 and jobs would .be.run at.ten different . 1nsta11at10ns
Even- 1oca1 users at the installation with the Lowest overall price '
might- be 1nterested in the lower 1nd1v1dua1 JOb pr1ces at other

1nsta11atlons. : . " <

>

-

!

In a mature network it is 11ke1y that extérnal prlces will
receive more scrutlny from the shpply 1nsta11atlon and from the user.
External buyers Wiil also need to consider other costs. The results
shown here do not include any comnanicatlons costs which, if




Ve

C ontpiler type

, Ilgure V-s

FORIR\V Benchmarkq

4

’ . . L]

TR!VIAL

.-_.._.__-.—.-—.K‘.,-_—_—

ﬁlandnrd Op(llxny:ng
»

Siudcm

Internal Price Statistics

Qhuncura
e e

* Student  Standard

.
w

MATMULY

g - - ——

-

JJwith fuccessful run

Nusmber of installations | ¢

v

M Al
.

7

e ...’L--__—. —— ——— L

26 o7 S
X\ .

13 13‘

.,

>

1\.

© 20

\

, Standard Opﬁmmng

Mean price (5)
Median pricer(S)
Highgst price (S)

Lowest price (S)

ni;.'!}‘mllowest

Compil;r type .

185th pc{trn!ilcllsm percentile

044
091

85th'percentile price (S)
15th percentile price (S)

0.00

<

—— A ——— -

MATMUL?

.

CTOD

757
6.23
1842 ¢

“12.16
3.37
0.00

3.61

.

0.73
063
1.90
1.09~
0.29
0.17 .

T 372,
CALIE

2,99 20.17
2.9 16.48
1076 *  54.19.
439 . 3926°
115 620,
067 3.18

392 - 6.33
- 16.06 17.04
{ -~

PURLIO

-

("

DSI\R!)

- ARMWHIP

N
13.93
8.73
57.57
2634,
"3.00
2.05

8.91
28708

- ARMGLIDE

”

A

¥
Standdrd”

-

Standard -

Stuandard : St;l:ld:ltd Standard

Standard

Number of installations

with successful run 9

~
24

-

¥

23 25 29 19

Mean price ($)

Median price (S)
Hizhest price (S) .
85th percentile price (S)
15th percentile price (S)
Lowest price (S)

85th percentilef15th percentile
Highest/lowest

73.79
2143

41495
72.73
1080
10.56

6.73*
39.29

49.64

Note: N = 26 installations

Figure V-4

Svnthetic Workload Internal Pr;ce

-

.~

*

Figure V-%.

[}

° ~

~

Statlstlcs by Install

ation

<

‘e

External user surcharges

. I4
Price basis
R 3
Ay

Workload
Price

.

. .
Percent surcharge -+ o-.°f

installatidng

Lowes Price.(S)

15th percentilé price
($)

Median price (S)

Mean price(S)

85th percentile- pr1ce

L (S)

Highest price($)
85th percentile/{ i5¢f
percentile
Highesﬁ/dowest

3

3

A

‘60, 1p

75..10
127.66
144.832.
211.46
338796

. 2.82°
5. 64

9 v

P

6
3
2




.- e -

) included would mahe shoppiné for ﬁervices'less attractive In - -
- partlcwlar, if a file of twenty m11110n characte,rsr as necessary
. ":'U for ARMWHIP‘and ARMGLIDE were sh1pped over the network substantial .

—‘i‘ communications costs would ‘be 1ncurred Remote users would also facé

addrtzonal costs if the) néeded to support their own user serv1ces~ o

1 with, for example, documentatbon ‘and consultang aids.

. -
2k . M . . . s

’ . C e T . . )
P E. Dbservations on Data . - . -

.
” . 7 i

1. OverV1ew - Questlonnalre I was very*generai and relatlvely
o unstructured whereas Questionnaire II was very speC1f1c in its
data requests. The responses to both represented a wide: range of
" quality and.quantity. ﬁuch of the data'rehuired fofr Questionnaire .
E ;, -I- couLd be obtained dlrectly from eX1st1ng qocuments, aﬁd this. )
approach was used by most of the respondees Sznce the question- -
nalre was c1rculated before the model dengn was frhallzed the °

surve) was prlmarlly intended to proV1de an overview .of basic ..

-

1nst1tutlona1 fac111t1es, character1st1cs, and\organlzatlonal , £
'i structuré. . The responses were'evaluated for completeness/apd con; .
. tent, but no attempt was made}to force cons1stency across all .
1nst1tut10ns In .general the materlal.supplled the project staff .
.~ . -, .with enough inform#tiéon to complete model ‘desigp and to ensure. -
that the model ‘was capable of representing.most of the organiza-
tions, facilities, and user pbpulations 1n existence at the various 3‘

+ -

« -“network sites. .- AN :

~
+ - . &

L
) LI

% Questlonnaire II requ1red pe{b’ps even more effort on the
s part ‘of the part1C1pants because the questzons were now very
. - specific and,detailed. In many cases the data were not readlly
' ) available in he .degired form, if at all. . As W1th the first .
. quéstionnaire, here were several 1n§tagces in wh;ch,lnstltntlons

b —
- v ———

-7

- did not have the data requested ‘but came to the conclusion that
. this was. 1mportant ‘management information that should be available.
. Both quest1onna1res.prov1ded some 51tes with a new VleWp01nt
’towards data collection and for othgrs proved to be an 1mpetus

- towards the organlzatron of data for their ‘'ewn.use. At least two

.
[y
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. 14'-'_;'; ] *{: -" .- ” v ¢ w" % ) . s, . .
. 1n8t1tut10h5'have made someiof‘thls mater1a1 a ;eguI%r management o
e & e
R report;ng requ1rement.' - A Yoo v . |

r . . .
) 4 .. R .. -
. 2 . .

1
. : |
e . T ' ' » . ‘:1
L K ,Za General Observations and Probleﬁs - As-mentloned earlier, 4
}f,n the first queStlonnalre was used prlmarlly towprQV1de the project * _ .

;_;ﬁ staff Wlth an ‘overall view o e conputer faCIIItIQS, offerlngs, el

. po}icies, and decision- 1ng processes at "the part1c1pat1ng instd- ‘
tutlons. JJMost of the folloW1ng dbtalled d1scuss;on will deal with . .

e ) -, ¢

N the responses to ihe.second Questlonnalre._ ©oee Te o £ - =
- - ~N v e . 3 - - » - - . |

» . . ¥ A
- "As responses‘to Questionnaire Ii/wer &?itheYQWere 4:/' o %
e reviewed for complet%ness and. consistencyy
and huth other sources of 1nformatlon sué;
nazre., Consistency Checks were made to e

-

., capacities” and uplts used in. the Varlous

oth 1nterna1‘ e - :4
as the first-question- -

'ure that the resource' . ;,

were compatlbli .

" and that the, resource prlces, resource requiremends e;tlmafés . _$§

.b1111ng algorlthms, and Jjob,cost estrmates wei'é/P s1stent w1th f ) 7
the total Job cost dat’T‘ F1na11yrthe total resource utlllzatlon I}' 'l,
costs were compared w1th the total job costs and witi the bﬁa!eted
data. "For.almost every questr naire, a number. of addltlonal

: telephone contacts were negded,to €1ar1fy def1n1tlons “and pro- — |
-, . « !
= ‘ cedures and to iron out,inco 51stenc1es. It was a 1arge compli- < ., « L
- ..fated estlonnalre, and .pdch work was requlred to ensure con- oo |

- e ! . . .
=7 sisten nd. accuracy \ } - e . v .
" sl . i r}v: . . ', . - . : . ‘ 1‘9‘ ’ j
e . * [ "‘ ’ : 0 - v S k4 ’.J

- The firs't maJor d1ff1cu1ty encounter d was that of the multi-
- tude of service typég. Many sites wer'e, inable to provide deta117d . J
';ff‘ + data on sych fine job categorizations s1g%e the 1nformat£bn re- /" L

1&' quested was often kept only on an. aggregate level” “(if at,all) s L .

Initial ackground work had reduced the number v#. proposed service

LI - . <+
o \types f021g1na11y several hundred) to a total of 102, representlng ' :
- . 42 maJor job categorles. These 1nc1uded 5 hzgh prior;ty restr1cted /

- batch categorles sush'as WATEJV and PLC, 20 genaral batch categories . &

(each hav;ng 4 prlorltaes), and 17 interactive categories. ,This -

]

t; set of s@rvice types was usgd in the second questlonnalreu,‘lt m, -
- quickly became clear that this was still too mamy; -- bqth ffom
the.model perspectlve and for the 1nformatidﬁ‘ava11ab1e poiat

. }’-
. -
. . . . R
s . rd ; . . . '
.

- v
LA - » 1.\" — 5 2% . N

3 - .
‘~,. . - =104~ . ’: . . ¢
. - . . ,‘




. " / - .
1ew. Note that in addataon to the %ﬁst used, it was consid-
d/hecessary to have several more unass1gned service types-for

unlque serv1ces. After theé résponses tp the second quest1dnna1re‘i

, .Were reV1eWed these 102 were further*reduced to>4§.serv1ce types,,

~ '

' plus 4,.that were rgserved. for‘un1que sery1ces

. w oo / e - d —
s+
. The second maJor probleﬁ,wasathat of data con51stencT Siné%h
1t)has left to each sit¢g to. determ1ne the character1st1cs of each
o service type at the1r«1nst1tut1on,.there was no guardhtee of
:,‘ equ1#alency over all's1te§ Even within.a site the u5age of a .
7 part1cular resource by ong serv1ce type did not always ‘seem to

correlate with the usage by ‘another service tyye. J; ‘

,;‘ - . ) L4 - F
. . . - -
. ' o .
.

" In additiom to incomsistencies in-the source dat4, two .,
problems were encountered~1n trying to matekh reseurce and job
‘coSts. “The ' resources ¥lsted did not necessar1ly include all of

~ the ‘esources charged for at each 1nst1fht1on, due’ to the max1-
mum of eight re§ource types allowed in the qlgst1onna1re, and
in some.cases, to the complex1t1es ‘of the pricing algorithms.
Further, although 1nd1V1dual prle1ng pol1c1es for resource use
were. fréquently not‘llnear, the model assumes 11near1ty In.
each case the best l;near approx1mat1dn to the resource cost
was estimated and used w1th1n the simulation model The'effects
of these approx1mat1ons was to cause differences between the
-~ listed price and the calculated job costs based on. resource use.
/bln most cases the model price wasqiow because of the reseurces
not 1£¢}ﬂ§%a*~ To compensate for these 1rregu1arit&es,,a pseudo-
‘resource type C: calléd "other' was 1ntroduced The value of “other"
was calculated for each service type to bring into balance the
l1sted and calculated qu costs. This was d1scussed earlier under

Pr1c1ng (SthIOQ IViH), '
\ *’?ﬁ * : ' S }

‘~’._ ' » . v y
e

), AftEr all process1ng steps were ce' lgted, the data were'?

' conyerted 1nto mach1ng readable f for use@\, i the s1mu1at1on

. model. The approach used is d1scussed,in Appe dix III-A in Volume
I1% Although much effort will st1lk be requ1red during Phase II

‘ 4 L
’ L A had

o “;logi*o'
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‘A ! ? . : . -1,
*to resolve the difficulties,.in(view of’ the
o probler énd_ C¢ompressed time-scale for thi
" - has been surprisi_nglir, suce¢éssful. — = ' 7.
4 - . - - . A .

. - .

Aruitoxt provided by Eic:
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"A. OverVEew and Purpose Lo

’ &Y -
~

. a. -
j‘ As statéd elsewhere in th'
s 1 sJﬁdy»wasJ%n constructlng and valldatlng the baSIC 51mu1atlpn S
?:,§ "model. Phase IIfefforts will f cus on capturing.the flavor of . | .-i,r
s, éach par/;glpatlng gnstltutlon - 1ts policies, practlces, aqd
dec151on behavior. Much also rem 1ns to be ‘done in the way of
"tunlng" the harawage and wprkload Qpprésentat;ons 'so that model
°. . outputs truIy reSiect reality (or at’ lea .yhat anstitutlonal A
éi rqpresentatlves perceive to, be, reallty) learly, mgny of the =~ =+ L.
- more 1nterest1ng experlments with ‘the model \ust awalt the com~ °~ - |
pletion ‘of these tasks It is not yet possible to make definitive "
statemeﬁts ébout the 1mp atlons of’ partzcular p011c1es on spe- . 7;
c1f1c 51tes, r on th@ imp et ofinetwork membership on any real ’

- . hd *

Slte; - P : . ¢ o . 4 A
. - f. . > - ¢ . . L ¢ { < -

2 [y
> 4 . o . - LT . 7

e ” o '
-However, even wlth the above 11m1tat10ns, there are'ﬁ number

. xy of useful tH’ngs that can bé done with the model. It is fully
operatlonalh can handle any partlcular combination of policies

S spetlfled and *hag op-line data files gepresentlng a number of .
\ sltes Although the data files require additional validation and |
' "tunlng" by jthe- actual institutions, they Ko contain complete and 7
cans;stgpt 'sets of data .and p011c1e$5that could represent a possible

-

(A

e -

Lo Slte- . h . ) . / . ) J ‘
. .. » . . N oo, —_
~ . — /.' [ aﬁ: 2 4 * e . . .

[y ’-.i ) A - . . > . s ’

Thls chagger éescrlbes a number of experlments that have. been
) or could be"- cempletedawlth the model in its bresent form. As thg ) .
15" "> design of the model pd#greﬁsed “a falrly comprehen51ye set qge - -
. de51rab e, experrmeﬁts was spec1f1ed (Sectzon Vi-B), These a i
; ‘ all areas thatrare cr1t1caI to the understandlng of networks and
the 11ke1y 1mpacts of netwdfks on member 1nst1tut10ns.“.&1though
] a-detailed experlmental pﬁocedure was develOped for each experzment
P (Sectzons Vi-¢ and'D), only a.subset of the list hds been completed.

1
1here were several reasgns for d651gn1ng a more comprehen51ve list,

o
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of experlments than was reasonable]zo comg}ete. F1rst,,the list .
prOV1des an zndlcatlon of the capabjilities gnd 11m1tat10ns of the
model’.- Hls was a useful exercise for project personnel rn that

(it forced them to state rather explicitly just what goals were
set forzthe pro;ect,,how these goals would be achléved and. how
the model cdild be used ‘to’ prOV1de ‘the quantltatlve data. - For,

' non pro;ect readers, it g1ves a good 1nd1cat10n offthe types of "

fpro;ect efforts and model outputs are dlrhcted ethaps the ~
greatest value derived from detalllng a 1arge‘s ;of possible ex-
perxm ts was that this process ver1f1ed that tHe ex1sf‘ng model
was ca ble of .handling them,

~ -
' >

‘“ 1 , -

‘ B.? -Areasﬁof Experlmental Interest

R

-

. ' - £ 9.

The selection of* experiments approprzate for & slmulatlon
model ﬁgs based upon a con51deratlon of the questlons about net-
.work operatlon thét seemed to- be of major 1mportance. After dis-

——

cu551ons among the various members of the projgct team, agreement

was reached on 11 areas: of partlcularr;aierest.
0

. L & 3

-7 B -
.z, e s .

1. Standard Performance ) . )
2. Bilateral Agreements vs. Central Networ‘hOrganiiation N
3. Site Specialization ’
4. Network Stability’
5. metwork Resource Shar1ng Potentlal
6. Communications Costs ' ;
..7. Service Pricing.Policies " - -
8. Frovision of Special Services
‘9. .etwork Equilibrium Conditioms
. lo.. Quallti "of Netwark Information Made Available td Users
11. ietwork Growth Effects

<

-

Condht of‘Exberiment;

hd . A .
LA . ? s
. After “the pr;mary ‘areas of concern were 1dent1f1ed, attention
was dlrected toward the speC1f1cat1on of appropriate experiments .
within each eof theﬁe areas., bMost of the experlments vereé 11m1ted -,

‘to-22 time periods and were run with flve sites as descrlbed in .

' Sect;on D-1. The number of sites and- trme,perlods was arbltrary for -
. ’ £ .




_experlmental purposes, and more could have been used. These

choices wére based on a dgsjre td minimize run costs at thls ;
time.. As the experlmental results 1nd1cate, there were con51qFr-

‘able network flows even with only f1ve sztes and less -than six ",
, months of simulated time. ' ‘ ;"

’
. * R . : >

« .- . o
.- . F] . ) e T, Vg

Lach éxperiment was'conductea by chd¥nging thé approPriate
d?ta tiles for each of the f1ve sites to reflect the p011cy areas.
supplz ofiferings un&er 1pvest1gat10n. Occ351onally, a éeparaee-

\a
[
% .

subroutine was written to model unique situatiods. ° In the, “shock
experiment, for example, e;gedlfzcatlon to routine XOGEN (3. 1)

- was written, which made site 3 unavailable as a'supplge; in
period 10 and available once again in period 11. \This waz accod-
,plighed with nine Iines of FORTRAN code and demopsdrated the flex-

ibility of the model, and the ease. with which such addlthns can
be made.. : 2

fx % ‘ ot

-¢ Although 1t is expected that 1A£a\real network ihe Stabzlz-
zation of network flows wille take>a long tlme, it was p0551b1e N
in the exper;ments to select‘p011C1es that hastened this process
so that most sh1ft1ng had bgen completed by week 10. Several of
the experiments required that perturbatlons be made to a stable
network, so these runs were, carrled out®pver a perlod of 22 "’Q&;};

io

(wlth the perturbatlons occurlng in week”10) to allow observati
“of the effects of . these pertufbatlons.

-

-~

.. s X, '
i la it bt o
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\> D. Experlmental Runs

‘1. Standard Performance
- . A : J .
a. cxperiment - Thg'major intent of Ehis expe%iﬁent ..
A, was to determine a "baSe" perfbrmance level to , aﬂf‘
.- serve as'a standard of. comparison fbr the performance

data derived from subsequentgexperimental Tuns.




The standard run on which comparlsons were ,based.
‘reflected an idealized env1ronment in which.all work
.‘_qould be done (if de51red) at any network supplier.
nardﬁare incompatibilities, conversion costs, uelays,
and network surcharges'were ignored.. The common
‘preference to do’ work "'in-nouse' if p0551b1e was. ®
'reflected b) giving each site a 20% 1nterna1 rating *°
boost ds compared with oﬁt51de suppllers, Slm1lar1y, -
- the problems involved in switching suppllersgggrg . )
represented by a correspondané%%gf;ng boo%t'zﬁ*T§VOfé
of the present supplier. In order to better exagine
the potent1a1 for network usage, 1t was assumfd that'
none of the sites put artificial restr1ct10ns “orf
where or how users *spend ava1lab1e funds. “‘T;
. 7 . e -4
Results - -The configuration of the five sites'used
in this and the following s1mulat10n studles were © .

“

as IOlthS . . . -

- . N >

Site ° ‘ Description

?

Site-1 _ -IBM 370/158 medium‘ioad .
Site-2 C IBM 370/145 heavily loaded
Site-3- IBM 370/168 1igh'tly loaded

Site-4 : N3 .internal hardware. Only
g interactive demand which «53
,currently satisfied externally .
from a hon- network site. -

HGlgb - large. tlmesharlng
-s¥sitem. Extremely I/0
bound. “Specialized user
comfunity that does not
have dny batch usage.

¢

—

In tﬁe’base Tun, ‘sites 1 and 2 quickly became h\év
_nethork users; site 3 feceived. .a large amount of .
\hork ‘from the network (both batch and 1nteract1ve),

‘fs1te 4 sb1fted approx1mately 10% of its demand’to
the network while site S (after raising 1/0 charges)
. " sent much 6f 1ts I/O bound interactive work "to site -

-




53°aﬁd received a iarge.amouni of in fctive'work '
: ~from ether users on the network. Figufe VI-1 shoug

sthe cumulatlve dollar flows at perlod 20. “Of: t?é

total $4, 028,694 spent by the users at the dif-

‘ferent 51tes, almost 13% was. spent on the network. .
It should be noted that site 2 shifted almost

70% of 1t5'tatal expendlxuzes.uﬂto the neymork

2 <

3
- - -

; ' e s B
- Figure VI-1 % hA
Cumulatlve Dollar Flows - Stindard/Run (20 Weekg)

i 4 N t .
. Total User. ~'Network , Network " Balance of
" .Expensgs - Expenses Income Trade .
§ 545,761 $168,444 -8 57,539+ $-110,905,
400,662 * ' 271,937 - . 1,484 -270,453 - ¢
1,076,609 . 9,079 314,993° . 305,914
332,154 . +33,948 & -0 - - 33,048
1,673,508 29,690 138,082 109,592
$4,028,604 §513,008 §513,008 - _§ 0

* r'd
.

. 0’ ’ - o’
Bilareral Agreements vs. Central Network Organization
N\ . .
L
a. Experiment - This study ifivesvigated ‘some of the
effects of a central organization which would facili- -

‘tate usage of multip}e sites by a remote user. 'For
example, such a cenfrél‘organization might provide
account numbers, for murrlple fac111ty use, central
billing serv1ces, and standardxzatlon (or automatlg

-

translation) of job control set-ups and procedures
-at each site. The alternative to hav1ng such ajeentral .
érlateral
agreements between .various ‘institutions on the network

organization would be to rely upon a series of

" It was felt “that the central organization wouid fac111—
, tate use of mu;tiple sites by users but that- the cer
‘tral organization might also require some ty?e of
surcharge "in order to support, tQF services it 'would
provide. ﬂ.‘ '
' ' irs
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/
" “be 1ncreased to accommodate, the demand or much oﬁ,the W o

The p051t1ve effects of 2 mature multllateral network

“wWere represented by setting DEBUMP,\the .in-youse - - =
‘pating increase factor, to.1.0 rather. than 1.2 to

. -
. -

reduce the favoring of-in- house usage; IGDP, the momen-
tum factor, was set to a low value so that demanderSv ( .
did not have a great alleglance to the site|where \ ,

s <. .

they Were currently dolng their computlng s’ an SRR

1n1t1al experiment; ne surcharges were 1mpospd ’ i

S 4 . \- .

. . . . 2
Results - TRe most noticéable behavior observied in o . 1ﬂ
these experiments was the large percentage of! inter- ~ -

L4

active work on the network. Within 22 weeks,|33% "~ - '%
|

.of all interactive work was beang satlsfled oh the' ‘. 7

network: In addition to the 1nteract1ve usag‘, 16% 0
of the batch jobs were sent:over the network: This
was a surprisdngl& high percentageﬁcon§1dering e - -
communlcatlons costs associated with batch network ~ 7 -
work. As mlght be ‘expected, most of the batch’ flows ’ ) ’ i
were dlrected to site 3, the 3?%%168. By week 20, ° _.351
51teQ5 was'receiving almost as much income from, n&twork - i
users as it was from its inside users. Site-5, heavi- j
4
|
‘

ly loaded at the beginning of the 'run, quickly became - _.

-completely saturated. As the prices of its owerloaded T X

."1/0 channel were increased and ;grnaround‘became in- f\ fiﬁif J
tolerable, many of its 1/0 1nten51ve users mozed toemﬁu‘./fhﬁﬁ l‘
site 3 to avoid the higher prices. uver a lofger ;\ ;'i o o

time period, either. the I/0 capaC1ty at slte 5 would ™

°usage would have té be d1scouraged. - ,q

p
Because of the present lack of understandlng of factors
1nfluenC1ng shifts of workload (le1c1es, -user behaV1orf
etc.), it is dangerous "to put ‘much qfedencg in the B
above restlts other than to recognize that, gfven pres-
ent price and service levels, a $1gn1fzcant percentage

of users might be w1lllng ;o-go somekheré else., -

Ay .
L
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Similar experlments wi..ihlgher commun1cat10ns COSth
1nd1cate that a -nominal surcharge for the central
faC111tat1ng functlon would not be a ma;or factor in
network usage- [IExper1ments should be run to detér- .
7 * mine the po1nt where surtharges would beg1n to affedt
. le s).

Zz
. - . . 5
Site .Specialization
i Y W <,
> 13 =

+a. Experiment - The prlmar? intent of this area was to

.;nvestlgata the effectsiof site spec1a11;at10n in
- .such services as low pr1ce, user support, or fapid .

turnaround. ' The questions to, be answered concerned
the v1ab111ty o}!centers that try to spec1a112e in

_‘this fa%hlon "and the types of user response .to these

' servzces.* "For .instance, if a sité/empha51zed those
serylce types—that were efficient om its partlcular
hardware, 1t‘could charge 1ess for these service types,
than a site with a comparable hardware configuratibn
but which offered a %ullﬁrange pf services.. By spé:
c1a}121ng in the services it offers, a 51te can also
focus én the hardware conflguratlon necessary to’
support those services. . & ~ g ‘T;

»

une in?{ication of site specialization is‘-the shifting
of usage of some service t?pes to otﬂEr network sites

that process them comparatively more efficiently.
Juét as in an international trade situation, where -
different countries have different m1xes .of 'raw ma-
terials available to them, and hence trade between .
them becomes beneficial, so.in a networkIng 51tuat1on'
one uould anth1pate certa1n.serV1ce types to flow to .
part1cu1ar 51te$-wh1ch ﬁave a comparatlve advantage
‘ﬂn that “type -of computlng. Thus in 3 networking situ-
/ ation, one mig t“expect that the distribution of -
service typeslprgcéssed at a site would change over
" time, as users-moved away from that site and onto the

115 ..




. network for selected servite types;>‘At the. same time,
users-{rom the network should on Walance, be expected
to become users at that site " for the serv1ces which ‘

, 1t did prov1de e{fItLeptly If this phenomenon occurred
'mOre -mork could be done on the netwerk than tould be S
“dome at the sites individually ---w1thopt any increase

A
-

in resouyces! .,
n T et

4
+

b. aesults - Althodgh’separate experimental Tuns were
. not made in this area, observatlons on 51te speciaki-
qitation were made in a number of the ‘othér experi- - ;
hents. Every 1nsta11at10n ‘had some users going onto
the he}work for at least par of their needs, and
-every site that offerea serv1ces found some outs1de

I

bU)ers for some of the1r serV1ces : -
< ~ '
site speciaiization depends to 3 great exgent on
 user behayior anﬁ pollcy dec1s10ns."As these aspects
are developed more in Phase IT and a wide selectlon
“of pollcfEs bsfome availtable, th1s topic will be more
, thoroughly investigated.._ - v ;’/f -, .
<! " . . ) .(‘
. . Network Stability ' L s
. I
a. Experimenf - ‘lhe major questlons to be answered in

"'’ the area of network stab111ty concern the};ondltlons
ander which® 1pst1tut10na1 behavior wlll,betome un-
‘stable and lead fo wild swings in use of the network.
¥ Typical factors that mlght 1ead to thlyfcondltlon
1n61ude'

4

¢ ) e -
. lowered barriers to swigching -
- price- competitiveness among network”sates
S shifts in behavior patt THS - ;
capacity shocks . a A |
F 3 " . i

" s -

Lowered barriers to ghetswitchiﬁé of suppli€ts will

evolve from technological advances (easier technical’

access)oand a central facilitatiﬁg'organézation. R
Various levels can easily be represented in the model

Y
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" by adgustlng the momentum parameter which governs the

tendency of users to switch sztes. As this value is

decreased, users w111 find it easier-to sw1tch srtes;
Thus, when dlfflcultles occur at one 51te, there will
be a tendency to have a mass exodus of wdsers to

other sites. This switch could in itself, cause
problems -at the new suPpller sites (1.e., overloadlng)
which would encSurage even more movement. A number
of’ experlments could be conducted exami nlng network
'behav1or as this momentum parameter is varied. Special
circumstances could induce instability even in.normal
circumstinces. For example, an artificial shock®
'temporarily induced poor'turnerodnd at several
s might trigger such a reaction. '

“ »
- ¢ . f

- 2, IR

A v%rlety of pr1ce cutting 51tuat10ns could also
cause abnormal network flows., Suppose, for examples
an under -utilized site is succes?ful in attraotlng
work by v1rtﬁ§,of a deries oﬁ{grice reductéons. What
if varying numbers of other.sites r&spon rn kind?
What if stiil othér sites join in the com t1 ion?

- What 1f selected larger ‘sites act-in a hr

ner? ’ :

4 - ~
‘ -

In the behavior. area, shocks introduced, by
shifting to entrepreneurlal behav1or to, ker
balancing behavior, or to cost minimization-
tould create»lnstablllty within the network
of 51tesqan6'p0551b1e behav1or,patterns allo
range of pem&mentatlom in this area. _ -

= 6-1*;{ . .

: - o’ -
A networkmln equ111br1ﬁm coulh be &ulnerggze to'a P
varlety of perturbatlon in available capacity. ’TyﬁiCa}f
examples mlght include the addition of a new ﬁetworka e
L E supplier offerlng a subs ant1a1 portion of networ o
capac1ty at reduoed,pnlce Py the addition. of 2 new net-

work dempnd source Having a/demand equal to a 51gn1f1-

¥




5.

site 1, which st111 had some excess. capac1ty
(of their work was aCCommodated a1be1t somewhat slower.

»
' . . : i
-

A . , , . -
' - - =z .- P

- - - I3 \ 4 -

.

No OSC111atory behav1or developed Wwith this’ partlcular
“shock. #i0St of the users returned to site 3 rather R
qulckly sznce, on balanse, 1f”offer1ngs were Slgnlfl'
cantly more attractlue than available alternatlves.

.

-~ -
3 - - s -
~ .~ »> .

% 4

A 51m11ar exper1ment was Jtor unexpectedly,reduce the.
§upply at.site 3 to a smaLl percentage of 1ts normal )
value, thereby sf\ulatlng a week of excesslve, unan; - -°
) t1C1pated -down- time. In this case, users stlll at-
tempted_ to go there, but there was a large amount
of unsatisfied demand
became intolerably high.
weeks following the shock, many turnaround:eensitive’

users' moved from site 3 to other sites_of the network.

*

I add1t1on, site 3- turnarounds
As-ofie would expect, in the-

N

. =
These simulation runs indicate thdt in this repre- .
sentation, the netweork is quite ‘table. There are 2 ‘
‘number of factors that tend to dampen movement. These
include commun1cat1ons dimitsy, in rea§ed turnaround
times, and 51te capacities. After site policies and-
dec151on mawlng rules have been furthér refined, the -

area of network stability can be e*plored in more detail.

L

1

Network Resource Shafﬁng Potential,

°

a"

Exggrlment --A majon.quest1on conce
sharlng which can take place under
mental conditions. -The ty qﬁkof co!
~could be tested include: & :

L
-

Tns sthe degree of

)various enviromn-

nditions that
N F4 .

y

‘

‘e, Situations in which there is a_ ﬁlde Spread in the

service type costs offered by t
ties, providing ‘users with econa
share resources..

S
e different fac111-
mic incentives to

»




'S{%uations in which there is.a wide spread in .-
;. . turnaround time between service types and between
*different sites on the network, providing the user
" . with a response incentive to. share rﬁbourqes,
e Situations in which differert sites 'specialize 'in
different typés of .services, giving the user a_
service incentive to share resources. '

— -

L3

-

- Sltuatlons in which the external price of services

’ is perceived by all users to be less on the net- -
work than it is at their logal site; providing .
ahother type of economic incentive to. move onto
the network. . oy T B

’ . . n._-
v

S
¢ Situations in which there afre no communlcatlons
costs, reducing an economic barrler to sharing.

C - i :
Résults - All of fhe above conditions were tested
dﬁring the simulation Tuns. Most of the results
wére as expected and will not be detailed here.

‘In'generél users moved from one site~to another
'based on major 1mbalandes in any of the following

/»éreas. price, ‘turnaround, or support.

g

Communications Costs

-
a, Exgerlmgnt - In con51der1ng a national network one
‘;of the prlme questlons to be answered,concerns the
p01nt ‘at whlch communlcatlons_cost will begin to

affect the volume of ‘network :traffic. It i's also

' 1mportan€ to dexermlne the types of users or’ serv1ces
which would feel the impaqt f1rst.

d \ - < S

(3
Y -
’

b, . ﬁeéhits - The’effect of communications”costs‘was
——’——_

. . studied by vaﬁylng communlcatlons“costs over,a range
from, zero to $50 per kilo- packet, (In certain situ-
a;;ons, curren? pr1Ces are approxlmately $. 60/k110-

ot N -~

packet). SRR A -,

L) -
-

-

-
Y

Surprisingly, there were ‘Tea onablelflows even for -

high communlcatlons costs. one run, with communl-'

P




catlons costs set at $3/k1lo packet, 14% of the batch
" work and 21% of the Jinteractive work wids dotie on the
‘network. Apparentiy, the hlgh price dlfferentials
that,ex1st between 51tes can outwe1gh seemlngly hlgh
communlcatlon costs. When ebmmunlcatlons costs are’
. reduced to very low valqes, network usage 1n“reﬁ§es
evén more, as an 4increasing num of service types
becqme less expensive at othey sztes. )

'lt shotild 2lso be notedffhat‘comménications costs”™ -
dramatzcally impacted the type of:, work ddge over the
- netﬁork *when cost3 were high network usage was .
prlmarlly devoted to serv1ce types - that generated b
relatlvely 11tt1e-network input or output. As com- *
mun1cat10ns éharges dropped, more communlcatlons- 5
.intensive service types became economical to do ‘over
‘ the network. As ar example, when communzcatlon costs
were in the range of $10/k110 packet, site 1 only sent
JObS -from three d1fferent serwice types to Site 2. .
When costshad drogPéd to §. ﬁS/k1lo-packet, site'1l
sent 21 different services types ta site’ 2 Flows
in the reverse direction wé&nt from 10'd1fferent~‘
service types to 21 different servite types as communi-
cations costs were lowered. ' .
Lower1ng communications costs appears to broaden the
- types of work done via the network. Most of the’ in"
creased flows appear- to be from the: 1ncrea51ng number
of different service types for which there, are network
flows rather than from increases in already exlstzng
serv1ce types due to ‘direct price 1mpact.

’
- » ¢
3. i

7. . Service Pricing Policies
. .

2. Experiment - In'a cooperat:?e network" composéd of
1ndependent 1nst1t%§ions, there are 1mportant questrons

3 4

*

concerning the impact of sites using different types
of pricing strategies. ng example, what is the

-
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1mpact of 2 fac111¢y thatoseeks to be competltlve,
_that seeks _to base pr1c

‘that” seeks to ase pric
* Most of the data on network behaVior under dlfferenx

.'pr1c1ng conditions can berobtalned from the runs:
assoc1ated wzth,Network Stab111ty trelatlng to prlce\#
and capacity) and those.on Network Equ111br1um '

5 only on cost recovery, or

-~ Conditions (relating to entrepreneurial oehav1or§.

- t ’

) . .

Restilts - Tne initial experimentai results on pricing '
p011C1es focuses on p011c1es in which 51tes ps;ced in
1, 3,
that

Sltes
and S“all followed an automatlc _pricing ‘policy

order to max1m12e;5esource utllléatlon.

éZ on_cost recovery plus profltv’

A ,,',:.',"/,%

lowered Tesource pr1ces on resources that were
; under ut111zed, and taised prices omn resources

ere reat over-utilized. Considerin onl
“Here (g 22 1y) a"r/( g

resourceso CPU an ; site § trrpled its I/O

(greatly)

that
¥ two

prices

ST TS

-
'

7 -4
o

L4

INg
\"\{a

',n

during a typ1ca1 rum, while - 51te 3 lowered its 1/0

pr1cesoby approximately 25%.

” price of all servlce types.

.These resource prlce

changes for these.two resources affected the per-unit

0f course, ‘the price

changes were’ reflected more directly to users who

use serv1ce types "that Were intensive 1n the use of
At both sites the p011c1es

170 1nten51ve jobs m1grated

" the resource 1n questlon.
‘T had the desired effect.
. away from site 5, thus_enabling the facility .to
increase'its total number of, jobs.,_ Slmllarly,‘sxte T
3 attrfcted muéH’ new wofk\to its faclllty due to 1ts

.. . . - ’ .

price reductlon.

-
-
-

<
-

/
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u@. PrOV151on of Spec1a1 Serv1ces - Posszble ﬁxper1ments~- In "
the area of spec1a1 seTV1ces,,there aré'a number oﬂ questlons tos
_:5 Wthh answers are sought, including ‘the ab111ty to Feward entre-’
f}f preneur1a1 risk (1nvestment in the development of such serv1ces)
‘ through surcharges on the use of these spec1a1 services. Ff the

-

—

., of new services: and speplallzed software, 1t may be necessary t0 .

network is. to ‘have,a means of encouragzng the dévelopment and support "




o “ &ve some sort of surchagse or royalty arrangement. Thus far, the
:fifr !absence of reasonable estimates of demand or response patterns for .
: inew fervices has limited experlments in this.area. This type of
o e!berzmeﬁf is partlcularly well suited to the gaming phase of thé
A?L‘_ project -in Which. users can react d1rectly to such offerlngs. el e

Y

-

- B . .
s R M . . 4 .

’ -~ ‘o | e ' .
One’ﬁseful set of experiments might assume several reasonable

ence, the uphlndered growth pattern of the

< .

. under the assumption that ,there is no impact upon demand of various
levels of sﬁrcharge.;,C
demand for a new- serv1ce could be examlned over time. From this .,
—could be calculated the revenue pattern over time that would resuit
at various levels of roya{ty This revenue’ pattern would be an

‘oﬁtimiszic one, but would serve as basis for comparlson with devel-

Ne

-

s opmant gnd suﬁpdrt costs for these services. Following this, a *
- set of.runs-should be made to ;oqk'at'the,impaet,of various levels

end types of surcharges on demand. )Thus’rnns might be made with ~ .
—a range of surcharges, starting near zeté;and contipuing until a

'surcharge was reached that would choke off demand faster than .
revenue would increase. ) , ' "oy .
. . ’ e .
! - ’ £ - "

9. Network..Equilibrium Conditions - Possible Experiments - An
Amportant .set of questions to be answered about the network cdncerns
the characteristics that the network might have when it reaches a ~
stable equ111br1um condition. The particular types of 51te behav- —

E

ior ‘patterns to cqnsider mlght 1nc1uder ‘
- . . Bntrepreneurlad - The computer operation as an "empire
builder."” ) . . -

- U )

o Zero net balagce of trade - The eXpendltures of the faC111ty

- equal to the expendltures of out51de network Ts at the

B .. local facility. e . Y . -
. 7 .
~ L R h . -
. ¢ No capac1ty increase - The computer fac111ty does not in
L - crease its proce551ng capability when full capa61ty is .
' ) reached. ‘ . .- '

‘e Delayed capacity increase - The computer flacility adds
services or capac1ty only after the addztlonal demand has

) . . '(possible) demand patterns. For each pattern, runs could be madé’ . _

r
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been‘“assured " 1eadﬁhg to a lag, between the reaching of
capaé?%y operations and.the acquisition, of additional

" prdcess;mg capablllg s

$

gost,mlnlmlzatlon - Users are’ encouraged to take advantage

~ of the most-économical sources of supply over.the network

(1nc1ud;ng in-house). The facility reduces\capac1ty if
nécessary’ in order to match its supply of servzces with |

';1pcai demand. .

< , - ’ . - -~

i

) Sgte spec1a11zat1on - The fac111ty specializes in ‘some

Rl

) particulaTr capability such as dow-priced service, rapld
< :turnaround, OT user support. , . o - =

-

The baslc experlmental‘gattern would be a set of- simulation .

runs that would test varying numbers of network sites exhibiting
the partlcplar behavior. Thus runs might be planned wlth one 51te,

¥t

50% of the.51tes‘ and all _of the sites exh1b1t1ng entreprenenrlal _
" behavior. S1m11ar1y,'a set of runs could be made with a~xary1ng " s
numbe
balance behawgor, and cost minimization behavior.

of 51tes exh1b1t1ng no capacity increase behaV1or, zelo net.
In the case of
' delayed capacity.increase behavior, two sets of runs would be re-

quired. The first set of runs would involve a varying number .of. - -

sites exh1b{T1ng moderate 1ags between the time capacity is reached
’\\wf and the t1me additional processzng capabfilty is installed, while i

-®

the second set would involve.a varying number of'51tes hav1ng ab-

. normally Iang lags betwéen the time capacity is reached and the
.1 time additional processing capability is 1n/;a11ed. R - .

P -
3
-
. [

" Site spec1a112at10n exper1ments present a.more complex problem.

-

Eirgt, Z ser1es of rums should be made Wlth only one site specializing

Y in low pr1ce, rap1d turnaround, user support,.or a special setvice .

- type:
(e g.,-bo% 100%) haV1ng the same- specialty. .

, a single spet1a1121ng~s\te 1nd1cated different behaviors or different
. equ111br1a bblng reacled as a functlon of the type of speclallzatron

s

Tﬁen a set of runs.can be made with a varying number of sites -
1f the runs made with

(e g 1, ‘low prlce), then i¥ will be necessary to repllcate thé runs &
(W1th varyzngNnumbers of spec}allzlng sztes) for each of\vhe different

14

types of: spec1a1t1es. Following the examination of sites hav1nge~-

the same spec1a1ty, 1t w111 be necessary to. experiment Wlth varylng
adg ‘ ' . . - . . ‘}
©o-1d2- 126 . . .o




gﬁibers of sites Having dszerent Spec1a1t1es ‘to see 1f a baldnce = N
i 1n types of speq;altles offered,has any 1mpact onythe equlllbrlum;

: Experzméntal Results - Londuct of“the full’experimeﬁi S
. would involve a largq number of simulation rums. How~ -

L R

-

reached’by the ne;mork. - ~ = /

] Lo
- v - ' - ,,k;
P . S . - T
1 . . . N s
— - -

Ed

" ever, many of the spec1f1c questlons can be examlned

.1)

B

vusage, and it qulckly took over ‘a 51gn1f1cant amount =\

‘the cpmp051t10n of the network. If the network con-'~ e

. at‘pgrtlcular 51tes had ilttle effect on aggregate '_ e

by ana;y21ng ex;stlng datd from other experlments. a ’1;,~:

r ? ) NN - L T e

* 1} e ’ :7

-Empire Builder - In most of the simulation experi-f—vﬂ £\
. .mepts rum, site 3 has many of the characteristics A
“of anf empire builder. It-is’ lowerlng its prices & L
to try to build up demand. It has high suppo¥t for e , "
most service types; and 1t clearly has much mor®\ - -
capac1ty than it needs. ‘This behaV1or was rewarded s Tl

in all-of the 51mu1at10n experlments. Site ¥ con-
51stent1y showed a net surplus from: 1ts network \

of the interactive work on zhe network Future ex-
periments will have to look more carefully at the Jr,
situation in which there are multiple sites exhlbltlng

this behavzor pattern. = . | - T )

* s
4

R ‘..u 7

Zero NetaBalance - Several runs were made to znvestl-

gate site behavior under zero net balanee of ;rade ' ’
pOllCIES. The results were largely a functzon of
tazned a large percentage of demand-only$51tes, for
example,\then zero net’ balance—of traQe res;rictlons “f T:

(

network flows. On the othe; hand, if all sites on 4;’,9' Co

thp network were suppllers "foIlowikg a zexo net _
balance of -trade policy, growth was slow and oscilla- ;ﬁ _
tory. Some 51tes with little to offer eventuallyi e =
withdrew from network partlclpatzdh.r The general ° .

conc1u51on is that 51t§s w1th de51rab1e sexv1ce . -

P o - ’ ° ) . A
R 41;27‘ . o ‘ . /M u‘;




R ‘A:»’, et B ,7 ’ LS § - —'. d , . * - ' - © ’ 7 ’5,;',
. e - ~ 7 .
o : r/offexlngs/(even if only a few) are able to follow this ° :

e . pollcy with thtle‘dlfflculty Most others are < :
LT v successful oni§ ;f there exists a reasopable number W
RO e 6f $ites. that afe net demanders of serv1ces. . - '

g . i L : . \ , ,
e ’:i. N r . r ' ) . ({ i - . - . — . >~z /\‘ . . ;i—j
T - 10. guallty of Hetwork Informatlon Made Avallable to- Uéers ~ -

N R
== R } c ’ -
oL * ., » - . _‘ - ]
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.

;;71‘,,>/ "T%e maJor questlons in this area concern ‘the effects that *the - f
qualzty of przceo turnarpund “and supyart 1nformat10n can have on ;_
user béhaV1or and how the behav;oral changes relate to the- expense ‘ﬁi
S of provzdlng various qualities of status 1nfbrmat10n. . B

T
-

*e - N - L4 L
PR <t - T : 4
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mental runs with yarying ‘types of metwork peripr nce’ £2£2533139Q5~'
provided to usérss— These incTude perfect 1nformat10n, perfect infor- .
pation with time lags, and information SaV1ng varylng degrees of

_v&~ randomized dlstortlon as ‘well as bias. , .- .
’ oo i .

o, & - ('I"he necessary information ‘can be derived fg a set af experi-

! e oL <o ' e <
- . Network Growth Effects.= A’very interesting area concerns

the -potential that thé network has for growth by mnet sérvice de- = . ’]
¥

m.pders 301n1ng the network. Of particular concern are the effects e
that' such additional demanders ¢an hdve upon the suppllers and ‘upon
the behavior of the,;nd1v1dual network users. %

7,
.

~w

~ ' v

“iluch of thevﬂgta de51reJ,;n—th15 area Wlll be obtalned from s e—
the capac1ty experlments condutted ds a. .part of the ‘network stablllty
;1 " tests discussed earller, However, it“would.be de51rab1e to. make ‘a
- limited number of additional Tuns with very large net 1ntreases in
* '~ netwovk demand (e.im, 50%, 100%). These run$ should- prOV1de an

indication of what ight result if-a number of small non»supplzer

f—. sites for a larger site w1th 1nadequate 1nternal capaclty) were to °
’ Jozn the netwdrk. They hou}d also provide an, 1ndzcat10n of the way
in which the perturbatzons caused by the 1ncreased detand would

:work themselves out. . . .

—r— 0y
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a’lfha,’sﬁmmaryrof §§pdin§s
‘As stated, "the experiﬁedts thus far dre of a very preliminary . .
, nature and it 1s dangeTrous to draw many hard concluslons before
a full set of institutional behaviors and p011c1es can be 1ncorporated
HOWeVer, a2 number of interesting  trends -were demonstrated that
bear further inVestigation. The experimental results have the
f0110w1ng 1mpllcat10ns for the’ V1ab111ty of an/ictual 1nst1tut10na1

.. . network: . - . ’
. N . * Q

-~

1. Network Flows - Substantial forces exist encourdging net~
work flows. ‘There are large discrepancies among sites on the net-

work in the area of prices, turnaround, and user support. Assuming
“~’//hat 51te hardwaré costs are not 1ncreased or decreased (in the .

shorf run), one e would expect the average pric e per job te decrease - __ __.. .
zilcantly in a network environment. / In. addition, -av rage job

: ﬂ::fzaround vwould decrease, and average support levels petx job would
' increase. The major inhibition to network flows‘zguld be policies
- through which 51tes attempt to-prevent the1r users from using the
network because of a cash fibw drain. Th}s deterrent would be
greatly reduced if there were a reasgnable number of sites-that were
net- demanders in-balance; so that all supplyiag 51tes could attract
llq;ome to help support their nethork usage.

S

-

2. Network'Stability - None of the 51mu1ated runs thus far
exhlbltea'unstable behav1or -even in the preasence of relatlvely
large shocks. Therg seemtto be a number of stabllzlng factors )
whlch contrlbute to dampen osc111atory movement and the implication

is that the, netwdrk is quite stable in its current representation.

.
%

. 3. Communlcatlons Costs - Communlcatlons costs do not appear
to be a significant daterrent to network usage' due to the large
- digcrepancy among sites' current prices. However, it is unlikely

that price differentials as large as those that presently exist .
would remain in a real network environment. Hence, flows would be
less than reported'ﬁere and the’ sen51t1V1ty to communications costs
would be correspondlngly larger.




'4.‘ Central Facilltatlng Network - It appears that the potentlal
exists for‘a pOSlthe role for a central fac111tat1ng organization.
A fac111tat1ng organization should encourage eff1c1ent use of the -
network and should. yéve somg method of fundlng. The simulations
g indicate that Both of these conditions appear to be true. ’Flrst,'
the multilateral 51mu1atlons showed consldergbly more flows' than
~ the bilateral runs; and, second the communications costs exverlments

indicated ‘that a surcharge on network traffic could’ be used to
finance a central facilitating organization. ‘

1
.

As the policies and s1te behavior are enrlched in Phase I;,
the wide selection that u111 be ava11ab1e will allow even further
experlments. Some of those that have already been done cah be . ‘
expanded and examined in more detail and those that were only ocut-
lined here can be performed Thus, through such/a set of exper1ments’
more can be learned aboiit the implication of various p011c1es and
behavior patterns on both thé oart1c1nat1ng institutions and the

network
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VII. SUMMAR?‘OP PROJECT ST@IUS
- " g : T

. .4

The pujpose of this section is to provide an abbrekiaféﬂ
description of the project, its current status, and plaﬁs for
et ’
‘Phases II and III. '

‘-
-

A;?,Simulation Médel, ; ' N |

Ed -
. 2 <
' . o

v

<
¢ 1. Characteristics

E

: . ’ ; - N .

¢ Is designed with a modular“structiure in a top-down
fashion. P -
Permits relaEively easy (often trivially so) insertion
of new modules and modifications to eXxisting modules.

T& written in FORTRAN for maximun transportability..

v . : - 3 ‘ - .
Follows weil-defined,conventions to Increase readability,
.avoid error3, and simplify maintenance. ] '

v
3

Operates with a weekly time interval.

Ipcorporates a wide Pange of decision variables that |
permit the exploration of policy alternatives. I
Defines computing services in terms of (currently) ,

44 different standard "service types" whiclr are
relatively homogene®us services, such as "debugging

runs" and *short statistical packages."

Permits each site to define (currently) four special
service types that are unique to fhat site and of
general interest to outside users'

Defines capacity at each network site in termgzof
seven standard basic resources such as CPU speed
and primary memory size and one dptional resource
vwhich may be selected by the site.

A . - »
Estimates for each time incremént, the demand at
each site for each service type. - -

L3

Maps serviceg types into requirements for each resource. .
p ¢ I - - . .

Determines actual demand at a.site by aggregating
demands from 411 sites (including local demand) and,
then #ccounts for constraints on cash flows, communi-
cation capacity, etg. - -
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t

SRR X

A,

"T' PR . s ¢ du“ ' i . Ei ' 0 - T o
_ 2.  Status | - L 'ﬁ? . L Sl
o, . -
+® Is currentlz‘operatlonal. P -

- - -t - 1‘.,_ . %;‘ - . o, ; “',

’ e Cﬁntalns approxzmately 15, OOO»source statements . :,//" ™

{(1/3 executable statements, 1/3 noﬁ‘executable ‘ o T

statements, e.g.,mdata deflnltlons (1/3 comments) .4 s
.-‘ . . B . . — i. )
. ¢ ‘Is thorJughly documented ) . A ”ﬁ\ ' T

- " ‘. “: ’Q‘ 7"77_,

.~ * % Has.been validated and is capable of performing a}i ¥ | -
7 . spec1fied analyses., =, R e B

- "; . . . \\ . ’, A . ?

'~ ® Requires expan51on,af the library ‘of avadilable poli-

_ cies and practices -- minor task contlnulgg throuzhout y .
- the project. ., * . : s

Y

Fequires a major §ffort in additional validation of
: site data which is often incomplete or inconsistent.

A
Y
[

«

. ) : ";/ . ) A
. < - .
B. Site Data ‘ i , ‘ ) S
/ - R v - -
e Collection of data has-proven to be a problem) because
— — -of differences that exist among sites with respect to ' .
data that are routinely collected, classification of
services, classification of resources, costlng con-
p . ventions, etc. - > _ ' 4
. ‘e Collection of data was accomplished with two questlan-
Y .naires: the first one was unstructured to gain a ;
- better overall understanding of each site, and the . P
- Setond one was structured according to model require- :
- ments. (particularly with respect to cur;ent service .
" type supply and demand) -

- H b »

e _Benchmark programs have been run and are avallable to

LI Verlfy §ata acros§ sites. . - *
v ’ ’

e Initial data are avallable on all 16 sites and -steps
are belng taken to’ collect m1551ng data and resolve
inconsistencies. ;

Vi - J d

‘o Data from seven'sites are consjdered complete enough .
for valid. prellmlﬁéry network studles. N -
- - . - . . . B . N ’G‘

- ¢

" C. Statﬁe and lgplementation’of Background Stﬁdies '?
. K t * . ——
1. TVice Typeé‘and Workload Representatlon - Mogt of the X

background -studies have beeﬁ'comp}ered and the results have been

. incorporated into the model. For these, xhe resultant model char-

- L

, - Iz , ’ 1 32 :



% acteristics are described. For studies stjli in pragress, the
- ¢ current status is presented. - N - o

—— e

"SerV1ce types” are used to characterize relatlveiy
homogeneous (with respect to machine 1mpact) computlng
_services. .

> 3 e

Dimensions con51dered include batch versus interactive
. . 7jobs, type of resources required (.g., CPU- or 1nput/
AR, 6utput), size of job, and priority.
Tl s~
/-

e — —a_It is desirable to keep_the number of service: types -
below 50,,51nce this number ig the major determinant
of the primary memory requirement for the model. _1It.
-also represents an upper (perhaps too high} 1imit on
.the level of detail at whlch sites are’ agle ‘to descrlbe
current activities.
ifs
.Representatlon currently .consists of 48 service types:
11, interactive with priority 1; 1 fast batch with
pylority 2, 32 general batch W1th priorities 3 to
j} and 4 avallable for unlque services<
Demand in terms of each serv1ce type is mapped 1nto
resource requirements at each site..
Seven resource types are used, with 2 site dependent
eighth resource type permitted.

2. Network Organization and Administration

————

e A variety of alternative network organlzatlonal and
_administrative structures have béen defined. ,//~\\\}
Any combination of these structures can be represented
by propet specification of ex1$t1ng model parameters.

~
’

Policy variation encompass1ng a wide range of alterna-_
tives is permltted

i
/!

3. _User Services and Support

- /
.0, Level of service is expressed in . terms of doilars
"~ expended.
. p P
Budget for use€r. sefQices at a given site is allocated
across each service type. A variety of allocation, ’

schemes is permitted. .
Demand fgr a service tgzv)depends Gin additdion to ’
t

price an urnaround) on -expenditures for user support
of that service type,
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R " "e Cost of user services 1nc1udes both flxed and variable .
S ) . costs. - ‘ : . <
- 4., Communicationé . — s T, e
. o’ ) ) RN C . ,: . a - .
3 ‘e -Representation is capablg of accommodating a wide . e
\ - varlety of technologies and pricé str%/;uresu . E
-7 N0 . Model currently utilizes commupication technology . -
L, . and prices as provided by commerczal o:gan1zat10ns
] . such as Telenet. . &
4 K - . ¢ -
: T ¢ The cost of communications include an initial inter- -7
- face cost, which is dependent on e of interface

. - (e.g. modify host pperating sys: ersus dial-in

. . T‘ pub11c port).
L Gosts include- a f1xed period charge, which depends
on bandwidth and distance to nearest eatry node,_ {

’ a variable packet charge. ;*95?

5. Coﬁﬁuter Systems Performance Modeling -
. i ¢ .

NN
i

>

. ¢ This has been one of the most difficult technlcal
- ,/) problems faced in develop1ng -the.model. g

é Problems stemmed from heterogeneity gf hardware at -
- the. different sites. : .

¢ Current approach taken (in Questionpaire #2) is to
. ask each site for volume and perfo?xance data by
7o standard service types and .to utilize this data -
directly iIn S1mp1e tabulaT form.

¢ A parallel study has been made to appiy network queuelng
. models to the performance measurement problem in an .

£ . -attempt to obtain analyt1ca1 representations.” Early

' results are very encouragirnyg. .,

P -

6.~ Supply Determination ) » .

£ -

¢ An 1nst1tut10n s supply p011c1es pertain to budget

hardware, software, service offerings; support . o
services, and prices. » v

.

¢ _Level for each element of supply (e.g., hardware) is
governed by the budgeted funds allocated to_ that . .
element, the actual or perceived demands, for it, &
and" site policy decisions. : - Ca~

|
el
@
"
i
' }
it
1*&*}
%
4
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7 . .. ' user categories .(e.g.% administratdrs, st ts,
L researchers, etc.), from w?%gb demand by/service -~ .
‘ ¢ - -type is-generated. g -,
® Policy -variables/for each site define it$s demand .
policies, supply policies, and "market!' policies -
v (i.e., how capacity is rationed if all of‘ the demand ]
. .’ cannot be satisfied). - ’

& T T N

7. Déménd“Estiﬁations
.7‘ - A (] ] . }
T '1ly estimated by .
ast ysage, growth™
ound, price, and

-~ ® Demapnd-at a given site is initi
) user category as-.a function of
. . ° _ trends, seasonal effects, turn

"+ “~—user support. -

A

*® _Aggregﬁte demand at,a site by fiser category is then
~._ ~ happed into demand by individual. service type.

%

- ® Service type demand at a usér[site is then allocated .
among competing supplying sites based on price,

- . turnaround, user support, and|inertia (i.e., reluctance

or inability of users to make| rapid shifts in th€ir -..
demand among sites). : . v

8. Pricing

~ ® Sites can set prices for eac - service-type directly. . \
. ~ H
-

es for rawiégéggfces and
ice type prites. 2

egies availdble to supplier -
ces of hgavily utilized
of und¢r-utilized ones -- .

® Most sites prefer to set pr
let the model calculate ser

* ~

~¢ Typical of the pricing stra
sites is that of raising pr
resources and lowering thos

-

zation.

j/)// i, ' . thus encouraging more effi7ient overall system utili-

1Y
. A /

’
z /

9. Site Representations

3
k2

W N

"¢ . 5-:«*? . .
e Capacity at a sité/f§/5;fined,ingt§}ms‘of the maxi-
(  num usable capacity of critical resourceg.s . -
B oz -

. ® Each available service type at' a site is defined in
. terms of its ré€quirements for thése critical resources.

® Communication capacities, reliabillity estimates, and -
scheduled availabiTity are also co?lected by site. - v

s L

® Each site presents a ﬁnique set of ;from oneto ten
: ,
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] Other site- speczflc data pertain to suchlmatters as
price discounts for specific buyers and hon-standard
communication costs té specific 51tes.,-§,

- -
. . . - ’

4 -
Phase IfSimulation Experiments

. - - - * -

. Emphaszs was on exerc151ng and valldatlng the baszc
- simulation 'model.

‘e A omprehensive setzof experlments was designed.in
“detail. These 1nc1uded explorations. of such areas
‘as: g K : ! . .. . Y

il = " ", R -y .
- leateral agreements versus central network
organlgatlon. ¢

-
>

§ d 3

Siteispetialization

1Pricing lefels

Propen51ty of users to Shlft sitéds in response o
:-t0 lower prices or better service

"

Effects of quality of network 1qformat10n dassem1~
‘nated to users on network usage * . -

<

Communication costs : SR

,Identificatfbn of. constraints on résourge sharing
s’ -
Dynanmic network Behavior when major p,zturbatlons
vere 1ntroduced . )
Conseqnences of alternatlve network structures .
:and arrangements on: - .
Supply gnd demand at’each site .
Wor'k flow;patterns .
. Balance of payment patterns . :
Growth patterns »
Equ111br1um~cond1t10ns -

Y E

] The model is capable of examznlng all of" the situa-
tions listed aboxe. - . .

,~v" - R4 7 e

« o Seferal of the e&perzmen;s yhlch did not require. “Phase
-1I policy information or a full set of’valldhted 51te
“ representations wereJconducted

- . .
.y, ’
. - * - 4 -

-

e --Many of the remaxnlng experlments w111 be conductéd;,
during Phase II as site data and pollcy represehtatlons-

permlt. \\\~ .
- sd




s

. #e Not all basic Phase I site data are available. The |- A,f

"¢ Phase II .Will use-.the model to represent the actual

. e Aﬂ&ptlon of the model to allow interactive gam;ng

Y

L4 . -,

-rest will have to be colleg;ed and validated in- -
,parallel wtih Phase II. - \: L T S

0 Phase II data collectlon will include both writtent »

uestionnaires and on-site interviews. Focus will L
e on 1nst1fﬂfzbna1 policy and decr51on maklng be- S

'haV'IOT . ot - . . . R ‘e . . AN 1o
’ * - . s I

* - - - I,

o The current model is fully adaptable to .site- 5pec1f1c
policy and behavioral data. _ , I R

e
’ 3 - »

Jbolicies and- decisions of the part1c1pat1ng institu- - -
tions. ’ : e L ; S
. T ' . .
e Phase II experiméhgd will examine the 1mp11cat10n§ -
. of-a 'variefy of,.site and network policies and decisions
on network flows, individual network members, and
overall network”V1ab111ty. . L. s

i

decisions in Phase III should be le;s—éifflcult than,

expected
.8 Phase III will allow interactivé%E{;ectlon and.mo§§ = T

ficatiow of policies by institutiomal representatlves . o
in order to explore the dynamlc aspects of metwork : .-
behavior. . . :

4 h t: 'y
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- - (EDUCOM, Pril}ce‘;oin, New Jersey) June 1976. . a
"A Cyclic Queueing Model for the EDUCOM Network Sipulation
and; Gaming Project,” Final Repart, BGS Incorporatéd (EDUCOM, .
Princeton, New Jérsey) in preparatiom. , e
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Tﬁésmagor segments of the model are discussed 1n¥detall in

_;i,thzs,appendlx. As descr1hed,1n Séction 111, the-model~de51gn is

,based on a mod1f1ed .top-dawn, structured programmlng pproach.

- This dzscuss1on £oPlows the sequence specified by the Systen

" flowcharts which appear as Figure A.I-la - A.I-1q following the
text. The flow of controflin all cases is from top to bottom,

. left to right. Looping is indicated by cross- -hatching as, for

aexamyle, in Hodule 3.0 of. Flgure A.I-1la.. The symbol ¥ is read:

- /
"*for\every. wol — B < . -

A NETSEM - (D ;
NETSTM , e

z

LS

Module NEISIM is the main program and serves to control the
entire Netwotk Simulation Model.' All runs are initiated by calling
.this module. " 1It, izjxu?n, calls other modules as required. -NETSIM

=

performs three majoy functions: ¢
.,‘o

«
- -

1. -"Common variables are initialized to zéro.,

2. 1Input/Output unit numbers are set.

3, The five top-level- funct1ona1_xggt1nes are called in the
sequence 1nd1ca;ed in Figure A.I- la. .

*

7
- .

|, Figure A.I-1la summarizes overall model operation, as well as
iﬁillusﬁ}ating ‘the moiﬁiar approach to the model des1gn, Note thafz//
ces with one module, NETSIM. NETSIM, in tufn,
does some preliminary initializationm. Its major fdnction, however,
/ ~is to dlvzde the task of running the overall simulation into five
”}oglcal components (sub modules) and then to control the use of
these modules. During this process some modules may be used moré,

the user only inter

I

than’once, as indicated by the looping 1% module 3.0. In general
_each of the subroutines called will, in fact, be the primary rou-
tine for a similar hierarchy. This process continues with finer
" and fzner definition of funct1ons-unt11 all computation needs
have been satisfied.




B. ”INPUT(l 0) -°Input Data

—

- - ¥

S s
~

. Thls module (?1gure A.I-1b) controls all data 1npu§i‘iTheie
are‘thteé—mazn categorles of 1nput data: ~ 7~ .7

-
* - L5

ﬁil. IRNCTE(1.1) - Run Control Imput Data - Interact1ve data
are read in maéule INTAC, and includes such items as the number
of weeks to be 51mu1ated~-the"date of the run, the type of run
(restart or orlganal) and any run time comments: If a restart
is speczfzed Jmédule IRLGIN wzll read the requlred restart data
fron the gppropriate files.- ’

N

'3. INETWK(I .2) - Global Parambters - Defzned as paraaeters )
‘ that are not specified to any one 512;? global parameters include
,System parameters (Module ISYSPR)/such as the number of sités and
serV1ce types on the network; and network parameters (Hodule IRETPR)
such as ngtwork comnunications costs., This 1nput section issby-
pasfed in case of a restart.

Py

. B A =

-3. ISIDAT(1.3) - Site Specific Data - The data for each site-
are read -in-the following sequence:

a. General Site Data - Includes data such as overall

policy znformatlon, Teport selection indicators,
number of scheduled up hoursy and r&lzabllaty ésti-

mates.

Site Supply Data -‘Ihit;al’describtions of budgeta,

systenm hardware/softwaré,iggrvices offered, prices,
user support, and capacity impact factors.

A

<€

c. S1te De#and Data - Includes data suck as initial
base lgvels- of demand for each user category, user
category sensitivity and seasonality-factors, and

mappingﬁfactors for determining service demand by

. user category. ' —




c. .-zsmup(z;m - Run Initialization

- -

- .

This module (Plgure A i-1c) performs all pre- run calculatlons;
po;;py 1n1t1a11zat10n, and initial peport generation. The three‘
7, T

., main éectzons af’ZSETUP are as follows: .
V::/:'-' - /x./ ‘: o - . . .

i 1. ZPRBRNEZ 1) - Bputations - These include con-
‘f/rs1on of raw data inte qéproprzate forms, determlnatlon of
;smoothlng-consta?ts aﬁa,znltlal smoothed va;ues, and a varlety

_.fof preliminary analyses. For "restart" runs, thls module is

bypassed. The major functions of ZPRERN are: " : ’;a.

. . R -
a. Initialization of the demand mat?ix, ﬁR, ;nd £he;
*  price métrix, PRICE, for every site and servicei
type. Other calculatlons in ZCOMP 1nc1ude the_
scaling of input hourly system resour;e capac1t1es
‘to weekly figures and the. computation - of 1n1t1a1

resource utlllzatlons at every site.

Thé computation of initial ?ﬁ%néiounds'and-résﬁdﬁbe a
times for every site and servzce type in Module -
ZTURN. . . - . ’ :

A

F )
The calculation of network average turnafound, price,
and support is performed in’ special analysis routines
ANTCAL'and'ANEEEL; which are'éalle@ from ZPRERN.

-

_ 2. ZIPOL(2.2) - Initialize Standard Policy Vector - See Aﬁ‘
. pendix FI-B. | - e :
’ . ) - :
3.' Z0UT(2.3) - Pre-run Output - Contfels the'o ut of imitial
information’ Teports for the network as a whole (Modu ZNOUT) and
each individual site (Hodule ZSOUT) Inltzal reports are used
for verzflcatzon of pre run conditions and as a response poznt for

future compa?1sons. .

,
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,.Df-;§ROCES(3.0) - Process~snd Report

-

' This is the controlling modﬁlg for the period by périod
. (weekly) processing and reporting. Each time period (Figure A.I-1d)
’ fi; successively calls routines for computation of éxogenOUS cﬁaﬁges,
-Qﬁupplg,%ge?and,_load balancing (market analysis), period analyses,
#nd ‘peridd reports. These routines f@rm,the major part of the
"' simulation model aiid are detailed.in ‘the following six Sectioms..

[
»

E.. XOGBN(S.lQ - Exogenous. Changes L -

— —
-

*

Exogenous changes are defined as those changes that cannot
nérmally{he acéomplished by the analytical routines ip/later

Eg.‘modules On the network, Ievel they. mighi include perturbations

'as new sites, entire sitd¥s g01ng Ooff the network for a perlod*of _
tzme, changes in network communlcatlo Costs, or changes in orgami-
Zational §3ructure. At the site level, policy changes, cénfigura-
tion-changes, or revised demand profiles all fit this category.

-

- »
ER . s -
- .

Only the overall module structure shown in Figure A.I-le has
been implemented during Phase I of the project. Major use of the

-~

module has been for experiments that require unusual perturbations
during the run. In general, Spec1al Troutines must be written ‘for
thlS purpose each time this is done. Dur:ng the later gaming

-

phases of the project, XOGEN will become an 1nteract1ve routlne

for on-line 1nput of decisions and policy changes

F. SUPLY(3.2) - Supply

.

The output of module SUPLY consists of descriptions of those
aspects of a site's offerlngs that’ are V151b1e to potential users
of the site's computation facilities. These include available
servzces, prices, and levels of support. Such offerin@s are deter-
mined in this module within the guidelines and constraints of
supply p011c1es, budgets, and avallable system_ hardware and sqft-
ware. Module SUPLY begins with an 1nterpretat10n ‘of overall sife

" supply p011c1es‘(3.21) and an evaluation of avallable‘buggets and

. .




L®

budéei constraints (3.22).° The other determinations are then_.
. completed in the sequence 1nd1cated by Figure A.I- lf ~ The
following sections detail thls procéss.

P4

= { T
1.4 SPOLC(} 21) - Interpret Overall Site P011c1es - Thls
sectzon "of ‘the model 1nterprets the supply policy time flag’ and
translates .the current overall policy vector into speclflc,supplyrr _
_ areas. Thé supply polzcy time flag (Appendix II-G) indicates the |
“ sstatus of the current overall policy vector. A site may nafﬁfg k
the polxcles that it has been using, try new ones for a specified
{perlod of time, or- permanently change its “standard" policies,
The flrst step in the interpretation of site supply policies is
therefore the implementation of any changes in policy specifica-

tion necessztated by the supply policy time flag. As an example,
suppose ‘that XYZ has been following p011c1es that give it a "cest .
conscious" profile. By uszng the "time flag" vector, it can speci-
fy that it wishes to try out.a ”marketlng" oriented prolee for -
thirteen weeks {(for example, during the slow summer quarter).__

_ After this time ‘period, XYZ's standard cost _conscious pollczes

,W111 be relnstated If later the site dec;des that the marketing
oriented pollcies are prefe?red these can beceme XYl's stdandard
p911c1es ’ , i -

* />
' —

The second major step is to t;anslete the overali supply
policy into specific polic} sets. fﬁis includes- policy sets for
budget - (ISPOLL), hardware/software (ISPOLZ), services available
(ISPDLS), pricing (ISPOL4), and support (ISPOLS) As with most -
decision poznts' a site can use general policy sets which have
been incorporated int6é the model, or it can access its own Tou-
tines. Continuing the example, suppose that XYZ is. currently
following a marketlng oriepted overall prolee. Its policy Sets
for budget, hardware/software, serv1ces available, pricing, end ”

_ suppoft will all be compati@le;with this profile. )

.
-/ e F
. e

P

2. SBUDG(3.22) - Budget - This, and all Temaining supply
modules; operate in two basic‘'steps -- evaluation of the appro-

- p;1ate/9911cy set, and implementation of that set. The budget

146
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pollcy (ISPOLl) Spec1f1ed An module SPOLC is evaluated in SBGPOL {
1n ordbr “to select the actual budget algor:thms~and aSSOC1ated

, parameters to be.used in the 1mplementat1on of this policy. I£l . ,42
"‘- the, budget policy had been speclfled in the Exogenous Changes C o
s mqgule (o 1), SBGPOL would .be oxpassed = - , PR la";;;
: . ) ;- & ’ : .- . {;

"+ The second step in the process is the actual computatlonfof i ”

the budget aliowances acco

e Jhi module mlght then determine that the budgeted -
allowance or one of the user, categories was exceeded by actual -
expendltureshubut that other categories were'well belowrbudget. -

Following thi seleoted pol1cy, the budget allowance for that user }‘é

category uould be 1ncreased, and other categorzes would be reduced .
_proport1onately ' ol ’ T -
3. SHDSF(3.23) - Hardware/Softhare - The hardware/software <

pollcy (ISPOL2). is evaluated in SHSPOL to determine the configura-
“tien change algorithms and their assoc;ated parameters. If.a site
has specified its hardware/software pollcy 1n the ongenous Changes
_. module, this procedure would be omitted. ) o .
’ e ) L3
System ut111zatzon is then evaluated and hardware/software
capaéiti modified accord1ng to the approprlate hardware/software
policy. , o o T
.. 4. SERVL(3.24) - Services Available - The available policy
'set (ISPOL3) is evaluated in SRVPGL to choose the aituaffservices
avallable:pollcy and the associated parameters‘ Ifia site has '

spec1f1ed its services available policy in the ongenous Changeé
module, this section would be bypassed“\\;*{' . : -

e
M & . - . <
s

The actial evaluatzon of the demand for the service types _ ' -

not curreatlx\‘ffered by the site takes place in SRVIMP.{ Factors J L
whléh a;e conszdered are: the amount.of actual demand for the . -

\serv1ce\type, the turnarounds, response tlmes, and posslbly the

; )




"amount of unsatisfied demand for that .service type. Lf the site
"deczdes" to offer a new serV1ce type, it usually incurs an.initial
cost of 1ntrodact10n, for whlch there must be budgeted funds.'
s, SPRTCE(S 25) - Prlcxng,- Instztutlons may handle priczng
in different ways. Rather than price by service type, most sités .
1~Chafg§vfo each spec1f1c resource. For example, XYZ may choose
T to chaﬁgegzté\pzlce for CPU t1me, thus affecting the prices of
,all,services consuming CPU time- ‘in proportion to usage of this

resource. Assume, however, that a site decides.to price by serv-—
‘ice type. It may pick a polic} which raises prices for services
that need to be dzsCﬂnraged (accordlng .to the same crlte;;a} and
lowérs them for new offerlngs OT services where usage 1s to be.
encouraged '

-

Unlike the previous service independent supply modules, sep=-
arate price calculations must be made for each service type. Module
SPRPOL detetmines the pricing p011cy'and associated parameters
based on ISPOL4. SPRIMP‘Imp4emants that pOllCY and calculates the
‘price ‘of each seTV1ce type .

’

/

" 6. 'SUPOR(3. 26) - Support - This section of the model evaluates
the support policy set (ISPOLS) for each service type and then
computes the actual 1evels of support that would exist under the
seIected'pollcies }

G+ DMAND(S.S) - Demand

E

The 'DEMAND section (Flgure A.I- lg) of the Network Slmulataon
model controls the calculation of demand for.computer servicés and
its allocatlonlamong avaalable suppllers (including the originating
site).

| I -

. D :

' 1. DpOl (3.31) - Interpret Overall Site Policy - This moduIe}
translates t}‘% OVerall site p011C1es {(IOPOLC) into specific’ p011-
cies for each user category for demand allocation (IAPOL), trunca-
tion, (ITRPOL - imppsing.budget iimits), and user categpry deq?nd

A
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DETERTS 32) - Determlne Demandeevel - This module deter-

mlnes the dg§ ed demand by user catego by flrs;ﬁggmputing an
expected base ‘1ével of demand and then no ifying level hy .

- A ’
. \
* - > - t{

133A$é(3':3’2;) -;‘Eetermine*BXse Lieirelusx The base Ieve
of demand (Eigure A. I-lﬁf for each user category is
estlmated first as'a function of the initial level -
of demand and an assumed growth profile. Th15~1n1'
tial estimateﬂis thén'adjusfed to accommodate the.

rea11t1es of present turnaround, price, and support,
and the effect bf these items on demand. 'The g
base level o//ﬁemand for- each -user category is a
dlmen51on1e s number representing the amount (rela-
vels at time zero) of overall defyand.
later be translated\lnto service specific
démafid units. The process of’ determlnlng the base

T'level each period involves the following -equation:

L]

= f(Io,G,T,P,S)

Io initial base level of demand
(at time = 0) °
growth factor for'base level
-_;urnaround (preV1ous time period)
= priee (pxevious. time period)
o= stgggrt (previous time _period)

-

The effect #f the gro#th factor is computed as a function of
time, i.e., the week number. The effect of turnaround, price, and
support arg‘determined by the relative sensitivity of the .user

catégory to each of these factors and the hisfo;icalﬁy expected
valués of each. . -

s - . - - . ‘ ¥ -

DGROW (3. 3211) - Demand\Base Growth - This functlon
estlmates the growth in demand based On some pre-
determlned algorlthm Typ1ca1 algorlthms mlght

>

ld(} '/




};
’- <
1nc1ude expOrentlal linear, the results of re-

7 gression avalyses, tabular, etc, Presently it is
_ assumed that all.demand grows.at 4 compound zZnnual
Lkrate'bf'., whefe R is 1nput for each usér category
at ear{ site. ’

Jom - . N ?
. ,

/ L
DTURN(3.3212) - Effect of Turnaround on Demand -

his functlon calculates an adJustméht to the“base
level of demand based on turnaround. The, .actual E
turnaround is compared to the hlstorlcally achleved )
turnaround. If actual is worse than expegted, then - .
this caudes’ a reducthn in demand.. If the actual -
turnaround is better than the expected turnaround,

‘demand will be increased. Thé absolute magnitude

of this change in demand level dépends on the
‘difference between actual and expected and the

. sensitivity of thé’user‘category to this factor.

iii. - DPRICE(S 3213) - Effect of Price on/Demand - This

functlon calculates an adjustment ‘to the base level

of demand based on price. As in turnaround, the
actual price is compared to the expected value and
the increase or reductlon is-determined by the‘
difference and the user's sensitivity to prlce.
i:{&. DSUPP(3.3214) - Effect-of Support on Demand - Thls
J function calculates the adJustment'to demand based

on support. Again, actual support is compared to
expected levels for determfnlng the dlfference and
- 'the effectd&

-

[ 4
L]

DSEAS(3. 322) - Seasonallze Demand - This module pexr-
forms the seasonallzatlon of .the base levels of demand
for each user gategory. This is accomplished by multi-
plying the computed base level of'demand'by'a monthly
seasonality factor (assuming,a 13 monthyear, 4 weeks |




g - N ‘! -

i7ff{i' N . per mdnth), i.e., by 'the expected percentage varia- e
Tf, . . tion. The seasona11ty factors are stored. in tabular -
LR . ".:,‘ form for each user category at each site. v

e
c. DTﬁUNt(3 323) -)Truncate Bemand due to Budget Lo

I L Limitations - The following general procedurd is . . =i

- . used to ensure that calculated demand is compati- '{ "g
ble with _the, ava11ab1e budget: T 7

s T -

-’ . 7: . =, . N - Cor Lt
“ ~—

o R Spread (map) base ié&el of demand by user categofy :
B - } ﬂsetvice type'demands. A system utﬂé’ity routine ,
- Tms this computation (USTMAP) . Ba51ca11y, it is [y
“, assumed that fqn each use& category, praJortlanal

® . .- ysage “of each serv1ce type rema1ns constant. Hence

ii. F1nd the*approx1mate dost to run these jobs using
cuﬂkent prices.- )

’ - v, Y AP . - ‘.
.?:‘:; i iii. ':9ﬂ costs oﬁer all service types to et the expected ;ﬁ
' . tal expendlture for the user categoyy. . )
iv., Use ‘a Budget truncation .policy (Rppend X II E-3) ) >
) to determine if budget’ c6nstra1nts will We V101ated
. B ~and, if S0, thhe demand estzmate should be reduced | P
. . (truncated) : ‘- o o

I ‘ *

- 3. DALLO(3.33) - Allotate ‘Demand Among. Candidate g?tes - As® .
“with a11,p011cy areas, this is a two stage procedure. The alloca-

" tion policies are first evaluated 'in module-3.331. Based'on‘these'% T
_ policies, the avajlable sites are examined and the demand is al- T.f
-« located (module 3.332). ThlS module is exerc1sed "for each user N
jﬁ(' ’catego . ' . ) " . .
S ] DAPOL(3.331) - évaluate Alloca<tio.n Policies -'The-b =
ii;‘-‘ ‘ [". o g f1rst/§tep (F1gure Ad-1j) is to determine for the - :'. -
S0 “, ¥ given user category the re tr1ct1ons on where’ these .;.ﬁz-

R - - 4
I . . . '4 ‘ i 3 . - . -
" f-‘ - hd : . ) 151 * P &c : . .

'
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N
N

>

‘};- - T N\gsers ar§ allowed to go to| satisfy their demang.’ :

- hf.-oll 1es dt the user category'lével are, ./fi T
.. evaluated in module DUPOL.|- o CLo.

- . . 4 *

- S

| S Before dema\ﬁ\can be discussed at, the service typéiii;

”1eve1, it is.ne essary to_map the user category -

base level of demand (determined preqlouély in L
module "3.32) into service ‘ype demands. Module -

DMAP accomp113§e§ this v1aLthefsystem utility -~ .~ 7.

routlne USTMAP. F1na11y, module DSPOL perm:ts ;tsr -
~definition of sérvite- sped1f1c allocation pol1c s

¥

. o pollcv for* "all ‘work attrlbuted to-a given.user.
v . ] i
~ b. Dgihld(s 332) - Select aAd Allocate by.Service Type -
-+ Once all allocatlon polikies have been deflned the
'actual site selegtlons nd-allocations must be ac~
compllshgd (Figure A. I ~1k). THis involves simul-

taneous con51derat1on of the site selectio e;hods
-

. .- and the user. category a110cat1on restricti ’ and - 3

/ 2 *

-~ is controlled by module 3. 3321. .

- 4 * 4 »
xr

- i. DRATE(S 3321) - Compute Allocatlons 6’/5emand - The -
rating and select1on model allocates service spec1f1c
demands to the best available, 51te for each,user A~

%

. . tegory. Thls is done in three step5' .
r' ' Al ‘ T - -
C BCOSET(3.33211) - Set Ratlng Coeff1c1ents . The co,,__\

- efficients used for the ratlng of availabple 'sites

Y rt

flncludlng 1n house) are determzned by this modulé.’

-

' and,momentum, i. Bﬁ: past demand. ce L, .
* - s -
- t .

.+ - _DUCRES(3. 33212) - Impose User Restrictions ™ Thé

»

- . restrictlons on ava11ab1e sites for'demand alloca-
, .
tion aasthe sery1ce type level arg 1mposed ha‘thls
mahule. 14 , . :

- s . . * .
\_. .‘-\{ . , . - . \ ‘ ] "'. 2 . — [
- - A ‘ el .« -
, /\3{)‘ Yoo 182 0 o .

if these are de51red Mbét sites\will uge the same 3

N

There afe toeff1c1ents for przce, furnaround ‘support,
.



DPOL1(3.33213) - Rate Sites and Alldcate Pemand < The
p011c1es set in module DSPOL (3 3313), in combina-

modu1e4. Every ava11ab1e ite is rated and the de-
mand is“allocated on “the’ service type level to the

best sites. leltscas to the number of allocatlble
smtes are set as- :a function 6f pollcy.

~
v’ £ - -

ii. DSMTH(S 3322) - The caléulatlon ‘of the expected walues
‘ of turnaround, prace, and s Support for”the<user category.
753” "~ This is accompﬁhsﬁed by flrst comput;ng ‘the actual
. values for .each serv1ce type, summang these results to
-obtain a -total figure, and then d1v1d1ng this total by
.the number of services di?ande& by the user category
e~ -\ : ' ‘

DSDR(3.3323) - lipdate Demand Matrix (DR) - The alloca-
fiopsfdetermineg_in.moduie 3.33213 are ‘added to the
appropriate ‘elements of the Demand “Requested (DR)
matrix ‘Values of Fhis matrix represent a running

sum of all deq’yd. + This matrix is complete only after
the thlre demand section of the model (3.3) hasvbeen
completed. : :

"H. MARKET (3.4) - Market An’a1ygis

Tﬁls rout1ne (Flgure A,I-11) controls the allocatlon of each
51te s system resources among the requested demands from all netWork
and 1nternal users. It takes into account suppiy constralnts,

, schedullng pr10r1t1es, communlcat1on leads, ett.. There are three’

major segments: . o ' ; -
* L3

4

N MALLO(S .41) - Supply Allocatlon -+ The allocaticm of system

“*— Tesourcessat every sitexsis performed (Figure A I-1m) d's follow5'
L4 N .a

a. .MSUM(3.4T1) - Demand Summatlon - All serxvice demands
orzglnatlng at, that 51te and all service SpeC1f1C de-

-‘

. .y
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IR N “mands directed to the 51te are calculated in this

- . - Y
£ - .

A routine. These dema?ds are then mapped into system
?,”", h . U
N ‘resource requests using the special routine RIFMAP -~
>

v . (serV1ce typekto resﬁurce mappzn ).. . S ]/f” .

. ‘\

R

el b, NPOLEV (3. 412) - Policy Evaluation - This routine”
: o assigns the approprlate segmeng df the site’s overall

éﬁ-fé ) i 7 ,,polrcy to 1ts market” po};cyT ISPOL. This js actually
. e - -

> done in MGPOLC Upon determznatron of this* pollcz,
B - -MAPOL (Allocation of Supply Pollcy) determlnes the
’ ' approprlate market cutback algorithm and pardmeters.

r3 = . .
- . . .
.

L - The routipe MCUT (3.41221) is useﬂ to compute any -

”

z- ¥

T over-utilizations of system reources and to set the
' pércentages to cut service specific demands. )
. ‘ c. MREAL(3.413) - Allocatlon of Supply - This routi
«; COntrols the actual cﬁtbacks of service specific de-
.. ) ) . "mand: The -methbd of demand cutti g is a functlon QQX%Q
7 " , . policy ‘and specific site comnstraints (performance
/~ contracts, etc.). (See Appendix IL-F).
- L L " T a
< . " 2. MLOAD(3.42) - Estimate Turnaréund - /This. routine will esti-
mate servic type turnarounds at every, sste for the purposé of al-
. locatjing "network" demand This module 15 a stub at the’ present t1me,
;, since the network site has not yet been ifiplemented. )
. 5. MNETC3*43) - Allocate Network Demand - Th}s routine will
allocate network. demand to thé best availablé sitess This. module 15 a»f;
;’ . stub at- “the present t1me,‘51nce the network site has not ‘been- 1m-' '

’ plented , = e

- - -
T - B . - -

b #

' ) . ot
I. &NALY(S.S) - Period Analyses -

.

Thrs routine (Flgure A.I-1n) contgols the- ‘period summary analyses
for the individdégl sites and for the network It is qomposed of two
maJor segments. The caléulatlons done here are available for

’ -
L P .

';‘,, - : : B . 154 ' o ) .
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-45fif— Téiqifing pggposes in the report segment (4.0).« < ///- AN

. I3
W e R - 7 t " . .

- - 1. ASITE(3.51) - Site Analyses - The'controlling goutine fof '°
the pen%gd analyses performed by every site calls the'followzﬁg M

. Sy

e - #

z - 4 . =

+ .. modules: ° ) Y T
T é b - i ‘5 ~
- d . [ '; -

a. ASUM(3.511) - General ngputatlons - Computez 51te

.

-

7 . averages, summatlons, and other summary data. For . N
I A, ) * . example, it calculates the site average prace over
S . : all service types for each site. v
b. ATUR51(3 513) - TurnaTound Calculation - Turnarounds i
for every site -and service type. are determined in this

. . module.’ Every site has its own ique turnaround

calculations sequenced.as modiles ATNSOI through

o ~ATNS20 which are called by ATURNl as 111ustrated in R

. i Fi AI-1 - '
igure o. » . -

£ . = ' e 4 es-a

- - - - * - -

v

C. ﬁPUS(3.513) - Support Lewel - This routipe computes
the per unit dodlar level of support that users will .

- . \7 see, These stpport levels msut be detergined for + .
) every segv1ce orfered at the site, L .
) - d. ASTAEF(3.514) - Sitgygtaffing - Currently a stub,
this routine is available for future studies con-
> ‘cerning computer center staffing at any séte. ;‘
<~ .7 e. ACOMMI(3.515) - ‘Site Communications - The “total” ’
- ’ . communications 9oad (both.from the network and to y «
Lo o _the, network) is calculated in this routlne.' Thls -
o . +  %is.summet over all serV1ces.‘ Note that ﬁork satls- . .
‘;y,« ' < . fied in- house will not be included in the commu- . —
] ) . nrcatlf load since this is not sent.out to the g )

network.




- T . s

':2§7~_?’} 4 f” AINE\(S 516) - Income/Expense - Comn ols the compu— o li
) ‘ © ™ tations of i income and expenses fof every site durlng ) '_-:
<_ , the paqt period. vYearly Fash flow f1gures are up- . '
- dated to’ 1nc1ude the new figures. These calculations

_

I 1nclude 1nternal income, externdl incofie, other

R ~income, communlcatzon charges, supply expenses, and — '~
_ . T total user expend:tures. - - o

. ‘"’ T - E' w' R v
- : 2. ANETER(: S’)fd;ho%wbrk ﬁnalyses - Statistical analyses on

+  the network ley are controlleé'by thlS routine. The order of flow .

. . a. ANTCAL(3.521) - Ketéork Averages -'ﬁet%ori—stétistics;
i - “including average service spec1f1c turnaround and * ) K
- . 3 N standard deylatlonsﬂébout the average, smoothed
' turnarounds, and ézerage neiwork prices} are calcu- » )
- i ed in thls.module. Thele flgures ari\bi@ed only
/? e oaﬁhetwork sites’ offerlng the Dartzcu&as serv1ee type --e- -
VAR

in quegtlon. . e

/ . Each smoothed xﬁlue is a function of the
// week's statistics and the prev1ous smoothed~x§igif.
c. XCGHM2(3 523) - Network Communications- - This routine is _
, R for analxses of- network commun1cat1ons loads. It igi;
‘ a stuhgat\\oesent.

- - A
L4 . - Cd
- %

J. HREPORT(3.6) - Report -‘ ) —

. P,

- .

ThlS routine generates all perzod reports (Flgure A 1-1q). Every -

a51te has the optlon of spec1fy1ng any of the followlng types of period f%
B ;reﬁbrts and the intervals ag,whlch they should be generated: -

4

- . -

., 1, RSITE(3.61) - Site Reports - Site specific reports are
’s . ) . _ 155 - ~ . ) | ’

T, . =15- .




-5-’

7'generated under the control of th1s module. These reports include
financidl reporis such as budget, cash flow, ahd 1Bcome/expend1‘

 ture reports, spec1al Teports such as site turnaround, site utili-

zatlon, and 51te policy reports; and service spec1f1c reports .
such as turnaround and price by service type at every site on the
network. -- ‘ . . .

2. RNET(3.62) - Network Reports - Reports on networkyflows
are genprated by th1s routine. These reports include communica-

tions, cash flows, and other special reports.
[ 1

« =

r

K.~ COMPUT(:;.O)' - Summary Computations
After all précessing,is complete for each periud, thi% toutine
perfuras various analyses concérning the entire léngth of the, -~ -~
simulation. Time series analyse€s and tabulation pf network con-
figuration changes are examples of the types of cemputations that
=3y be done. Both this module and the following one are-conceptual’

- - rae s - > - Eaddrd 2. - .
represefitations in the module flow, since these calculations and
. . / —y

TepOorts will most likely be done off-line after Epe—Qimulatipn Tun

I

has completed. M
. — {

i . . . B i\n\ ‘

L. GENREP(5.0) - Generate Summary Reports ’

This routine controls the generation of suﬁmary reports for

the entire simulation run. These reports fall into two categories:
‘ . - '\ : A B ’ -
1. Summary reports on individual site behavior including

reports on communications, service, capacity ut111zat1on, and
" summaries of the reports produced by RSITE. ) : “.

2. Summary reports on network beha\ibr pattefns including”
summaries of the reports produced by RNET As nentzoned above,
these reports will probably not be produced on- 11ne but will be
generated from the -LOG file,

.
-

’

-

“-16- 15.;,
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Appendi; 11

 Model Policies and Represeptations

a F3 .

- A+ - Policies-and Practices - Overview

. . .

"The model was designed to be highly parameterized and

"pollcy -driven.'. Any discussion of the'ﬁedEI'must therefore

o emph351ze descriptions of the way lelCleS are incorporated

- 1nto the model and used within the model. Every simulation .
run beglns wlth the 1nput of approprlate poIic1es, practices, .
and/or management deq151ons for each site. .These policy selec-
t1on§pcontrol varibus decision points within the model 50 ghat
‘the -actions taken will accurately repzesent that 51te (or a
viewpoint ‘which that site might wish to- test). - o

ro- =

Y The policy selections determine many aspects of site and

. -

network activity:

]

- how a site,ﬁan
- when and to wha
configuration . -
- which service types it is going to offer for any period

.- the prices to be charged for any resource and service
type - .

- the level of user support 11 w111 provide for a given
Tesource type :

- the level of demand generated byvlocal users

- budget constraints on the demand which it‘generates

- allocations of avazlable _resources when the site is
over-loaded (which sites ‘get priority because of previous
dealings eor commitménts, etc.g :

.
s
*
] M A .

In geﬁeral;.policies are conceptually dedlt with from two
- levels: an overall sité profile and subply, demand,'and marke%
(1oad leveling). The "overall profile" is reflected by a con-.
sistant selectlon of supply, demand and market p011c1e§ to repre-

[} b

. sent an 1nst1tut1on s posture relathﬁ.ﬁo a network. A 51ng1e
vector (IOPOLC) is used to carry indications of the major polf¥ciés

\1n each.area. Several vectors are used to house the second level




'%;, “tions B through R;of this Append1x.’

pollcles 4&supply, ‘demand and market. Deta11ed descr1pt10ns “of
. how each of these perspectives is 1mp1emented are given 1n Ses}-

.
B . *

i The distussioﬁ@'iﬁ this Appendixh?ocﬁs'on the structure ef
pollcy representatlQns and . the options avallable within the model
More spe51f1c 1nformat1on relative to programming conventlons an&
procedures for'mod1fy1ng the model appears 45’ Appendlces 111
. through V. , . ‘ ’ . o

. . v

»
- i “

id L

B. .Overall Site Profiles

Vi
-

o

The overall prof11e of .any.site is reflected by the p011c1es
selected 1n the areas of supply determznatlon demand generation
and allocation, and load levéling (market).. Sites can be repre-
,sented a$ being predominantly‘cest conscious’,, profit oriented, v
marketlng or1ented {(many services offered with good suvpprt), user
sens1t1ve, etc. The model prov1des for alteratlons of overall o
site profilés (pol1c1es) dur1ng the course'of the 51mulat1on.

There are, two polzcy vectors used to store these overall pollcy
g representatlonsﬁ ‘ ) ) o

~—F

/ . 4 -
IOPOLC - the .current overall ttrial policy for a site/

ICOPOL - the standard overall policy for a site

~

,

Each of_these vectors contains the full set of top-level pgliey
numbers, associated- parameters, and time flags {Appendix 11-G).

L]

L

1. Current Policy Vector (IOPOLC) - For each of the ma;or
reas, a list of ava11ab1e decision rules 1sama1n£alned
w1th1n the modelw The current overall pol1cy vector;_;BEOLC con*
ther the numbers of appropr1ate-pol1c1es from these lists,
OT 1nd1cat16ns to use site spec1f1c ‘toutines or procedures. Th;s
"vector is spec1f1ed for every site by the INPUT sectlon‘(module 2. 0)

of the model. At the present time, the_: nitial policies remain in

effect for the entire slmg}at1on run.  In\later projéct phases,
current policies will be changeable on eitMer a tempbrary‘or perma-




_,’:, . "" Y o . ’ '
~ ‘nent basis in-the "FApgenous Changes" module (3.1). "The current
~ overall site poli 'Nector is of the form: - .

PR

-

»
’ LN

oPoLC (15T 3 5

-

where: fISITE = 51te number
s I.=1 to. 15

. ‘ S e
. . . [y - -t
Contents of the vector for permissible values of I are:

Descrrptlon . Y : ] '

- Supply policy affé%fgng budget (code number - see
Appendix- II-G).

Supply policy affecting hardware/sbftware.

Supply policy affecting serrices available.
Supply policy affecting pricing .
Supply pollcy affecting support and user services.

- Demand ,policy affecting cuts in demand.at the user
. category level due to budget restrictions.

Demand policy affectlng user restrlctlons on demand
allocation. . P

Demand « ‘policy affectlng service spec1f1c demand

allocatlon -
~ - A

Market pollcy (load leveling). t B

Variable 1 - Available for use by any. policy. .
Currently used to indicate the number -of outside
sites to which a given site may allocate its demand.

Variable 2 - Available for use by any poligy. S’
Currently used to indicate the maximum deficit ‘
permltted by a site. -

-

12 7 Variable 3 - Available for use by any pollcy ;
. ~~Currently not used.

13. . Time. flag for the supply pollcies (see Appendix II-Q).
14 = Time flag for the demand policies. '

Time,flag:for market policies. o
‘ 2. Standard Policy Vector (ICOPOL) - The"htanﬁard overall
pollcy (ICOPGL) is the general profile descrfﬁlng each site’s
"normal" behav1or. It is 1n1t1a112ed for the current policy, to
the INPUT data, and remains constant throughont the simulation.




’ J ¥
:in Project Phase 111, sites will have the option “of specifying
neW'p011c1es in the "EXogenous Changes" module. Maintaining.the

vector ICOPOL in effegE permits a site to try temporary policies
" during the simulation run us;ng the4IOPOLC vector as descrlbed in
~ the previous section. The periods of=®time dur1ng whlch ‘the tempo-

Tary policies remain in effect are specified with time flags
(descrlbed in Appendix fI G) in thé "Exogenous Changes" module. When

the spec1f1ed time perlod has elapsed, the standard p611c1es are
restored. Supply, demand, and market p011c1es ‘each have separate
- Aime flags. The standard overall site pollcy vector is of the form:

ICOPOL(ISITE,I) P - /-

where: ISITE = site number
I

=1 to 12 ' : R

. For each site the 12 values of ICOPOL are equivalent to the first
! 12 values of I0POLC (see above sectzon) v : h

>

ﬁGeneral Supply Policies

4=

Supply policies for determinfhg the budget and hardware/eoft;
" ware configuration must be specified for each site. These two
supply policy categories’ relate to t%e,overall institqtion-oomputer
operation and are not specific for-individual service types. The
vector used is of the form: ' -
IPOLS2 (ISITE,J,I)-
-where: , ISITE =/site number
. « +J Fpolicy type ~
1 - budget policy
i 2 - hardware/software policy.
€ . r
= policy inditdator -~

"1 - policy number
2 - parameter for ‘that pollcy

~§ﬁ§€ . -
l. Budget (J“l) - Sites will have a varlety'of optlons for 3
evaluatmg thei® budgets (see' Sectloﬁ IV-H). The follomng typzcal .
. budget policies are currently 1mp1emented4 T

.
rS

‘Q

\-
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' ﬂ%txed budget - The budget is not changed under any .

c1rcumstances. This*policy might be used by a site ° :_?
“whose. budget is- determined on an annual b351s by,
-say, the state legislature. - .‘,nv L
VIf actual expenditures exceed a segment of the r iéf
budget, the budget is raised for ‘that segment anﬂ . ‘g?;
a’segment in which the budgeted ‘amoufit excéeds‘actual - };_
expendltures is reduced This can represent, for '
example, a site with a flxed fotal budget but flekxi-

bility tob reallocate internal budget lines. Decisions .
can be based on actual expenditures to date, pro;ected ’ i;
expendltures for the year, etc, -t E

.
> ¢/ ’

- . Ty . o , -

{3};v:;' - 2. Hardware/Software (J=2) - Ezther actugl or projected usage ‘ ’

' fta site's resources Ai; compared with the capacrty of each re-, o

- ] source i order'to determine 1f any conflguratlon changes are ; .-
'appropr' te. The following hardware/software policies are typlcal'

AR ¢ . ‘ S
T f T a,‘\IQe’systemfshouId be highly utilized --.i.e., gp- 2

., grade the system only when necessary.. The system 4 -
" is Iikely to be down graded when appropriate, e. 3., :
if ceztaluﬂrgsources afe very under-utilized. his
policy represents'a site with a 'gdst consc1ous" -

xproflle, and equlpment that is pr1mar11y on short e

term IeaSe or rental .- = o ot
e T R ' . o

-
¢ - -

..
E

P?aaect usage Opt:m’stzcally - system. upgraded when

approprlate' but rarely downgraded This pollcy ’}i .
might be used by, a site ‘with a "growth anten51ve" g
- profile. ) - kf T e, T
‘,; . . c“'/q i * e ’ .. - .

’ .\ : o ~

o _ The systeﬁ E%'upgradeﬂ w1th great reluctance, and ,
s T "~ * . rarely downgzaded ¥ Budgetarywconstralnxs are .. %
L e -followed.’ Pollcy is similar to “a" excepﬁ thate.. -

« T . 7 eQU1pment is purchased o a long term lease‘ - -




P B T e a - - /.A
S ST ,. S LT N
e T, o, ~ g T - . .o . S
“:‘ ; ",.* . .. : ; . ) % . . ‘o . ‘. I . . . :.;‘ . R ,’\» oo
,;l;ff%D>f:8er4ice-§peclf1c Supply Policies X v i . R i
f _v:,; ‘“::“ - = "} s ‘ 3 N 3! e * l' T . o o “ ‘ @ - 7"_
ig}vl' a@hese pollcies\ogerate 1n the same. menner as the p011c1es ) cl
y descrzbed in the preV1ous sectlon, except ;n some cases they may .. e
g not be the, same ‘for, all service -offerings 2t the site. Policies -

=0T <must therefore be prov1ded afiwh% serV1ce type level. Areas of .
!:; concern J,Q.clude determlnlng 1n-."hmh serv1ces to .o{fer, pr1ces, and

il levels of support’ for each service type. The supply policy vector ‘ ,:}’:
~ - for serV1ge spetlfic p011c1es 1s. \f:" . T T Ty
T ‘ IPOLSl(I‘SITE,kTYPE,JaIT ~ . - S
xso 7 "_ where: foTB = site number - - | L '
. - " 'KTYPE = sexvice type . .*+fw o '
: , J = pollcy tYpe: ¢ e
v .os . = servlcégkavallable pollcy Ye%tor o
.- : ot : .2 < pricipg’ policygvector : L
’ ,///- . 3 = 1eve1.of -suppogt pollcy vector R T
. TR ) Coee e ‘-" ' 2
o « o - I= poT&cy 1nd1cator : .. I
SR « v - . " 1 - policy‘set numbar O ’
o SO 2 - parameter .£6T policy s€t , - | . .
: . C s . e . . >

1. Serv!(es Available - (J44) NIt is aSspped thag there is an N

d; . 1n1t1a1 cost for introducing each new. _Sservice type. Currently it -
) is- assumed that this cost is ;he same for every slze.‘ The policy | ‘K'
. i, used may vary with the partzcular serv1ce .type, -- e.g., file .. . . .
) manipulation and reporting must be offered, APL need not be.* The 5
- - following pollczes for determining services. avallable are among-', _
7 " the optlons that\currently may be sel%?ted 0 "'y ~ '. T —
o= . . P 4 »_ . ) ,
) ‘ .3« . A new service type is affered only .if tﬁere is a
e T T =" large unsat;sfled demand for that serV1ce on the 5
U 3l‘ ' ' network and there is money ‘availabie -in the -appro- .
},;. e priate gectlon Rf t e/budget. Thas}bollcy is- '{‘
;3_3 . ) Hi Aypicallygpsed by a 51te w1th .a "cost consc1ous - _.441
*,‘L. .‘i o -pr%fil‘e.‘ . : . —‘j‘ o . '_""’ .- ;0 ’
R4 : : ‘ TS -
- o b A new serV1ce type is offered if thefe is'a perce1¢ed S,
T -~ -7 long teym’ demand for it (i.e., demand 1s‘1ncrea51ng)
— v o . . . , .« . e
Sale T, Lo 180+, | :9/ ) .o
- ~ . . . A - . -

- . . } . . . . . LI .
. . * . hd
. v -6- - .
% Q o - \) - ‘ ; . . V‘ ,
. . P - . . .- -
. T ' e o - « T P . . - . 4. : - L




T S - . . .. .
P T e b . 2 .
R e . < . ‘ ~ -

o éadgef constraints are disregarded. This policy

7 _ L would be used by a site w?tﬁ a "growth intensive'r )
'=- . ,‘ﬁ. /'_ e ] profii . . - . ’ " o N “ o
e 9 SN e T A
Tl L e A new service type is - offered 1f there is an im- . 1" !
f§>? ? SR ’; ' "medlate demand for it. Budgetary constraints are = il
%;i:;:f, ..+ loosely £ollpwed,.but empha51s is on comparing -
oot - o expected returns with ‘cost/ This policy mlght
e - , .
- e reflect & site w1th a "ng ketlng orlented" prdfile.*

oo 2. * Pricing {J= 27 - A number of different pricing p011C1es "
are avallable in the Podel. Mosf sites will price by reseurce,
changing the erees for cr1t1caI resources, under-utyglzed re- - . n

_sources, etc.,~so as’ to encourage efficient QVerall sYstem,usage.
. - oo,
. A change in the’ resource charge will automatlcally affect the-
e

prlces for 'all serV1ce £§;e§ using that resource., Note-that a ) ' -,
- site folloW1ng a resource—based pricing strategy Wlll not have ...

T servace speC1f1c pr1c1ng policies. Some pr1c1ng pollcles Hgifh

- — e —— «o--t—-'-—_—’_,r,”—_. —l .

use thesresource chargmg alterz,'a\’tlye are: S T -

‘/ -
A . s -

mg‘
-

> . -~ . . A

SN } . a. "The pr1ce of a resource is’ razsed_;ﬂ it is over- . -
' utilized, and 1owered if it is inde -ut1;;zed -, -

_— ) //: ‘Cutoff points for utilizations may be determlne§{ : "o
LY

iby.specificatfbﬁ of'togypagameter (1=2). " ,

.o ‘ .
L . - R J . —
@ ~

Resource prices are mod1f1ed With tﬁe objectlve e L
k matchlqg total éstimated 1ncome'W1th total - RN
timated exﬁendltures.s - . .

3
Vd

Other. sites may rice diréctly. by service offerzg ignoring re- "’
kis type of_policy would .allow a site, for "

T4
- .

“-source’ charges .
gﬁfexample, to §1x the average price of 'a connect hour or a fast’ ,ﬁ
‘- a'student compller (1 e. QQWATFIV) Some pricing pol1c1es yhfch ‘use '

rd
] aeither the service- speC1f1c pricing alternatzve or the resource , .
A - P

. . charglng alternatlve are: * ° - -

,

.,

e

-




.
N

I , - \ )
a. Pr1ces aie ralsedJabowe the n twork‘average 1f Sys- v
tem utillzatlon is hlgh and a;2u31 révenue is Iower ° }.;,
P .,than prgge;te&'revenue. Pr1ces.are lowered towards, . “
‘' but above, the network average, if utlllzatlon ad
. ‘- . low.- ®his policy is.typicélly used by a s:te Hlthf
. a "cost consc:.ou{' profile. . g

- - . 7
A ] .- -

e
%

Pr1ces .are ra1sed’1f utlllzatlon is hlgh Prices ¢
,are lowered if ut111zét10n is low. Thig policy is', "

. nsed by a site with a "growth intensive” profile. - .-
v - %-. s ' " * -

R e .
= - bo

M - : .o . - . X
o, c, Prices are raised.to network average if utlllzatlon =
i PN B e 15 high ‘and dctual revehnue is lower than pro;ected <
- - ' Tevenue. Prices are 1owexed-towa§ds netwerk.average.
‘ po— if utilization is low. . This p€11cy is used by, 2 51te T

with a "marketing oriénted" profile. ~J® - . .-

\ _— »
-

-

' — 3. . Level of Support (J 3) - Each site provides some level
" of support for eaeh‘serv1ce type offered.. This represents- the
auxa}aary services which may be available to the user of a site. o

- At the present t1me{“§upport is represented as- a single dollar
" level fgr each servic type at thé site (see Section 1IV-C.4).
The.following policie} for determination of support level are I

among those ayailabile .. .. . o

=

N ‘ g N . >
< a. Try tp’gtay slightly below the network ;sErage ]
¥ T 'wh%}e closely .following t:§ budget.,. Th1s pol1cy¢, . .
- is typically used by a ;?€e<with-e "cost consczdusﬁfi; 4

PR,
.

¢ . profile. . = ’
0;' i ". . * . [ N

>

b. Service -type dependent (i.e., good support‘tb some ‘}.
. ‘service types, and-little of no support .to others .

L ' types) This policy may be usedrby a site, w1th‘e/fff=’,
R . "growth intensive" proflle to encourage approptlate

v, se#V1ce type usage. - :

- . ’ >
: - . N . . - v k
- .n . .
. . a'/\’ > . . b4 . . 3:
- ., e i . . L
-y I .
. .- ) T S .

L= ’
- . . ; } 1 . 18 = . . - :
’ { L ~ L 2 . ’ . ) t <
{ .t - - . ‘_
. . 0




B.8., manual preparatlon, printin

O ’ M . - b ’. - "
€. .Keep support levels above network averagesa *Dis-

;,f‘ 7 regard budgetary constralnts.\ This': polacy mzéﬁt . e,’ Do

c ol " be used by a sitpaxzth a "maﬂietzng orlented"
. \ o5 ".‘- s

prof;le. N . : > ] T e
,é.‘\'_. M . » -
B Note} There are many aspect: \SUpPport to be cons1dered o O

2 1 ine tutorzals, CAI, and~ PRI .
advzsement. These’ ggz,all be represented by the &ollar costs as B -
-descrlbed in each site’s budget.' Fixed cosgs ﬁould incIude ad- - -’&

visors' salar1es, manual preparation, etc., while variable‘;osts A

- - >

N

.are assoc1ated with operat1ons sych as printing nanuals, phonge T

calls, computer time used for support functions, etc... " The current»
reprebfntai1on of support .in the site’'s budget combines the £1xed
and variable portlons. A2though "qual1ty of support” as percezved

&

‘by the_user is obvzously ‘heavily influenced by the type of support R o

_User décisions (see Demand Policies - Append1x II-E) can therefore

prOV1ded 1t is reasonable t3 assunme that, on balance, sites will
provide/ the most appropr1ate form of support for each serV1ce type.

=

be based on the amoun; of maney spent on the suppoft function. -

-
’I‘

4“ LN

E. Demand Policies

T Y
~
— . N . - d

. 1. User Category Budget Constraznts (IPOLDT) This module

fcbmpares ‘user categbry expenditures with the budgeted amounts and,.

if netessary, "truncates the demand estimation so that it 1s
compat1b1e with avafTable funds. The major issue in thzs segment ,
concerna the.deflnztlon of "avallable funds." The policy vector

. for ?he &eterm1nat10n af a szre s-budget trdncatzon methed is:

4 M .
" PRI .- A Vs L4
. -

. ’ . : . B . & . . . / —
. IéOLDT(ISITE,IUCAT,AI T .
N - where:_  ISYITE = site number ) -’,,' . ‘
: IUCAT = user category - \ , .. ' gy
. i - I.=lorz . c 2
' 1 ,- budget truncat1on pollcm R N .
. . 2 -.truncatlon polzcy parametér S sioT
‘ - I . \ .\" .

“ . 283"




S 17?1cal pOllCleS for determ;nlng the cuioff point are: - S

Y’ﬂ‘,‘ - L
* . . ! - - - -

P s %,
v b4

e . a. Never allow a weekly expendituré to exceed '1/52 L =
E - of the annual budget. (This tthlal policy s P
oo “@ ) used only for model test1ng} o ST

R - .
Rad .
- < e . - " -
e . s
- - .
~—

R " “b. Never allow the cumulative expenditures .at the ] T
é-*; o ' end of week n_to excéed n/SZ imes the amnual | ' L e
- B " budget by more than X%, }ZBI? X- is the Paraaeter .

S ,(:f!\ _assgciated wzth thzs poli

- 4

- ‘ c. Do not allow cumulative expenditures to exceed
o n/52 tinmes the annual budget by more than X% of
' . the remalnagg “fuhds i.e., X% of == SZ R times the .

++ ~annual budget hhere X is as specfﬁqed abogg.

-

»
] . ]

- +d. Place no eestrictions on expenditures.
) : ¢ * 3 .

. - " e. .Same as "b" but applied to all user categories-. .
‘ combined, %i.e.,_only total expenditures.. ’

- ,:I " . -, - . i -
. s 4 » 7 v oa
p f. Same as '"c' byt applied to all user categories < -
’ combined ) ’ . )
_ Ed z A -
] . . F ) . -

K

2. User Catggpry Allocatlon Restrictions. (I?OLUA) - After '
- "the total demand for each user category is deternlned this deaand 3
. must be allocated” to partzcular §upp11er sz;es. Some user tatgf : 4‘
gories at the site may net be<perm1tted.to use the services offered -
at certgln other sites. For example, ‘3 student at ABC Un1versmzy )
may not be able-to send=any work outszde. A faculty member," on. Ry
. the other hand, may be abTe to use sites XYZ, AAA, or ZZZ for hls
- - . wotk. . These restrictiofis must be estab ished before the workloa Ty
_ ' can be distributed over the network. e'p011cy vector Tor the _

M

determznat:on of a 51te 9 user category restr1ct10n5‘1s:’ T ..

hd . : ¢ - . ’
.- = - ". - . s = - L]
- ’ s * . -
= K
.
‘




.- IPOLBA(ISITE,IUCAT,I) - | ‘

R - . - -where: ISITE = site number’ ' L

ST e ’ IUCAT = user category o {/" ;0
L - « I =1lo0r 2 . - . .

- « ‘ 1 - ‘user category policy number.—~ -
. _ 2= parameter associated with the : S

’ « ‘user Category polzcy < I =

—

: . - . - -,
. Fe 3 *»
. (
- ‘ar

- 3, anand Allocatlon - After budget . constraints hlave re

- . P - -
- fr“ s N v e —~ -
R .
Y » .
T

ced

-
~

{i imposed, the demand must be allocated among the avallable _
For gxaﬁple, one of'XYZ Unlver51ty s user category p011c1es ﬂay L _ }
be.to 1151t all allocatzons to either itself or AB In this. N
case, the deaand allocation policies will be used iéé;§aluate both

-

.- g~
) sites and decide how much of the service type demand to allocate to

- . t& each site. The current method involves a rating algorithm by .

T which the sites are ramked and demands allocated in proportion to

theip.rating. A variety of rating algorlthas cquld be hypotheszzeé. o

T, At present, the rating “consists of a linedr combination of price, _ 5_
. ~m-.— lturnaround, sggyortL_and past demand (mekentum). The coeff1c1egt9 .
7 ,u§ed ‘in t@e_ratzng gquations fOr certain policies are si¥ specific,
e.g.,.a dite can choose to look for good‘pric& and turnaround for
. one user category, and support for another. A Site can ass;gn a’
dlfferent coeff1c1ent to.each ratzng component for each user '
category The relative weights placed on the factors will deter'
¢  mine whére the demand for that user is allocated. The policy f v

- vector,for the determination of a site's demand allocations is:

- . t . ) .

“w"!

S IPOLDA(ISITE,KTYPE,I) Do ' e
R ~ ' where: ‘ISITE = site number . A C. ) ' .
T PR KTYPE = sérvice type / S - .
. I1=10r2 " ' -
) . . 1 - demand aIIocaﬁﬁon.pollcy et number
. 2 - parameter assoOcigted with the degan&
) allocatzon pol§§x set . K
%* - N '{\N . ] . : ’ . . - ':
. The available serVice Speczflc demand allocatzon pb11c1és currently .
. . + N ‘»\

include: = . - 7 I : .




o ' - S a. Look ~for the s1te offerlng the 1owest prlces. This ‘ AT
I pollcy is. used h*$; site with a “cost"conscious" S e
' { prolee, or in te¥ms of overall demand’piactzces;w v '

v )

e e - ,Pprlce accountablllty - - fe”

N

- . . .
.~ — -
- /
T Y s A

- b. Restriét network usage. Try to stay in- -house as’

*

much as p0551ble. This pol1cy is used by a site - L
with a ""growth 1nten51ve“ profile or with coﬂgtrarnts -

"
)

. - Y ] [P

A ) on out51de'expend1tures. . :

s ¢. Look for the site offering .the best coéiinatian of » ,
turnaround and prlce.' This polzcy"aght be used by =

a site that is "use sensztlve”" but still has price . :

St - accountability. ' .- - '

- . . . . S

»

v F. Matket Policies

_ % N v

A

. After all 51tes have allocated thelr demands for all user . R

aatitad TR e T I R —

. category levels and all service types, each site must check the .

. Xfeasibi}lity' of. running a11 of the. -batch jobs, and supplylng all 3 -

- the requested conneqt,tzme. - Factors to be consgég?éés include :
; utilization of communiéations lines and other critical resources.

. .THe resource requlrements for the total. demand are calculated and -
compared to-the availabjle capac%F) If the rapac1ty for any crit- ‘
1ca1 resgurce 1s exceeded, *the demand cannot be - satlsfled. if L AN

© it is deternl d that a site cannot satlsfy all deaand requesteé- e
_ ' for thé week,. the appropriate ‘market (supply alloéation) ‘policy
S must be used to determine what demand. Hlll be sdtisfied and what

unsat1sf1ed Some market policies currently 1mp1eagnied are:

.
» = ., ~ Ved T 4
.

w 1) For each resource that is over ut1lzzed tha servzce

, - < types are "éut in proportlon to thezr usage of ithe over-
i ’ . .. utilized resource. Cut all sites equally 1nd€pendent of .
S oL, v
’ %% thelr usage (down to zero).. - _ by .
oL T . i ] o P . *
x"' “;:’ X (/"\ . . ‘ . . - ¢
— . 2) "' Cut back all work in prOportlon 0 tﬁb over rtilization M~ g
i ] -
# 3, ’ .1ndependent ‘of service type 14e., the Job-queue Cannot - ' .

- ..

. . . . y . — . : . )

. ~ 3 ; . PR v
QO . - . . -12-.1 Sy o} ; ,
GRCT  , THEABE L TR e e

v . ; - >

FullText Provided by ERIC * Y] . . * * & - -
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i = - - - - - a -
v ‘: - * , e s ~
. [\ PO Py - -
:2”:-”‘ : 'Vaetesmine in advance: which.jobs to cut. The polfcy" ’ .
. . . R .. ! . . ., ) . _ R) . . -
I : } vector fof the determination of a site's market prac-: -
= o tices is: ~ = N .o . o )
S ' L £ R, -
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khnumber of conventlons relatlve to qhe representatzons of :
policies have been 1ncorporated intq the Network Simulation Model. -
. " The two most important, ]

d below, concern the numbering of

- polzczes, and the time flags that pe it the use of tempqrarz’or . e'; B
) "trlal“ policies [ ) B , s -
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. o - - * this policy ntiiber for what-
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2. Second Lavel Policy Conventions' - ﬁhen deal:ng Wlth §econd
level’ polzc1es‘the canventions are as fOllQWS' ) R T
. i 0 , T R :"_\5" Ty ) i N , ) ;s .
‘ . ..' ¥ . *. ‘J » o
r ¢ L. LY S “ g * & R : ‘:’
. A_- . ?- ‘. . . 4 . . [ . 187!\ ¥ A . i . - * » -‘.‘,
J. . .-.- o ) hd 13 -, - ] - _" . . >




s« - »

‘<0 - site spednf1c algor1thm to be uSed r “’ e
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P .0 - do nothing, i.e., no actlon C - s -

[ >0 ~ the number of the standafd algprlthm to be used ° o ;, A
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if o "3 " Time Flags - ‘Each pollcy fias an assoc1ated tlme flag in - Lo -

}g} the. ovéf?ll pollcy array, IOPOLC Time flags are used so that a -
o szte may 1mp1ement a pollcy other than its* standd;d policy for any

. ’ spec1 ed’temporary period- 'of tihe. 'After this time "has elapsed, . Y
- the site's standard policy w111 be restored. The current flag§ in. N '
- use-in array IOPOLC are: . -. ' o T e
. . . N - . '. o . - ] . . ‘ % . - -
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Time Flag \ Meaning .
: . 1... . -1 A e New standard policy - sate
. and set time flag to 999.
’ . 2. "0 - Specified time has elapsed - . i
- . ’ restore standard policy and .
- . ’ ’ r set’ time flag to 999. ' ;
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v " 3. positive inpteger~ . ‘ Péllcy W111'be used for n -
’ a ’ . T ’ - _periods to f0110h after
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e ‘ . by 1 each-time period). .
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. Budgets are based on a yearly time interval, 8tarting at a =~ . -

L spec1f1eégweek (£1). The total bottom.l es are'.not changed during - -
the year (except in the "Exoggnous Changés™ module), but the dbllar
s . amonnts allocated to the” vag\fus categories can be reallocaxed us;ng
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'fbudgeted and actual gmounts. The manner of prOJectloa (i. ey v
< stxalgﬁt line this week 1/52 ahnual, a function of total .
- _ iexpendltures to date, weeks remaining, etc.) is a site- dependent .
. fupct1on of pollcy The vectors used gpr budget and cash flow CoL
_:s ‘ _ ‘ are. | ’ " e . : £ B i : '
t T~ BUDGET(ISITB ICAT) - the yearly budget ' \r{; ;o
L. CHSFLO(ISITE,ICAT) : the actual cash flows (cumulative -
] ! N : - to date) ) . .
T where: ISITE = 51te numbe& .’
. ) ~/LEAT " = income expense category . .
~ At .the present t1me, BUDGET’& CHSFLO have 25 1ncome/expense A\
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T 1, ~ Total -income of computer center : ,
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3 Internally generated income using ¥chool funds, s
o 4 Externally. generated inconme, outside use y
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, ™~ 6 Hardware/Software committed expense * 4 '
) o 7 Funds avallable ‘for 1mpzovement v )
. 8 .User support’ L °
o 9. * Total user expenditures ‘ . . v,
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' 12 Supplies expense, cards, paper tapes : o *
/ 13 ~ Operations staff .. , . g
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RS 1 . .Administratiomr expense - - .
e 16 o Uéer category I expense .
.. . 17 oo ) Lo 1X expense - . ey,
18 " " TII-‘expenseg”’ > e .
‘ 19 oo '".. — IV expense & ~
Vd . 20 o " V expense, ' S ,
R 21 . - -t VI: expense” | - ., .
) . a2, ~T VIE expense ' .
) 23 v, " . VIII expense Y
to v 24 . - M IX expense- S ’
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