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This project was undertaken to integrate mathnma(ica11y datea

collected over two years to evaluate a curriculum. A multi-step

procedure was devised and implemented which uses rearession procedures

. .
to generate decision weights for variables included in the decision

expressions. Longitudinal data related to two curriculum components

were examined to illustrate the feasibility of implementing the pro-

cedure for curricular decision making, This procedure provides an

empirical rationale for assigning decision-weights to variables and

illustrates how to combine the weighted variables to render a decision

regarding the effectiveness of a curricular component.
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i‘%’"bCmnprr‘hwmivs‘ curyiculum evalayation ¢

This assertion is reasonable for no other reason than the variety of

s vty conplex procenss.,

variables, such as the following, that must be attended to: learner
achievement, interpersonal communications, power structures, school

organizational climates, variety and quality of instructional resources

available,”and societal norms concerning education. With such a variety

of concerns vying for attention, an evaluation project must define

evaluation and differentiate the goal from the functions if the evaluation

2 —
process is to contribute to the curriculum under scrutiny.  In an

oft-cited work, Scriven (1967) defined evaluation as a methodological
activity in the following manner.

“The activity consists sinply in the gathering and
combining of performance data with a weighted set
of goal scales to yield either comparative or
numerical ratings and in the justification af (a)
the data gathering instruments, (b) the weighting
and (c) the selection of goals." (p. 40)

Expanding on this definition, Scriven stated that evalaution should no*

only collact and analyze data, but should maké judaments and report

- -\
"~

these judaments publicly.

Another significant definition of evaluation was developed by the

Phi Delta Kappa National Study Committee on Evaluation (Stuffiebeam,

1971):

fvaluation is the proiess of delineating, obtaining
and providing useful intormation for judqging decision
alternatives " (p. XXV)
In contrast to Scriven, the anthors of this definition emphasize that
evaluation is a continuing process which provides information that

should quide decision making, not produce judgments. The authors of

these respective definitions agree that evaluation is a process whereby

M
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data arve gathered for the pmpose of docision wabing, but disagree an
who is to make the decisions. The issue of who wmakes the decisions

may not be central if the scope of the curriculum evalaution is limited
to a small scale preject and thg‘curripulum developers are also serving
as evalunators. When curriculum dn;elopment and subsequent evaluation
of the.curriculuw occurs in educational settings whether at the Tocal
district or building level, or within higher education at the college
or department level, the developer and cvaluator roles may be assumed
by the same individuals. It is assumed that under these circumstances ?
the curriculum is being designed for a particular educational setting
with no grandiose plans for marketing the curriculum regionally or
nationally. Under these conditions, decision miking in regard to the
effectiveness of curviculum compenants is a viable goal and violates
neither Scriven's nor the PDL committee's formmulations of the concept
"evaluation."”

With an .evaluation goal in mind, attention muct be directed to the
functions of the evaluation process. These functions mav be divected
aither to the development, executron, and inolenentation of a curriculunm
Groto the nolitical and economic support for the carrmiculum (Zais,

1976, p. 377). Because of the different emphases that are possible,

1t is diffacult Lo develop a single generalized nadel for curricultum
evaluatron.  Onoa positive note, houever, numerous conceptual models
outTrming variow, fypes of cvaluation have hoen advanced during the

past decade.  tor oxamﬁ1o, the Comntenance Model (Stoke, 1967), Formative
and Summative Lvaluation (Scriven, 1967), the Modus Operandi Method

(Scriven, 1974), the CIPP (Content, Input, Process, Product) Evaluation
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Modal ('\lll”](‘l"‘«!’l‘ll, et aly, 1971) 0 the Disarepancy Hodel (Frovas, 1971)
and the Center fur the Stud} of Evaluation (CSE) Model (Alkin, 1974)
are among the more familiar models. These models idnnliiy critical
decision-making points along the continuum of procesaes Jccurring in
curriculum development, particuiérly, ihe ﬁeve]opmont sequence championed
by Tyler (1950) and sustained by Taba (1962).

Once a model is selected or created from the theorntical con-
Structs provided by the various models, the evaluator is faced’with
pragmatic issues of identifying avpropriate instrumentation, selccting
the sample, and analyzing the data. In his definition of evaluation,
Scriven refers to the issue of combining data with weighted goal scales

to produce numerical ratings and to the justification of those "weightinas.

This werghting construct is riguine and should inflficnce data
d

4

analysis §iqnificantly. WeiahtAng the data sources_ih tewms of their
relative importance prior to data collection appears to be what Scriven
is suggesting when he discusses the primary, secondary, and tertiary
affects of the curriculum on the various actors affected by the
curriculum, The.effects of the materials on the learners' mental and
nonmental abilities and attitudes are labeled as the primary effects

~ of the currmiculum. Secondary effects of the curriculum affect those
individuals who implement the curriculum, namely. teachers, teacher
ardea s capervieaors wlii le tertioy offects are those oftects on the
wchool arv gther students hrought about by lTearneys or teachers who
exhibit the primarvy or secondary effects (Scriven, 1967, pp. 74-82).

If primary effects such as achievenent data, attitude data,

aqg subsequent follow-up information are obtained from learners, should
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all of these data sources have equal weighti,ne? oreaver, if serondayy
effects, such as supervisor and/or principal ratinas of program effective-

ness are collected and combined with the primary effects, what "weights"

N
N

should these data sources assume? Rather than assiqn decision weights
- - \

.a_priori, this project was undertaken to develop a procedure whereby

N
\

various data were collected, treated to determine decision weights, then
combined in a mathematical decision equation. Specifically, the devéan-
ment and implementation of a procedure to empirically weight the data \\\
was an ancillary gqoal of tﬁis project, while the primary goal was the R

mathematical integration of weighted data to evaluate the quaiity of

curriculum components .

Mathematical Decision Making - Tyo Examples

In these illustrations, a three phase collection plan was
implemented to obtain longitudinal data from a competency based
teacher preparation proaram. Both the data collection plan and the
curriculum are discussed elsewhere (Denton, 1977). It is felt how-
ever, that the techniques described herein for producing decision
QiD}QSSIOHQ can be generalized to other settinqs and curricula,

Two curriculum components, nanely, performance objectives and self
Jnﬂ]ysi§ skalls, were selected from the curriculum Lo demonstrate the
statistical techniques and computational procedures need Lo yield
decision weights and ultimately, the respective decisian oquati;ns.
farven Lhe native ot the collection plan, a large number of variables
(174) resulted for each indiviudal in the samé]e. However, logical
relations between variables from each phase of the colleetion plan

dand the criterion variable {candidate achievement measure/instructional
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umit) veducad the nunber of potental predictors tor cach curviculum
component to a wanaqeable nunber, namely, seven for the performance
nhjectives unit and nine for the self analvsi. sb1lls unat.

The initial statistical treatment involved the PSQUARE procedure
from the Statistical Analysis System (SAS) (Barr and Goodnight, 1972).
This prucedure performed multiple regressions to the dependent variable

with the predictors identified in the precedinu step. Maximum variance

(R2 = .367) was accounted for by incorporating all seven of these

variables for the curriculum component dealing with performance objectives:

Type of
Variabhle Svnhel Bescription of Varmahle

Lraterion ACHB Candidate achicvenent value for performance
objective curriculum corponent.  Humerical
value reprosepts the nunbor of objectives
achieved by the former candidate gver this
topic.

Predictor RLCYD Humber of remediation attempts initiated
by the candigdate during the corriculum
componrnt, on performance objectives,

Predictor 0S8 Crassroom Supervisor of Student Teacher
rating nn the relation of lest items to
performance objectives hoth of which were
developed by the candidate during his student
teaching experience.

Predictor LSBT Classroom Supervicor of Student Teacher
combined ratings on the development and use
of performance objectives by the teaching
canhrdate during his student teaching
experinnce.,

fredictor 1918 thivers ity Supervicor of Studont Teacher
rating on the yelation of teqt dtems to
performance abjecbives, batn of which were
. devaloped by the student teacher,

Predictor usBT dniversity Supervisor of Student Teacher com-
pined ratings on the development and use of
verformance cojectives by the teaching candidate
auring the student teaching experience.

ERIC 7
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Tvpe of
/ariable Symbol Description of Variable

Predictor IT Combined fo]]ow-up Survey ratings from first
Year teacher ( foymo, candidate) on the
ﬁmporténce of using Perfermance objectives
in planning ang conducting instruction.

Predictoy PT Combhined follow-up survey ratings fron first
year teacher (former Candidate) on the eftect-
iveness of the Preparvation pProgram to impart
Skills of objective development for use in
planning and conductfnq instructiona] units,

In the case of the curricylym component on self-analysis skills,

optinmal variance (R2 = .378) was Produced by the fo]lowing five

variableg:

Type of

Variable Symbo Description of Variahle

Criterion ACHE Candidate achievemont value for self-analvs i
curricylunm component , Humerical valge
represents the numbeyr of objectiveg achieved
by the former Candidates,

Predictor RECYE “Hunber- of remediation At tenpts initiated by
the candidate during the curriculum com-
ponent on self-analy:ia <killg,

Predictor 08283 L1ass<room Supervisny of Student Teachey

rating on the Candidate ' itity to
self-nnalyze his in%tructional skills.

C
e
—~
v
—_

Predictoy Supervisor of Student Teacher combined

ratinas on the candidate'q ability to yse
verbal interaction Mmalyais and classify
teache questions for M poaes of instructiong)
daly, i,

Predictor 1 Lonbined 101 ow-up CHPVOY ralings from firat
vear teacher (forpe) candidate) on the impoy-
tance of self analysis nr instructional skills

to plan 3 variely of activities,

Predictor PET Conbined follow-up SUrvey ratings from first
year teacheyr (former candidate) on the
effectiveness o1 the breparation pProgram to
Tmpart the skills of <e}f-ana1ysis for
curriculum planning Purposes

8
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These yonpoctive predictor-de pendont vy table ot o tar the pe
/
formance objectives and self-apalysis skills curviculum components were
subsequently analyzed by simple corvelational techniques, This procedure

was undertaken to determine the dearee of independence anong predictors

within each set of variables. Tshles 1 and 2 present correlaticn tables or
the variables for each of the curriculum components. These tables reflect
instances of substantial intercorrelations between predictors, (IEP-PLT,
CSLT-C528 in Table 1; CS18-CSBT. 1S18-CSBT, USBT-fBST, 1S18-CS18, US18-
USBT, IT-PT, USBT-CS18 in Table 2). These variables vcre not removed from
the predictor dependent variable sets at this point, but concern for

the possibility of suppression variables being present in the éespect1ve
variable sets was heightened. Suppression variabies result when two

or more predictors are sufficiently intercorrelated and have quite
different correlations with the dependent variables: and while the
suppression variable may increase the total variance of the model, the
interpretation of the unique contribution of this variable to the mode

1s not clear. iloreover, the existence of a suppression variable is
signalled when the sign of its reqression coefficient is opposite

-

the sign of its simple correlation with the criterion (Garms, Note).

Insert Tables 1 & 2

Subsequent to the correlation analysis, a regression procedure,

entitled magimum R-SQUARL Tmpnovens nt, was used to produce prediction modols

for the two curriculum components under consideration. This procedure
g

first finds the one variable modei producing the greatest R2 value. Then
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amother variable, one which will vield the greatest increase in
variance accounted for, is added. After the twa-variable model is

obtained, each of the variables in the mmodel is compared to each

variable not in the model. This procedure determines 1f removing

the variable in the model and replacing it With the excluded variables
will increase Rze This comparing-and-switchina process is repeated

until the optimal arrangement of predictions in the model are

found (Barr and Goodnight, 1972). Results of these analyses are
presented in Tables 3 and 4. The I values for hoth r@gression models
were determined to be significant, namely, F = 2.65. p .03 (performance

ohjectives), and F = 3.29, p .07 (self-analysis skills).

J

— ———— e o b e —————. b

Insert Tables 3 & 4

The probable existence of suppression variables in the regression
models was initially realized when the correlation analyses were
conducted among the variables in the two data set~. t(onfirmation of
the r existence, resulted howover, vhen the <ign of the beta value
of each predictor was compared with the sign of the corrvelation co-
eff-cient between the predictor and dependent variables. Suppression
varrables ddentified in this monner included 0BT and €518 from the
pertorimance objectives currviculum component, and (528, T, and RELYL
from the self-analysis skills unit Because of thiy fainding, these
variables were omitted from further consideration «ince the variance
attributed to suppression variables defies explanation.

The reqgression procedure implemented for the prediction models

produced partial sums of squares for each surviving predictor which

10
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hocare the qwportance werghts Tor the verarning var tables an the decraon

equations, Substituting these values into the genrralized expression,
n )

Y min . gwi Xi‘ produced the following decision equation for the per-
]:

formance objectives component:

v min - 3,15

-

(2]

57 K, b 20 X, b B4 K .+ 16

ustg 2 o1 BS ‘pecys -

while the decision equatten for the self-analysis skill component assumod

the form:

Y min  7.17 Y(g[{ t 3.56 XP[T.

Substituting the mean values (Table 5) for each varable in each
OQ:ation and performing the arithwetic operations vielded 31.48 for
the pertorimance obicctives curviculum component and 97.65 for the
self-aral,sis skill curriculum component. These values were compared
with criterion values (Y min) calculated for each equation based on
maximam values for each decision variable (Table 5) multaplied by
a .75 accomplishment factor. The resulting criterion values for the
performance objectives component was 30.64 while the cut-off value
for the self-analysis skills component was 120.71. Clearly, the
calculated value for the self-analysis component (37.65), did not
reach the criterion value of 120.71.° Conversely. the calculated
value {31.48) for Lhe periovmance ohject ives component exceceded the
cut-oft value of 30,64, Comparina the maanitadec of the calculated
decision values (0 IX) with tne reqpective criterion values (Y min)
for each component justiffes: the decision to extensively revise
nr delete the curriculum component on self analysi< skills, and

the decision to retain the perforuiance objectives component in the

11
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caurrvoulbum withoat eadficatvon,

discussaon

A cursory examination of the results of these analyses suggests
L]
that the goals of this project werve achieved, However, a nunber of

assumptions, observations, gnd decisions were made which horvetofore

have not been addressed. First, curriculum evaluation as practiced here

assumed the performance ohjective to be the basic organizational ) e
’ element in curriculum design. Instructional activities and assessments
were dirvectly related to perfoymance objectives in the« various com- \\

ponents , thereby allowing these curvicular ¢lements to heriqokatod
tar evaluation,
Secord, another assumption of this project wa< that candidate
achievewent data obtained from criterion-referenced tests could serve
W funcrions.  One function of the data was to provide course pro;

+

gress Tndicators for the candidate's course grade, while the second

. ’

function was to evaluate the effectiveness of curviculum corvonents
) g
related to particular obiective . In the case of ~tudent progress,
ansessaent data were treated idioq;dphically, that 1+, the candidate -«
was the unit of anaiysis. However for the second function, program
ryaluation. the achievement data vore treated novmatavely.  This data
ot wa, thought Yo he most appropy tate for the oritorion sariable
el o deviving Lthe werghls fav the docision equat tons because of
tho yelatiton of these data to the instracbional components and beca e ]
of the careful attention and thouaght afferded the tests by the candydaten, i

Moreover, Scriven's position on rayoff evaluation (1967, pp. 59-62)

lends credence to the application of an achievement data set as the

ERIC 12 | ‘,
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- -——

criterion variable in the decigion process, - : °

Third, only endogerous variables¢ those which occur as a result >

of events within the curriculum, will Ye considered as potential ///
P

. elements in a curriculum decision eqiation. The Jogic of this

v -

decision rests on the idea that adjustments of the curriculum can
influence the magnitude of these variables, whereas exotenous variables,

{ <7
such as personality traits of an gndividual ubhich me evternal to the

)
-~

CHFF%CU]UM, cananot be modified by changes in the curriculum,
fourth, considerations for weighting the data ranged from intuitively
. assigning decision weﬁghts to devising a multi-step procedure which
provides empirical justification for the assigned weiaht<. Since the
data avarlable afforded numerous variahles, and the criterion variable
was known, regression procedures werve considered viable for Quantifying
the "weighting” process. Regres<ion procedures arve relatively free
of operational assumptions, and ma,; be readily employed given
appropriate computer software, nawely, user orientnd statistical.
packages. Further, maxinum R? irprovement vegression analysis yields
two 1mportant eienents inweighting the daca:
a) the pé%tia] sums of squares values which indicate the
LN
unique contiibution of each predictor to the overall varmance
in the reqression model (Draper., Smith, 1966).
h) beta values for each variable which sevve 1o verify whether
« that predicior is a supprossor variable (Garws, 1963).

fafth, the generalized tirst order linear ecquation,

—— vy

1

) Y min - net ey X for evaluatinag the curriculum components resulted

after considering whether transformations of the data sets (reciprocal,

-« IERE 13 .
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togr 1 thune, Audre root, and highey order mode | ; [X”]) would enhance
the decision equations. For these adjustments, the appropriate choice
should be made on the basis of previous knowledqge about” the effect of
the transformation on the vartable.- Usua]ly; this condition is not
known, for example:  What is the instructional significance of using
the natural Togari thm (lne) of a supervisor's nunerical rating? O
how does this transformation influence the statistical analy;ls? These
questions illustrate potential unknown effects of possible data trans-
formations. |[n addition, the linegr regression which yields. the
decision weights will not be statistlically significant if the first
order mode] digresses too far from linearityf Because of these
observations, the decision was made to use the gennraiized expression
with first oprdor variables ratker than resort to data transfoﬁﬁationq
which would increase the complexity of the equations.

Fjpﬁ]}y, the relations of dﬂClSlon variables to the criterion wnvo
himted to the range of obsetvatlons from which the decision weights
were derived.  The significance of this observation is that each time
a curricular component s to be evaluated a mique decision equation

ust be develaped.

In view of these assunmptions, observations, and lmitations of

. [ . .
the evaluat von Woeess coone may quest ion whet her tHhe norecl qoals wijw
i

actually achroynd, g resolver this concern, veconsider the primary
Qual of the project and Lhe steps talen to accomplych gt Essentially,

the goal called for the mathematical integration of werahted data into

decision equatioﬁs for curricular evaluation, The‘fnllowing procedures

Al

were developed toaccomplish thi« qnal ¢

' 14
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[dentifying potentral decision varvables - Thin step s
accomplished by determining the logical predictors among
the array of predictor variables that are available.
ables - A multiple carvelation pro-
cedure incorporating the variables identified in step one
15 performed with the criterion variable to determine the
“oq}ima] combination” of decision variables. This "optimal

conbination" depends on the axiom, maximum variance with

minymum variables.

coefficients are calculated among all variables identified

in Step 2. This procedure is undertaken to dotermine the

dearee of independence awmong predictors. hlqh correlations

between predictors indicate a violation of the assumption

of veqgression procedures, i.e., independence of predictor

variables.and signals the prospect of suppres<ion variables,
- A reqression procedure

is conducted with the decision variables identified in

Step 2. This procedure yields an overall fT-test for the

regression model, as well as F values for each decision

variable an the model. 17 the overall | value is not

St brcanty indicatig the vartance accounted for by Lhe
decysion variables s o Vight or the yegreacion iq not

linear, the process to Jdetermine a decision cquation terminates
at. this point for Lhe inwtructional component under copsideration,

Conversely, if the overall F value is significant, the decision

15
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worght for each variable asswes the nuerical value ol the
partial sums of squares for that variable. The direction-
ality (arithmetic sign) of the decision weight assumes the
sign of the beta value for the variable provided the sign
of the simple correlatfon betiween that variable and the
criterion correspond to the sign of the beta value.

The decision weights resulting from the regression pro-
cedure are then substituted into the general gxpression

1

Y min - n;l Ixi X, to complete the decision equation.

Solving decision equation - The exprrossion on the right side
of the equation is solved by adding the products of the B
respective decision weiaht - variahle means together. The
expression Y min is determined in much the same manner

except maximum values replace the mean values. The resulting
sum is then multiplied bv a .75 accomplishment factor. This
value was selected as the écoomplishmﬂnt factor because of
potential positive bias on rating scales and perception
instruments, and the intuition that an instructional program
should not be considered affective unless it is compared with
a farrly rigorous but attainable standard. Interpretation

of the yesults of these }-lltl” ations denend on the ri}laél Vo
magnitudes of the colulions; if the value of ¥ wn exceeds,
the value on the right <t nf the ecxhression vevision of

the instructional component should be seriously, considered.

\

That these steps represent a functional process depends on whether

~

~ i
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tiplenentatron has occmred and yielded vosults whioh e meaningtul

Results of the evaluations included in this paper have 11lustrated

s

that indead these steps are feasible and do provide eppirvical support
for currviculum decisions.  In essence, this project has operationalized

the inteqgration of longitudinal data sets into a aenervalized mathematical

expression for rendering precise curricular decisinns., ‘ :

*

17 :
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Table 1

in Decision Structure for Self Analysis Hodule

ACHE 1 —.

RECYE - -.03 L—-'[ S U B el
528 07 L3 i - ' R
(5LT g2 4oL | 55 - |

ILT .05 212 LN 210 — c

L R Ut (i (O .- . e e T S JH N ——

PET I | N B L N4 58| =

- e - [ S

ACHE - friterien Variahﬁe

Correlation Matrix of Predictor and Dependent Variabies




Table 2

Convrvionlum Docisions .

Correlation Matrix of Predictor and Dependanl Yariables
n Decision Structure for Performance Objectives Module

i R P
i MCHB i CSBT ) USBT
e R R
ACH ! - 1) l 06
o TR
CRI L= .86
| |
NG § _____ B N —
' ? |
7 . : |
' !
P | .
- P - -- -
i l
LR i o
‘ I '
o
!

AHE = Criterion variable

CS18
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Table 3

Improvement Regression Procedure for the bepondent Variable:

Learner Achievement on the Performance Objectives Instructional Component

Source M SS
Pegression 7 6.024
Pesidual 32 10. 376
total 39 16.400
Source Partial SS b value
Hs18 3.15 .67
7 .57 07
T .24 05
HSBT 20 -.03
(ST 54 03
(518 a7 -.79
PECYE 16 L0

-
r

20

MS f
661 2.654
<324

M-ab R

.03 .367

e e m e . - - = -




Ciyriculum Pecisions

Tahle 4 °

Maximum R2 Improavement Pegression Proccdure for the Dependont Yariable:
learner Achievement on the Self-Analysis Skills Instructional Component

Source of SS Ms f frob ke
Pegression 5 1M.311 2.262 3.290 .02 380
Residual 27 182.568 688
Total 32* 29.879 4

. SO
Source Fartial SS b value
(SET 7.17 17
PET 3.56 s
£S28 2.19 -.4n
IeT .40 -.05
PECYE .08 .06

- ey e - .. - 2 e = e v i e e m erae - e % m v — - i, e - N e

* Missing data reduced the sanple of this regression,
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Table 5

Means and Maximum Values of Independent Variables
Used in Decision Equations

Curriculum Components

___Perfornance Objectives . __Self Analysis Skills__
Variable X Max X , Variable X Max X
NN 1.47 5.0 CSET .47 15
“518 . 4,48 5.0 PET 10. 37 15
(SBT 21.10 30.0
11 6.88 10.0

T 7.53 10.0
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