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PREFACE

In September of 1967, the author became the director of the
Health Services Mobility Study, a project funded by the Office of Eco-
nomic Opportunity. The grant carried the charge that the project-in-
vestigate the impediments to upward occupational mobility in New York
City Municipal Hospitals and that it suggest means of overcoming ob-
stacles to such mobility. 7Tt was a one-year grant.

Ten years later, the Health Servi-es Mobility Study (HSMS) is
ending its research and development activitizs. During that time, HSMS
examined the occupational structure of New York City Municipal Hospitals
and investigated the problems of skill shortages and credentialing.1 It 5
then undertook to design a method to promote occupational mebility by
tying job requirements to curriculum design in a single system.

HSMS developed, field tested, and applied a new task analysis
method- to analyze work and design job ladders. It produced a method of
curriculum design using task data that also makes it possible to design
educational ladders to parallel job ladders. The HSMS method can be
used to make job structures and curricula responsive to quality standards
and the needs of consumers.

HSMS has made theoretical contributions to the fields of job
analysis, curriculum development, and occupational testing. It has
nelped to promote the concepts of upward occupational and educational
mobility, and has developed a design for a safe practice, quality assur-
ance program in diagnostic radiology.

The HSMS method was pilot-tested in an ambulatory care com-
munity health center. It was given a full-scale application in diag-
nostic radiology. An abbreviated version of the method was applied to
the technologist, technician and aide functions in radiation therapy
and diagnostic ultrasound. A curriculum has been developed covering
the aide, technician, and technologist levels in diagnostic radiology.

Although these applications have been in health services
occupations, all of the components of the method are generic and can
be applied to any work activity in any industry.

Eleanor Gilpatrick and Paul Corliss, The Occupational Structure of New
York City Municipal Hospitals, New York: Health Services Mobility
Study and/or. Praeger Publishers (Research Report No. 2), 1970. .
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Now the time has come to share the method so that it can be
used by others. This research report offers all the components of the
HSMS method of task analysis, job ladder design, and curriculum devel-
opment for use as a system or in part. It is offered to any institu~
tion that wishes to expend time and resources to rationally structure
work, utilize its labor force, evaluate its work performance, develop
job ladders, design job-related education, or create work-related test
instruments. This material is reported as follows:

Research THE HEALTH SERVICES MOBILITY STUDY METHOD
Rpt. Nc. 11  OF TASK ANALYSIS AND CURRICULUM DESIGN.

Vol. 1 Basic Tools: The Concepts, Task Identification,
Skill Scales and Knowledge System.

Vol. 2 Writing Task Descriptions and Scaling
Tasks for Skills and Knowledge: A Manual.

(Also contains an abbreviated version of the task
description method.)

Vol. 3 Using the Computer to Develop Job Ladders.

(Includes technical material, computer programs,
scholarly review, and a mini-manual for performance
evaluation.)

Vol. 4 Developing Curriculum Objectives from Task
Data: A Manual.

The reader is directed to other HSMS documents for additional
information not contained in Research Report No. 11 as follows:

Technical HEALTH SERVICES MOBILITY STUDY: FINAL REPORT
Rpt. No. 11 FOR THE PERIOD OCTOBER 1967 THROUGH MARCH 1972.

(Contains a review of the literature in task analysis
and the derivation of the HSMS task analysis method.)

Working THE DESIGN OF CURRICULUM GUIDELINES FOR EDUCATIONAL LADDERS
Paper No. 11 USING TASK DATA.

(Earlier version of HSMS curriculum design method. Con-
tains a review of the literature in occupational curriculum
design and behavioral objectives, and other related ma-
terial.)




Research
Rpt. No. 7
Vol. 1

Vol. 2

Vol. 3

Vol. 4

Research
Rpt. No. 8
Vol. 1

Vol. 2

Research
Rpt. No. 9

Research
Rpt. No. 10

Working
Paper No. 12

TASK DESCRIPTIONS IN DIAGNOSTIC RADIOLOGY.
Medical Tasks: What the Radiologist Does.

Radiologic Technologist Tasks Dealing With Patient
Procedures.

Machine-Related, Patient Care and Administrative Tasks:
What Radiologists, Technologists, Nurses, and Physicists
Do To Run Things and Look After Patients and Equipment.

Index of Tasks by Code Number and Extended Name.

USING TASK DATA IN DIAGNOSTIC RADIOLOGY.
Job Ladders: Assigning Tasks to Jobs.
Curriculum Objectives for Radiologic Technology.

THE TECHNOLOGIST FUNCTION IN FIELDS RELATED TO RADICLOGY:
TASKS IN RADIATION THERAPY AND DIAGNOSTIC ULTRASOUND.

RELATING TECHNOLOGIST TASKS IN DIAGNOSTIC
RADIOLOGY, ULTRASOUND AND RADIATION THERAPY.

USING TASK DATA FOR PERFORMANCE EVALUATION AND
PROFICTIENCY TESTING. (tentative title)

(Theory of criterion-referenced and norm-referenced
testing; use of task data as inputs to testing. The
HSMS theoretical document on occupational proficiency
tests and issues of validity.)
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CHAPTER 1

HSMS STATISTICAL ANALYSIS: INTRODUCTION

This third volume of Research Report No. 11 is a manual for
using HSMS task data to design job structures and job ladders; it also
describes the use of task data for institutional performance evaluation

and manpower planning.

Ld

The four volumes of this report present the entire HSMS task
analysis and curriculum design system. Volume 1 contains the HSMS skill
and knowledge scales and the HSMS Knowledge Classification System. It
is the companion document to Volume 2, which describes the work carried
out by the director of a task analysis project and its job analysts and
covers task idegtification, task description, skill scaling, and‘knowl~

edge identification and scaling. Volume 4 presents the HSMS curriculum

design method.

ABOUT VOLUME 3

This volume describes how HSMS uses computer-based statisti-
cal procedures to design jcb structures and job ladders. It presents
the HSMS computer programs and describes how to use them to group tasks,
arrange them into jobs and job.ladders, and how to use the results for

performance evaluation and manpower planning.

Chapter 1 is a manual for coding and preparing the HSMS task
data for computer-based analysis. Chapter 2 describes how to use HSMS

task data and computer programs to group tasks into interrelated fami-

l~%l()
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lies and hierarchies of tasks. Chapter 3 describes how to assign tasks

to job levels, job structures, and job ladders.

Chapter 4 indicates how the analytic results can be used by
an individual institution or department to make rational use of man-
power, restructure jobs, assign tasks to jobs and titles at various

levels, provide upward mobility, and/or evaluate task performzace.

The five HSMS computer programs are presented in Appendixes
B through F, along with instructions for their use. Appendix A pre-
sents a brief history of the HSMS analytic isstruments, covering data
ou the definition of task, the HSM3 scales, and the Knowledge Classi~

fication System. Appendix G is a scholars' review of the HSMS method.

CODING AND KEYPUNCHING

When the HSHS tasks have been identified, described, scaled
for skill and knowledge requirements, reviewed, and approved, the final
data forms are ready for coding and data processing. The task identi-
fication data appear on HSMS Task Description Sheets or Task Identifi-
cation Summary Sheets. The skill scale data appear on HSMS Skill Scal-
ing Sheets, and the knowledge category and scale data appear on HSMS
Knowledge Identification Sheets. The data must then be transferred to
punched computer cards. This is done by use of code sheets which re-
present the columns on computer cards. This section describes the code

sheets and how they are used.

1-2
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Overview

Each task which is to enter the data base is a basic unit
for purposes of statisticait analysis. Each is uniquely identified by
its Code Number. All data cards for a given task must include the

task's Code Number.

To facilitate information retrieval, we made it possible
to identify a task by several criteria such as job title, institution,
department, task frequency, and an abbreviated name. The latter makes
it possible to easily interpret data listings and the analytic results
which appear on computer print-outs. Each data card contains a fixed
number of columns set aside for identification purposes; but only the

first card includes the abbreviated task name.

The skill scale data posea no special problem. With sixteen
skill scale values to record ifor each task, we decided that the second
data card for a task would have a fixed format in which a specific two-
column field would be assigned to each skill scale, and scale values
would be punched escluding the decimal points. Thus, a task's scale
value for a skill can be determined by the numbers punched in given

columns on the card.

1n the case of the knowledge categories, no such fixed as-
signment of category to column could be made because of the vast num-
ber of knowledge categories in the System. Even if we could know in

1

advance which categories would be involved in each "run," a fixed col-~

1-3
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umn assignment for each category would require hundreds of cards and

thousands of zero punches, since most categories are not needed for
most tasks. A new format would be needed for each run. This problem
was solved by the decision to use a format for knowledge data in

which eight columns are assigned for entry of a knowledge category's
code number, followed by two columns in which tc enter the scale value.
For any given task there as many knowledge data cards as are needed to
cover all the knowledge categories it requires at non-zero values.

Each task's first data card tells the computer how many other data

cards to expect for the given task.

Thus, any task must have at least two data cards. Tasks
that require no knowledge categories above zero on the knowledge scale
have only two cards. All other tasks have as many data cards as are
required to record all the scale value data. The data cards for each
task are numbered TOO, TOl, T02, and so on; each contains the Task Code
Number, any optional identification information selected, and the data

that the particular card has been designed to carry.

Figure 1 presents the HSMS TOO code sheet for a task. There
are four banks which together represent the 80 columns of a computer
card. The first line of each bank gives the column numbers. The second
line indicates the column designations, i.e., the insfructions to the
coder on what to enter on the third line. The third line is what the

keypunch operator punches, based on what has been entered by the coder.

Columns 1, 2, and 3 represent the card number for the given
task. A ' is always punched in column 1 to designate (T)ask data.

1-4
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Figure 1. HSMS CARD TOO SHEET: SUMMARY CARD

Col.
No. 1 2 3 4 {5 6 7 8 ) 10 11 12 13 14 15 16 I 17 18 19 20
Task| Data Job |Title |Code Insti Perf?rmer fode
Com= 1 (corg Nummer Thsk Identifilcation Number tutio
tent ; Code
T 0 0
o
Col.
No. 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40
Con- Department } Shift Type Task Numbef of
tont Code Code of Fre~ Cards| to Alphgq ~ NUﬁbric Name off Task
en Task quency] Folloy
[y
)
Code
ol.
No. 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60
on= (Afbrevidted Versig¢n) ii Colupns 32} to 78
tent
ol.
o. 61 62 63 64 65 66 67 68 69 70 71 72 73 74 75 76 77 78 19 80
on-
ent
Lode
Q
[ERJ!:] Indicates blank. Coded by: Checked by

IToxt Provided by ERI
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This distinguishes the task data cards from other cards. Columns 5
through 27 are identical for a given task on all its cards. The

task's Code (Identification) Number is always punched in columns 35

through 10, right justified in the field. Columns 12 through 27 con-
tain optional data which are not needed for statistical aralysis. HSMS

enters an "N" in column 25 to designate a task that has been reviewed

LA

and is now in '"normative" final form.

oy

AR

S

Columns 29 to 80 are unique to card TOO. Columns 29 and 30

fi

P oeekba, per S ol k

are coded after all the skill and knowledge scale values have been
coded. The number entered tells the computer how many cards are to
follow for the task. The figure corresponds to the number of thz last

knowledge card for the task.

Figure 2 is the code sheet for the TOl card; it is designed
to include all the skill scale data for a task. There are column de-

signations for all 16 skill scales. If a task has been scaled at zero

for a skill, :zeroes should be codec and punched in the columns assigned

to the skill.

Figure 3 is the code sheet for all the knowledge data cards
for the tasks. Columns 2 and 3 are coded in numerical order as the
code sheets are filled out, beginning with T02. There is room for data

N for four knowledge categories per card. The coder enters a knowledge
category's own 8-digit code number; this is followed by the nonzero
scale value for the category (omitting the decimal point) in the two

columns designated.

16




Figure 2.

HSMS CARD TQ1 SHEET: SKILL SCALES

1 2 3 4 5 6 7 8 9 10 11 12 13 4 15 16 17 18 19 20
Taskj Lata Job iTitle Insti Perfqrmer §ode
Card] Numbper Thsk IJentification Numb e tutio
Code
T 0 1 l
21 22 23 24 25 26 27 28 29 30 31 32 33 35 36 37 38 39 40
Deparfment {Shift Type Task \\ Scale| 2 Scale | 3 Scalel| &
Code Code of Fre- Pbject Ma- Guiding or
Task quencyj Locomdtion nipulation Steeding
P l
41 42 43 44 45 - | 46 47 48 49 50 | 51 52 53 55 56 57 58 59 60
Scald 5 Scale}] 6 Scale]| 7 Scal 8 Scald Scald 10 Scalg 11
Humadf In- Oral | Use Readipg Use Writgen Use Decigdion Decision
teraqtion Leadegship of Lahguage of Lapguage] of Ldnguage Mk: Methodq \\Mk:Qu lity
| X |
61 62 63 64 65 66 67 68 69 70 71 72 73 75 76 77 78 79 80
Scalq 12 Scald 13 Scale| 14 Scale] 15 | scate|l 16 |\ /] scald 17
Figugal Symbqlic Taxonpmic Implipative Finangtial Cons.| of
Skills Skills Ski}ls SkiFJs Error| Cons. JErr. Humans
e I L |
[ERJ!: Indicates blank. Coded by: Checked by.

18
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%é Figure 3. HSMS CARD TO2 (Or Higher) SHEET: KNOWLEDGE '
% Jcor. I
?‘ No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 2Q4
g Task} Data Job |Title |Code Insti Perfqrmer §ode
: Con-~ Card NumLer Tpsk IQentificatiod Numbér tutio
v tent
Code
T
Code
Col.
No. 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40
c Deparfment | Shift Type Task Knowhpdge Classificatfon Syptem Scale
t::; Code Code of Fre- Value
Task quency 1D NuLber qg digilts) > Scale}l8
v
o JCode :
Knowledge Categories Must Be Entered In Numerical Order
ol.
0. 41 42 43 44 45 - | 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60
Khowledge Classiffcatioh System Scald Knowqedge Classﬁ-
Value
tent ID Nymber {8 digfts) — Scale 18 ID Ngmber [(8 digits)
1.
o. 61 62 63 64 65 66 67 68 69 70 71 72 73 74 75 76 77 8 .179 80
_ Scale Knowledge |Classfificatiion |[System Scale
°nt ficgtion Systgp Value Nalue
en ? Scale| 18 | ID Nugpber (B digits) 7 Ecale | 18 j
od l )
{X} Indicates blank. Coded by: Checked by
Q
FRIC 1Y
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The knowledge category columns must be filled out in order

with no blank fields left until after the last knowledge category. This

is because the HSMS "MATRIX" program reads a blank knowledge field as

the end of the information for the particular task.1

The code sheets must be carefully checked at least once by
someone other than the original coder. This is especially important in

the case of the 8-digit knowla=dge category codes.

The Use of A Code Book

The code sheets are dasigned to be self-explanatory. A
coder should be able to fill out each sheet by referring to a task's
data sheets. However, the organization carrying out task analysis may
wish to maintain a Code Book to cover the task data collected. In ad-
dition to a listing of task names and code numbers, the user may wish
to code job titles, performer, J-~nartments, and/or shifts. If the user
is part of a central office or a consortium arrangement, it may be nec-

essary to give each individual institution a code number.

The following are rules for assigning code numbers:

1. Code numbers are assigned in consecutive order as
new information is entered.

2. Each task, regardless of performer or institution,
will have been assigned a unique Task Code Number.
All overlap tasks should have the same Task Code
Number. (The data for a given task enter HSMS sta-

This means that if any categories are to be deleted after keypunching,
this cannot be done merely by erasing the data. Any category that is
eliminated must be replaced. It is easiest to replace the eliminated
category by the last one entered on the last card, and then erasing
the last entry. If an entire card is eliminated, the count in columns
29-30 on card TOO must be changed.

1-9
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tistical analy<is only once; i.e., a code number
is included only once.)

Each job title, regardless of department or institu-
tion, is assigned a unique job title code number.
All titles which are the same will have the same
title code number.

Each institution is assigned a unique institution
code number.

Each department name, regardless of institution, is
assigned a unique departiment code number. All de-
partment names which are the same will have the
same department code number.

Performers are assigned code numbers separately for
each institution, starting from 001 in each case.

A performer's code is precaeded by the institution's
code, and 30 a unique number results.

Coding for all cards: Identification Information,

Columns

Code Instructions

1
1-2

5-10

12-14

16

18-20

21-22

23

25

27

80

T Always a T to designate task data.
00 to 99 Card number as appropriate.

000001 to Task Code (Identification) Number. Right
999999 justify in field.

001 to 999 Job Title Code. Optional. Right justify.
1 to9 Institutional Code. Optional.

001 to 999 Performer Code. Optional. Right justify.
01 to 99 Department Code. Optional. Right justify.
l to 9 Shift Code. Optional.

Type of task as per designations used for
analysis. HSMS uses "N" for normative

tasks. Optional.

Frequency scale value for given performer
or job ticle. Optional.

Special designation. Optional.

1-10
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8. Coding unique to Card T00: Identification of task and card.

Columns Code Instructions
29-30 0l to 99 Number of cards to follo' * Card TOl is O01;
add all the cards needed for all the knowl-
edge categories (4 to a card), from TO2, on.
Same as columns 2-3 on the task's last card.
Right justify.
32-78 - Abbreviated name of the task. Use words and

abbreviations that unambiguously refer to
the task's abbreviated task name on the Task
Description Sheet or Summary Sheet.

9. Coding unique to Card TOl: Skill Scales.2

Columns

Skill Scale

32-33 Scale value for
35-36 Scale value for
38-39 Scale value for
41-42 Scale value for
44-45 Scale value for
47-48 Scale value for
50-51 Scale value for
53-54 Scale value for
56-57 Scale value for
59-60 Scale value for
62-63 Scale value for
65-66 Scale value for
68-69 Scale value for
71-72 Scale value for
74-75 Scale value for

77-78 Scale value for

Locomotion (Scale 2).

Object Manipulation (Scale 3).

Guiding or Steering (Scale 4).

Human Interaction (Scale 5).

Leadership (Scale 6).

Oral Use of a Relevant Language (Scale 7).
Reading Use of a Relevant Language (Scale 8).
Written use of a Relevant Language (Scale 9).
Decision Making on Methods (Scale¢ 10).
Decision Making on Quality (Scale 11).
Figural Skills (Scale 12).

Symbolic Skills (Scale 13).

Taxonomic Skills (Scale 14).

Implicative Skills (Scale 15).

Financial Consequences of Error (Scale 16).

Consequences of Error to Humans (Scale 17).

Code scale value for each
column field designated.

skill scale without decimal point in the two-
Code all zeroes; code a zero scale value as 00.
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10. Coding unique to Card TO2 and Higher: Knowledge Data.

Columns Code Instructions

30-37 8-digit code First Knowledge Classification System cate-
gory code.

39-40 - Nonzero scale value for Levels of Knowledge
(Scale 18) for preceding category, without
decimal.

43-50 8-digit code Next Knowledge Classification System cate-
gory code.

52-53 - Nonzero scale value for Levels of Knowledge
(Scale 18) for preceding category, without
decimal.

56-63 8-digit code Next Knowledge Classification System cate-
gory code.

65-66 - Nonzero scale value for Levels of Knowledge
(Scale 15) for preceding category, without
decimal.

69-76 8-digit code Next Knowledge Classification System cate-

gory code.

78-79 - Nonzero scale value for Levels of Knowledge
(Scale 18) for preceding category, without
decimal.

Keypunching

It is most efficient to arrange the code sheets in three groups:

1. A set of TOO sheets in numerical order by Task Code
Number.

2. A set of TOl sheets in numerical order by Task Code
Number,

3. A set of TO2 and higher sheets in numerical order by
Task Code Number, and within that, in numerical order
by Code Number.

1-12
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This arrangement makes it possible to use drum set-ups for
keypunching, and provides listings which can be inspected visually for
illegal punches in blank fields. The cards should be keypunched, veri-

fied, and listed. They should then be proofed against the original data

sheets. This provides a double check against errors picked up in coding.

Once this is done, the task data card decks should be struc~
tured so that the cards appear in numerical order by Task Code Number,
and within each task, in numerical card number order. At this point the
task data are ready for submission to the computer for their first com-
puter checks and analyses.

USE OF THE "EDIT" PROGRAM TO
CHECK AND SELECT DATA

HSMS employes a multi-purpose computer program, "EDIT," which
prepares the task data for use with its other analytic and statistical
programs. "EDIT" is first used to check that the data cards are¢ arranged
properly for submission; it also performs several error checks.3 We
generally submit all the data cards to a check by EDIT before putting

the data on magnetic tape in permanent form.
Checks

We have EDIT carry out a series of checks in the first com-
puter run with a set of data by selecting the proper options in the

EDIT program. The following are the checks carried out:

For a detailed description of EDIT, instructions for use, and a listing
of the program, see Appendix A.

1-13

25

; o




1. A check that each task (iask Code Number) appears
only once in the set of daca.

2. A check that the number of cards for a task is con-
sistent with the number indicated on its card TOO.

3. A check that al) the cards for a task have the same
Task Code Number.

4. A check that data cards appear in proper sequence
(as indicated in columns 1-3).

5. A check that punches occur only in permissible columns.
6. A check that scale values all end in O or 5.

7. A check that all knowledge categories have a scale
value above 00.

8. A check that knowledge categories appear only once

for a given task.

The first EDIT submission is usually run tu include an op-
tional listing of the data cards. Thus, when there is an error message
relating to the checks, or if the analyst finds an error, it is possible
to refer to the data listing to find the problem. Having the data in

card image form makes it relatively easy to plan and make corrections.

One of the functions of EDIT is to create a matrix of tasks
by skill and knowledge categories; EDIT enters zeroes in this matrix

whenever a categery in the data uase is not required b a task.

EDIT then orders the data base in successive matrix arrange-
ments and lists the resulting information in various predetermined for-
mats. In the first run with a set of data, some cf the format listings
are used by staff to check for "legal" and correct use of knowledge

categories. The four tormat listings of data are as follows:

1-14
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EDIT gives each skill and knowledge category an in-
ternal number. These are listed in the order in
which they appear in the input (data card) file, to-
gether with the number of tasks in which each appears
(frequency), and the Task Code Number and scale value
of each task in which the variable is scaled above 00.

EDIT lists the information described in 1, above, in
descending order of the skill or knowledge category
frequency of occurrence in the tasks. The original
internal numbers, the Task Code Numbers, and the
scale values appear again in order of frequency.

EDIT again lists the skill and knowledge information
described above, in order by skills first (in a pre-
set order), followed by the knowledge categcries in
ascending numerical order of their 8-digit code num-
bers. The original internal numbers, fraquency, Task
Code Numbers and scale values appear again in this
third order of presentation.

EDIT renumbers the skill and knowledge categories
(variables) internally and lists these in order as
in the third listing, with skills first, followed by
the knowledge categories in ascending order of their
8-digit code numbers. The fourth listing omits the
Task Code Numbers and scale values.

fourth listing, described above, is then used as follows:

The person doing the checking shculd be someone fami-
liar with the data and the knowledge identification
and scaling.

The fourth listing is fairly compressed. The person
who makes the check sets up a three columr table by
using this print-out. The skill codes and the knowl-
edge category codes of the print-out become the left-
hand column of the table.

The checker then refers to the Knowledge Classifica-
tion System and enters the abbreviated name of the
category next to its code number in the right-hand
column. The third column is the listing of each
category's frequency of occurence across tasks.

A checker who has worked with the data can usually
spot any inappropriace categories caused by coding
or k:ypunching errors. When an error is found, the
checker uses the third listing to find the tasks in
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- which the error appears. Then the data card listings
are used to find the data errors and plan for the
corrections.

4, An error is usually remedied by correcting a cate-
gory code number. If an illegal number has been used
it may have to be eliminated entirely. The user
should remember that, in making corrections, an 1l-
legal knowledge category code.and scale value cannot
be removed by leaving blank fields (except for the
last knowledge category for a task). Each must be
replaced. See footnote 3.

5. After the errors have been corrected the EDIT run is
repeated and the data are entered on magnetic tape.

Using EDIT to Select Variables

Once the data are corrected, the EDIT program is used again
to arrange the raw data matrix for further analysis. In the data matrix
created, the rows are the tasks; the columns are the skill and knowledge
variables; and the entries are the scale values. The HSMS purpose is to
go from this basic data matrix to the assignment of tasks to job levels
and to recommendations on job ladders. The essential problem is to
group a lai_ > number of tasks that require a large number of skill and
knowledge variables at varying scale values into a meaningful smaller
number of groupings so that the underlying association of skills and

knowledges (variance) will be reflected in the groupings of the tasks.

To solve the problem HSMS employs a form of factor analysis
called "principal components analysis" in a procedure we call "two-mode"
factor analysis. It is used to assign tasks to groupings that require
related skills and knowledges. The word "factor'" means grouping. (The
wéy skills and knowledge categories group together in factors decermines

the way tasks can be grouped together in factors.)
1-16
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The HSMS method requires the use of several computer programs.
Before they can be used it is necessary to make sure that each particu-
lar "run' with its tasks and skill and knowledge variables conforms to
general statistical requirements, i.e., that there are substantially
more tasks than variables, that variables with very low frequencies
across tasks are eliminated, and that there are no more than 144 vari-
ables (the current limit of the HSMS "two-mode" programs). This re-

quires selection.

The selection stage is composed of two parts:

1. Selection of the tasks to enter the statistical ana-
lysis for given computer "rumns."

2. Selection of the skill and knowledge variables that
have sufficient frequency to enter into the factor
analysis for each rum.

The first selection step is the choice of tasks for ana-

lysis. The user may be interested in the interrelationships among a
large number of tasks, such as those covering one or more departments
or services, and may also wish to examine the factor structure of a
subset of tasks. If this is the case, the analysis is carried out sep-
arately for each set of data; when the input decks are structured for

computer submissions the "runs" are given separate designations to
P P

avoid confusion.

After the er:or check, EDIT is used by itself to obtain cor-
rected listings for each "rim." The listings are then used to aid the

user in deciding which variables to eliminate so that the number of
1-17
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The user works with the second listing, described earlier,
which lists the variables in descendir. order of frequency. The table
used for checking, described earlier, can be redone and used as a ref-
erence so that the user can consider the identity of the knowledge cate-

gories (which are listed by code number).

Working with the second EuIT listing, the user numbers the -
skill and knowledge variables from 1 to 144, in descending order of fre-
+ quency and notes the {requency of the 144th variable. Generally, vari-

ables with lower frequencies are eliminated to bring the total to 144,

Even if the original number of variables is 144 or less, it
is nonetheless advisable for statistical reasons to use a frequency
cutoff of at least 4. Retaining variables with frequencies lower than
5 distorts the results as a consequence of the high number of ze..
scale values that appear in the raw data matrix. HSMS selects a mini-
mum cutoff option of 4; the totzl number of variables is then determined

by the number of variables retained after the cutoff is used.

If the l44th variable falls at a relatively high frequency,
and the selection of this frequency as a cutoff figure will eliminate
more variables than the number needed to arrive at 144, it is desirable
to select a lower frequency cutoff. With large numbers of tasks in a
run it is desirable to retain 2 full set of 144 variables when these

all have relatively high frequencies .

1-18
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HSMS usually selects a cutoff figure which results in several
more than 144 variables; we then selectively eliminate additional vari-
ables to bring the total to 144. We may eliminate either broad or fine-
level categories if both are identified for a given run. f the tech-
nologist level is of particular interest, we may eliminate some categor-
ies found only at the professional level. The selective elimination of
variables permits the user to retain relevant data based on the needs

of the particular analysis.

2

We record the cutoff and deletion decisions for each run.
EDIT is then run with the statistical programs, as described in the
next chapter. The EDIT listings described earlier are repeated in

the subsequent print-outs, and have the following characteristics:

1. The fourth EDIT listing presents the variables se-
lected; they are renumbered internally and listed in
order with the skills first, followed by the knowl-
edge categories in ascending order of their 8-digit
code numbers. Frequency data are listed, but not
task and scale value data. When DELETE and CUTOFF
options have been selected, this listing does not
include the eliminated categories.“ (In the three
prior li<tings the categories eliminated as a result
of DELETE or CUTOFF options are listed and marked
by asterisks.) This listing serves as a '"Variable
Description Dictionary."

DELETE and CUTOFF are the EDIT options used to reduce the number of
skill and knowledge variables which are copied to tape. DELETE is
used to name specific skill and knowledge categories to be eliminated;
CUTOFF is used to specify the frequency at or below which variables
are automatically eliminated.

Eliminating variables with low frequencies for factor analysis does not
mean the loss of information about such variables. Later in the analy-
sis, when tasks are arranged in order of difficulty for assignment to
job levels, and in the design of curricula, all the data are dealt with.
At this stage variables of low frequency do not provide information for
grouping tasks, and their elimination is not a loss.
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2. EDIT provides a "Task Description Dictionary™ which
lists each task's internal (computer) number in nu-
merical order and its Task Code Number, together with
the abbreviated name cf the task, as found on card TOO
for the task.

3. The final (internal) numbers assigned to skill and
knowledge variables and to tasks are the numerical
references for observations (tasks) and variables
(skill and knowledge categories) when PCVARIM, X2MOFA,
and X2MFAZ (the HSMS statistical programs) are used.

Using EDIT to Prepare Variables for Analysis

When EDIT is run with the statistical programs, one additional
option is used to prepare the variables for statistical analysis. The
EDIT program performs a logarithmic transformation on the data to bring

them to a closer approximation of linearity among variables.5

Thus, at this stage, there is a reduced data matrix for each
"run" whose rows are the tasks seiected for the given run, and whose
columns are the 144 or less variables selected for that run; the entries

are the scale values adjusted by EDIT.

The NORMALIZE option permits a logarithmic transformation of the data
to adjust for a large number of zeroes in the data base. (Tasks which
do not require knowledge categories required by any other task are
scaled at zero.) The NORMALIZE option follows the formula:

X = SQRT (X + 0 S}, where X is a scale value.
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CHAPTER 2

ANALYTIC TECHNIQUES FOR GROUPING TASKS

This chapter describes the use of three computer programs to
group HSMS tasks into interrelated families of tasks based on the skill
and knowledge scale data. The first section presents a general discus-
sion of the HSMS method; the second section describes the use of the
HSMS FCVARIM program for grouping variables; and the third section de-
scribes the use of the "two-mode" factor analysis programs for grouping
tasks. The two latter sections serve as a method manual. Details about
the three programs, instructions for computer submissions, and program

listings appear in Appendixes C, D, and E.

OVERVIEW

In order to arrive at a grouping of tasks, the HSMS method
uses statistical procedures and techniques which are also used by scien-
tists engaged in building predictive models. However, the HSMS use of

these analytic techniques is a descriptive, applied use of statistics.

The techniques serve only to organize and simplify the data; the results
are suggestive, not predictive. The overall methcd for grouping tasks

is as follows:

1. The basic data are the skill and knowledge scale
values assigned to tasks. The ''variables' are the
skills and the knowledge categories. The '"obser-
vations" or "subjects" are the tasks.

2. Principal component factor analysis is used to ex-
amine the factor structure (relationships) among
the variables. A solution (number of factors) is
selected which best describes the relationships
among variables. This becomes the basis for
grouping tasks.
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3. "wo-mode" factor analysis is used to examine the
factor structure of tasks based on the factor struc-
ture of variables and to assign each task to a factor.

4. The factors are named for the skill, knowledge, and
work content that characterizes the variables or tasks
that are assigned to factors.

5. The task factors are the basis for structuring jobs,
designing job ladders, and designing curricula, be~
cause they represent groupings of tasks which have
much in common with respect to skill and knowledge

requirements.

Factor analysis is an analytic technique that is used when

the statistical relationships among a large number of variables are of
interest. The object is to replace the separate relationships of each
variable with every other variable with a smaller number of interrelated
variable groups (factors). Each factor is essentially a construct that

expresses the interrelationships within a particuiar group.

The initial factor analysis technique used by HSMS is called
“principal components analysis.' It examines the correlation of each
variable with every other variable across a given set of observations
(tasks) and groups these to best account for all the variability among
the variables. Using various criteria, the analyst selects a factor
solution, i.e., the number of factors in which to group the Jériables.
A factor accounts for the variance among several variables in a test
space that is analagous to the way a regression line accounts for the

variance between two variables in two-dimensional space.

The factor analysis program which provides the solutions for
grouping the HSMS variables is called PCVARIM, an abbreviation for Prin-

cipal Components Factor Analysis with Varimax Rotation. The 'two-mode"
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factor analysis programs which produce the HSMS "task factors' are

called Two-Mode Factor Analysis Part One (X2MOFA) and Part Two (X2MFA2).

To arrive at principal axis (PA) factors, the PCVARIM pro-
gram and the two-mode programs use a principal components technique, with
unities in the diagonal father than communality estimates. HSMS usés
a correlation matrix of variables (rather than a covariance or cross-
products matrix), and varimax rotation of the PA factors, which produces

an orthogonal (rather than oblique) factor solution.1

Unlike other factor analytic techniques which first reduce
the total variability in a test space, the principal components tech-
nique summarizes the total variability in a test space into a smaller
number of orthogonal components. The factors produced are maximally

independent of one another.

In the HSMS two-mode programs the reduced data matrix is
used to form two conceptually different but necessarily related corve-
lation matrixes. One is the correlation of every variable with every
other variable across all the tasks (as in the PCVARIM program); the
other is fhe correlation of every task with every other task across

all the variables.

The two-mode programs prcduce the principal components of

the variable matrix as in the PCVARIM solution; in addition, the

The use of correlation matrixes provides solutions that are not depend-
ent on the standard deviations of the variables, as covariance matrixes
are, nor on the means ard standard deviations, as cross-product matrixes
are.




programs produce a transfer of the principal components of the task

correlation matrix based on the Eckert-Young theorem. This produces

2
the task factors which reflect the variable factu.cs. .

s SELECTING THE VARIABLE FACTORS

HSMS uses the PCVARIM program to select the "solution" (num-

5 ber of factors) which best groups the skill and knowledge variables.
PCVARIM is used with EDIT, as described in Appendix C. EDIT selects
and 1lists the variables in the order to be used in the PCVARIM program,

and '"mormalizes" the data.

PCVARIM makes it possible to examine a variety of factor so-
lutions. Solutions with as many as twelve factors or as few as two fac~
tors may be examined, as well as all the others in between. An EDIT
print-out can be ordered. The PCVARIM pvint-out includes means and
standard deviations, the correlation matrix, and other information such

as Eigenvalues, principal axis factors, and communialities.

0¢ chief interest are the 'Varimax Factor Loadings.” These
are presented in arrays, starting with the largest factor solution re-
quested, and ending with the solution containing the smallest number of
factors requested. The user examines each factor solution and decides

on the one that seems most appropriate.

After the '"variable mode" is rotated to simple structure, the "task
mode" is "counter rotated" by obtaining the transformed characteristic
vectors of the observation mode induced by the varimax rotation of the
variable mode following the Eckert-Young Theorem. See Appendix G for
a discussion of the procedures and Appendixes D and E for the programs.
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a matrix, in which the columns are numbered and stand for the factors

in the given solution.

ables, in the order determined by EDIT. At °the bottom of each array

For each "solution" requested there is an array arranged as

The rows are numbered and stand for the vari-

are data on the variance accounted for by each factor.

The entries in the arrays are the varimax factor loadings.

These are decimal numbers, of which none can be greater than .999.

Every variable has a loading on every factor in a solution. Variables

can load on factors within the range of ¥.999.

positively interrelated on a factor will have the same sign.
- sign has no other intrinsic meaning.

of interest.

the end of the array might appear as follows:

Variables which are

A loading of *.400 or more is

For a four-factor solution, the first five variables and

VAR.
NO.

5

etc.

VARIANCE

PCT VAR

CUM PCT

VARIMAX FACTOR LOADINGS

1
429
.578
.635

-.054

-.006

etc.

18.207
.207

.207

2

. 257

.139

.360

~-.034

-.072

etc.

10.037

114

.321

3

-.009

-.622

-.218

.023

-.909

etc.

8.547
.097

418

4
-.246
.039
-.113
-.220
.015
etc.
5.876
.067

.485

The + or

Note: An x denotes a high-loading variable and is
analyst during inspection of the print-out.
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The loadings reflect the extent to which a variable's scale
value variations contribute to the variance accounted for by the fac-
tor in the given solution. In examining several factor solutions (for
example, ten factors, nine factors, and so oﬁ, down to three factors),
the analyst notes which variables have "high loadings" (.450 or higher,
independent of sign) on each factor in each solution. These variables
"determine' a factor; their identities give some sense of the underly-
ing meaning of the factor. In the case of HSMS data, a factor may sug-
gest the skills and knowledge categories needed for a work function, a

specialty, a type of service, or a type of procedure.

The choice of an acceptable factor solution (that is, the
choice of five factors rather than four or six factors) can be based

on statistical criteria, on common sense, or on a combination of these.

HSMS eliminates solutions which have any factors with less
than three variables with relatively high loadings (i.e., +.450 or
more), and solutions in which no underlying structure of interest is
evident. The choice is limited to solutions which make sense, those
which account for most vaviables, and in which few variables have high
loadings on several factors. We look for stability of factor structvres
across several factor solutions, and choose that solution whose underly-
ing structure is most easily understood in terms of what we know about

the nature of _he work being studied.

The specific analytic work with the PCVARIM output is as

follows:
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For each factor solution array, the analyst places
a check mark, x, or some other indicator next to
each loading at *.450 or higher.

The analyst eliminates all solutions in which one
or more factors (columns) have no loadings ot
*.450 or higher.

The analyst prepares analysis sheets for the remain-
ing solutions:

a. For each factor in a solution the analyst lists
the variables that load at t.450 or higher. This
is done by listing the internal number of the
variable as shown in the array aud then writing
in the name of the skill or the code number and
the name of the knowledge category.

b. The name of a skill or knowledge category is ob-
tained by translating the PCVARIM variable number
into the skill code ‘or knowledge number using
the fourth EDIT listing: '"Final Correspondence
of Variable Numbers to Variable Codes as Written
on TAPE9." The Knowledge Classification System
name is then entered next to its code number.

c. A single master dictionary can then be made and
duplicated; it can be cut up and used for all
the analysis sheets.

The analyst examines the analysis sheets for each
factor solution, and considers the "sense" of the
skill and knowledge categories that load high on
each factor in the solution.

a. The analyst notes how the factors appear and
are differentiated as the solutions change
from the smallest number of factors to the
largest number of factors being considered.
The analyst notes what new specialties or func-
tions are represented or expressed as new fac-
tors appear, and notes which factors seem to
be stable from solution to solution.

b. The analyst considers the number of variaples
that load high on several factors in a solu-
tion and the number of variables that do not
load high on any factors. These should both
be at a minimum.

c. The analyst notes any variables that load high
with a sign opposite the one that is charac~
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teristic of the other high-loading variables.
A solution with such inverse loadings is dif-
ficult to interpret.

d. The analyst eliminates factor solutions with
only two or three high~loading variables in
a factor unless some specialty of interest is
expressed by the factor.

5. The analyst selects the factor solution that makes
the most sense, accounts for a substantial number
of variables, has a minimum number of variables
that determine more than one factor, and shows rel-
atively stable factor structures.

a. The rmber of factors (i.e., the solution) is
recorded.

b. The characteristic sign of each factor, i.e.,
whether the hign-loading variables have plus
signs (+) or minus signs (-) is recorded.

c. The analyst tentatively names eaci factor
based on what the association of skill and
knowledge categories suggests with respect
to work content or function.

6. In reporting the factor structure of variables,
HSMS includes loadings of 1.40 or move. High load-
ings are reported as positive, regardless of the
characteristic sign of the factor, except for in-
verse loadings, which are reported as negative
luadings. This is easier for the reader to in-
terpret. Figure 4 presents an example of hcw the
factor structure of variables can be presentel.

OBTAINING TASK FACTORS

In the HSMS method, two-mode factor analysis follows after

the s¢lection of a skill-and-knowledge variable factor solution. This

determines the number of factors and the nature of the factors to which

tasks will be assigned. The HSMS ''two-mode" factor analysis programs

are based oa a procedure for factoring an individual differences matrix

to obtain idealized subject types. The HSHS subject types are task

groupings; the variables are the scaled skill and knowledge categories.
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§§~ Figure 4. EXAMPLE OF TABLE SHOWING FACTOR STRUCTURE OF VARIABLES
£
SKILLS AND KNOWLEDGES IN RADIOLOGIC TECHNOLOGY, ULTRASOUND TECHNOLOGY, RADIATION THERAPY
S TECHNOLOGY AND RELATED FUNCTIONS2: FACTOR STRUCTURE OF VARIABLES p. 1 of 5
g Factor Loadings®
: b Rad. Ultrasd. Radther. Qual.Ass. Patient
. Skill, or Knowledge Category Number and Abbreviated Name Tech. Tech. Tech. Materials Care
: Object Manipulation Skills .43 i )
Guiding or Steering Skills .57 .64
Human Interaction Skills .60
Leadership Skills
Oral Use of a Relevant Language .62
Reading Use of a Relevant Language .61 .41
Written Use of a Relevant Language 47 .41 .51 o
Decision Making on Methods .40 .50
Decision Making on Quality
o Figural Skills .73
0 Symbolic Skills .64 .54
Taxonomic Skills .76
Implicative Skills .65 41
Financial Consequences of Error .61
Consequences of Error to Humans .67
H
11731000 Normal structure and function .43 42 .56
11731100 Regional anatomy .77
11731200 Topographic anatomy .80
11731300 Hematopoietic systemd
11731400 Circulatory system

a Refers to analysis ot 296 tasks listed in Table 1 by abbreviated task names, and 127 skill and knowl-
edge variables; 88 variables were included in factor analysis. See (d), below.
See Table 9, Appendix D, for full names of knowledge categories and Appendix C . for skill scales.

C Loadings of ¥ .40 or more are shown; blanks indicate lower loadings.
Indicates category not included in factor analysis because frequency across tasks is less than 5.
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"part One" of the two-mode program (X2MOFA) is run interfaced
with EDIT, as is the case with PCVARIM. (See Appendix D.) The output of
Part One provides card inputs for 'Part Two" (X2MFA2). Part Two is de-

scribed in Appendix E.

The tasks and the skill and knowledge variables are repre-
sented in the X2MOFA and X2MFA2 print-outs in the order assigned by
the EDIT program. Therefore, the EDIT "dictionaries" are used to in-

terpret the two-mode outputs with the PCVARIM outputs.

To obtain task factors with the two-mode method we extract
and rotate the number of variable factors chosen in the prior PCVARIM
analysis. After counter rotation of the task mode, the task factors
are shown in an array in which the factors are the columns and the tasks
are the rows. The entries are the tasks' numerical loadings on the fac-
tors. Each task has a loading on each factor. To interpret the data
one must understand what a task factor represents, the meaning of the

loadings, and how a task's loading on a factor arises.

For every variable factor in the solution chosen there is a
corresponding task factor. The skill and knowledge variables that de-
termine a variable factor determine how tasks will load on the corres-
ponding task factor. A task's loading on a factor reflects the skills
and knowledge categories required for the task, the scale values at
which they are required, and the loading of those particular variables

on the corresponding variable factor.
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For any given task, the more skill and knowledge categories
it requires of those variables that determine a given variable factor,
the higher the task's loading will be on the corresponding task factor.
The higher the task's scale values for those variables, the higher the
task's loading on the factor. (The influence of each variable can be
estimated by noting the variable's loading on the variable factor.)
Since a task will have some numerical loading on all task factors, a
given task can load low or negatively (inversely) on factors that are

determined by skill or knowledge categories not required for the task.

The characteristic sign of the variable factor determines
the sign of the task factor. Within this, a task's loading can be
greater than an integer and can range anywhere down to zero, through

zero, to the range of values of the opposite sign. For a four-factor

solution, the first five tasks in the array might appear as follows:

COUNTER ROTATION OF SECOND MODE

Task 1 (+) 2 (+) 3 (=) 4 (-)
1 .3757 x -.0974 .0326 .0215
2 ~.1645 -.0751 .0832 -.0347 x
3 .0057 .4333 x .0287 .0405
4 .0230 .0065 ~1.0979 x .0082
5 .1692 .0600 -.0688 -.8189 x
etc. etc. ete. etc. etc.

Note: An x denotes the assignmeat of a task to a factor. Plus (+) and

minus (~) signs at the top of each column denote the character-

istic sign of the factor. These are entered by the analyst dur-

ing inspection of the print-out.

The higher the numerical value of a loading that has a sign op-
posite the characteristic sign of the factor, the lower the
value of the loading on the factor.

2-11
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It is possible to examine a task's loading on all the fac-
tors and assign it ¢~ the factor on which it has its highest loading
(within sign). A task loads highest on the factor with which it has

most in common in terms of skills and knowledges.

Low~level tasks which require few skills and knowledge cate-
gories and loQ scale values will have low and/or inverse sign loadings
on all factors. The differences in loadings on factors for low-level
tasks is so insignificant, that a common-sense assignment of such tasks
to factors is often preferable to a mechanical statistical rule for as-

signment of tasks to factors.

When low-level tasks such as Task 2 in the example listed

above have ambiguous loadings, HSMS assigns each to a factor which in-

cludes other tasks with similar requirements and with similar loadings
in a context where the task makes sense. Generally we used a people-

oriented factor and a materials-oriented factor for such assignments.

The specific analytic work with the Two-Mode Part Two output

is as follows:

1. The print-out of Two Mode Factor Analysis Part Two
(X2MFA2) is used in the assignment of tasks to fac-
tors. The relevant portion of the print-out is the
arrav entitled, "Counter Rotation of --- Variable
Mode.”" A number is included in the space indicated
in this heading title which corresponds to the num-
ber of tasks in the given run.3

3 The words "counter rotation" and this number differentiate this array
from the "Rotation of the Variable Mode" which corresponds to the array
for the first mode, i.e., the skill and knowledge category mode, which
is "rotated." For HSMS purposes, the counter rotated mode, the second

mode, is the task mode.
2-12
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2. The analyst obtains the "Task Description Dictionary"
print-out which is part of the EDIT cutput. This
lists the internal number of each task, each task's
Code Number, and the abbreviated task name. These
are cut and mounted on the print-out of the Counter
Rotation Mode array so that the internal number
of the task on the far left of the array corresponds
to the internal numbering of the task in the EDIT
dictionary. The result is a table in which one can
read the identity of every task in the analysis and
its loading on every task factcr.

3. The analysts enters the characteristic sign and fac-
tor number of each factor at the top of each page
of the array. (The number is listed only on the

- first page.) The sign 1s obtained by referring to

. the counterpart skill and knowledge variable factor.

4. The analyst reads across each row and marks the task's
highest loading (within sign) in the row. In the ex-
ample listed above the highest loading within sign
for Task 2 is on Factor 4 (-.0347), because the other
loadings. though higher numerically, ahve a sign op-
posite from the characteristic sign of the factor.

5. When all the tasks have been assigned to a factor the
analyst reads the names of the tasks assigned to each
factor. The work content of the factors should now
emerge.

a. A number of low-level tasks will seem inappropri-
ate as assigned. These can be reassigned based
on logic, as described earlier.

b. A number of tasks may seem to be related to each
other and inappropriate on any of the factors.
These may reflect a relationship to a factor that
did not emerge due to insufficient frequency of
variables in the data base. These can be assigned
to a separate non-factor grouping.

c. A number of tasks may have very high loadings on
two factors. These should be assigned in a man-
ner that reflects the nature of the majority of
tasks that load unambiguously on the factors.

d. 1f there are any remaining ambiguities, final
assignments can be made after the job level of
tasks has been evaluated, as described in Chap-
ter 3.

2-13
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6. A list of tasks tentatively assigned to each factor
should be prepared, listed in order by Task Code
Number, with the factor loading included. In this
listing and in subsequent reports we use the conven-
tion of presenting the loadings with positive char-
acteristic signs; we use the negative sign to repre-
sent inverse loadings; thus, loadings with inverse
signs are correctly interpreted as less than zero.

7. The factors are given final name and number desig-
nations which reflect the work specialty of the tasks
that load on the factor. This may be an occupational
reference and/or a functional reference.

Tt is possible for the analysis conducted up to this point

to prove to be disappointing; i.e., the task factors may not '"make
sense" or may not be sufficiently differentiated to be useful. At this
time it is in order to reconsider the PCVARIM factor solutions. In HSMS
experience, the PCVARIM solutions sometimes make more sense after the
consequences for task factors are seen. It then may be obvious that a
larger or smaller number of variable factors can provide more interpret-

able or useful task factors. After a new factor solution is chosen, the

two~-mode programs are rerun, and the analysis steps are repeated.

It is the strength of the HSMS method that one is not ''stuck"
with any given solution. The one that most clearly accounts for the
data and serves the ultimate purpose of the analysis is the best solu-
tion; and it is never too late to reconsider which solution is most

appropriate to the needs of the user after trying several solutions.
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CHAPTER 3

JOB STRUCTURES AND JOB LADDERS

This chapter describes the use of the HSMS MATRIX progcam
for assigning tasks to job levels.l It is a manual for the structuring
of jobs and ‘he creation of job ladders based on the task factors and
the job level analysis. The first section explains how MATRIX is used
to assign an index of "difficulty" to tasks within factors based on
skill and knowledge requirements. The second section describes the
assignment of tasks to job levels. The third section discusses the
design of job sequences or ladders and presents examples of HSMS rec-
ommendations. The sequence of events is as follows:

1. The tasks are arranged in rank order within factors

by "point score" order of "difficulty," based on a
count of all the skills and knowledges required for
each task and the scale values at which each is re-
quired (including variables not part of rhe factor

analysis).

2. Tasks are assigned to job levels within each factor
based on their "point scores" and "profiles."

3. Once the tasks are assigned to job levels within

7
factors the results are examined and job ladder
and lattice recommendations are made.

DETERMINING RELATIVE TASK
DIFFICULTY: POINT SCORES

The hierarchy of tasks in a factor is the arrangement of
tasks by order of difficulty so that tasks can be assigned to job levels.

The MATRIX program is used for this purpose.

See Appendix F for a description and listing of MATRIX.

3-1
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Factor loadings take account of the skill and knowledge
variables that enter into the factor analysis; they do not reflect all
the skill and knowledge requirements of tasks. For this purpose HSMS
carries out a "point analysis" in which every skill or knowledge cate-
gory needed for a task and the scale value at which each is required
enters into a "point score'" for each task. This is an index of educa-

tional requirements, or "difficulty."

The HSMS MATRIX program allows the user to examine tasks
separately for each factor-or in any grouping of interest. It pré;;ncs
the task data Being examined in an array in which the tasks are arranged
in columns from left to right in any order selected. The rows are all
the skill and knowledge variables, listed from top to bottom in the or-
der in which they appear in the tasks (as arranged from left to right),
including all the variables. The entries are the original scale values.
Regardless of the order in which the tasks are arranged, by reading

across a row one can see the tasks for which a given skill or knowledge

category is required, at what scale values.

Within a factor, some skills or knowledge categories are re-
quired at the same scale value for all tasks, and some aive required at
more than one scale value, depending on the tasks. We assign points to
the tasks based on what is found in the MATRIX array. The total is the
task's point score. This is calculated for all the variables and tasks

in a factor or in a selected set of tasks.
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The specific analytic work with the MATRIX program to arrive

at point scores is as follows:

1.

The user works with the tasks in one task factor at
s time. If there is interast in comparing point
scores across factors in order to decide on a factor
solution, or to decide on a factor assignment for
given tasks, tasks assigned to more than one factor
may be included. A given MATRIX "run" is the set

of tasks that are to appear in a given MATRIX array.
The resulting point scores are automatically com-
parable across all the tasks in the "run."

For purposes of point score analysis the user enters
the tasks in a given "run'" in numerical order by
Task Code Number. This makes it easy to locate the
tasks in the array. Any other order, such as by

factor loading, is acceptable.
The MATRIX print-out includes the following:

a. A list of tasks in the array listed by Task Code
Number and abbreviated name presented in the
order entered. The tasks are given internal
numbers, and the last number is the total num-
ber of tasks in the array.

b. The actual MATRIX array. The column headings
are the Task Code Numbers in the order requested,
arrayed from left to right (from lowest to high-
est Task Code Number). The far right-hand col-
umn identifies the rows, which are the skill or
knowledge catepory codes, listed in the order
in which they appear in the tasks as listed.
The ~nt~ies are the scale values with the deci-
mals omitted. (See examplz under 5, below.)

c¢. A list of the skill and knowledge categories
represented in the array, with the skills first,
followed by the knowledge category code numbers
in numerical order. The frequencies across the
tasks in the array are also given.

When a given set of tasks is larger than the number
that can be accommodated on the width of a computer
sheet, the MATRIX row arrayv is repeated, and the
column headings are continued until all the tasks
are listed. The analyst must cut the continuation
sheets and mount thom carefully to provide one con-
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tinuous array. This is easily done by matching
lines and headings and using glue or transparent
tape.

5. Below is an example of a MATRIX array as described
above:

EXAMPLE OF MATRIX ARRAY
(First 7 Tasks in Task Code Order)

E SKILL

T OR

C _ CATEGORY
HUM INTR
ORAL USE
METHODS
QUALITY
IMPLICIT
FINC ERR
HUMN ERR
12223000
READ USE
OBJ MANP
WRIT USE
11737300
65620000
11738000

13 9 7 9 13 11 11 Point Score*

* Entered during analysis.
Figures were calculated for this sample.

Code: Circle = 1 point; Box = 2 points; Triangle = 3 points.

6. The analyst decides on a symbol code or a2 color code
for calculating the point scores. The example above
uses a symbol code because this report is printed in
black and white. A set of colored felt tip pens is
preferable for coding.

7. The analyst works with one row (variable) at a time.
In the example above, the first row is HUM INTR (the
Human Interaction Skill Scale). The analyst observes
che lowest scale value appearing in the row (30).
Using the code for the lowest value (1 point = circle),
the analyst marks each scale value with the code for
one point. Then, using the code for the next higher
value (50), the analyst marks each second highest
scale value with the code for two points (box). If
there were a third value, it would be marked with the
code for the next higher value (a triangle). QUALITY
has the scale values of 15, 35, and 70, and all three
codes.

3-4
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When all the rows have been symbol-coded or circled

with color-coded pens, the columns, which represent

the tasks, are added. A circle counts as one point,
a box as two points, and a triangle as three points,
etc. A blank receives no points. The sums are en-

tered at the bottom. These are the point scores for
the tasks.

The analyst records the task's loading on the factor
and its point score using the list of tasks printed
as part of the output to MATRIX. This list can be
duplicated, cut out, and arranged in point score
order.

ASSIGNING TASKS TO JOB LEVELS

The HSMS method assigns tasks to job levels by arranging
the tasks in a factor so that tasks which require similar skills and
knowledges at similar scale values are assigned to corresponding and
appropriate job levels. The point scores are the basis for this as-

signment of tasks to levels within factors.

To assign tasks to job levels, the MATRIX program is run
for each factor with the tasks arranged from left to right in order of

their point scores. This ordering of the array produces a stepwise

pattern because skills and knowledge categories that appear in low-
level tasks continue to appear across the array, and, as higher-level
tasks are added, indented new arrays appear for skills and knowledge
categories not required for lower-level tasks. (See Figure 6, pre-

sented later in this chapter.)

The order of point scores roughly approximates the order of factor
loadings, but differences are inevitable. This 1s because variables
enter into the point scores that were not among those selected for
the factor analysis; and variables with little variance would not
have high loadings on the variable factors.

3-5
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We mark off on each row the first task at which a scale

value changes to a higher value, and continue across the row, marking
the first appearance of still higher scale values. We examine the ar-
ray to note at which position (task) large numbers of skill and knowl-
edge categories are required for the first time, and where the scale

values first rise. These step~like demarcation points help us to as-

sess when we have a change of job level.

Often there is a dramatic point of change. In cases where
the array shows no dramatic breaks we supplement our analysif by de~-
termining point score ranges for job levels and by examining the
names of the tasks, using common sense to determine the difference

between levels.

It is usually possible to compare job levels across fac-
tors, and/or to use the point score of a task on several factors as a
benchmark when determining job levels. However, this is only true
when the knowledge categories involved have been "broken out" to com-
parable levels of detail. For example, in the case of the profes-
sional-level (5) radiation physicist which emerged on a quality con-
trol factor, it was impossible to compare point scores with other fac-
tors. The knowledge categories required for the physicist are listed
in the Knowledge System solely as broad-level subject categories, and
are not "broken out" into fine-level categories; as a result the tasks

have relatively low point scores.

In assigning tasks to job levels, HSMS uses a specific con-

vention in which all job levels are identified by number, general name,

3-6
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and academic or functional requirements. These are presented in Figure

S, below:

Tigure 5.

THE HSMS JOB LEVELS

HSMS Job Levels

Academic or Functional Description

8. Specialized Advanced
Professional

7. Advanced
Professional

6. Specialized
Professional

5. Professional

4, Junior Professional;
Supervisor

3. Technologist

2. Technician

1. Aide

MD's with specialization such as attend-
ing radiologists, internists, surgeons;
doctorates and post doctorates with ex=.
perience.

MD's in residency or doctoral candidates
carrying out advanced functions.

Masters-level occupational study and ex-
perience; supervision of professionals.

At least four years of academic and/or
specialized occupational education; may
inciude masters level.

Supervision and/or instruction of stu-
dents and/or staff at levels 1, 2, and/
or 3; may be equivalent to baccalaare-
ate degree-level specialty.

Sperialized technologist education;
equivalent to associate degree level.

Specialized t.'chnical education; up to,
including, anc beyond high school, but
less <han associate degree level.

Entry level; up to.and including high
school.

Figure 6 is a hypothetical presentation of a MATRIX array in

which the tasks are arranged in ascending point score order based on

point score analysis. The assignment of tasks to levels is shown, and

the stepwise patter:: is apparent.

-
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Figure 6. MODEL OF "MATRIX" ARRAY OF SKILLS

AND KNOWLEDGES BY TASK AND JOB LEVEL

Skills FACTOR I LADDER
and level 1 Level 2 Level 3
Knowledge Task | Task | Task } Task | Task | Task | Task Taskl Task
Categories 1 2 3 4 5 6 ] 7 8 9
Skill 1 1.0) |(.0) [-01 |70} [Z0] AN ANGCONGD

* Skill 2 1.0} {[2.0 }il2.0 L §i2.0 E.o‘\ 2.0\ & . 0]

Skill 3 2.0) |G.0) IT%.5} | La.s 4.5 (z.o)A .0

T — e I o

* Knowledge (1.5)1G.5) .5 170} |(3.5) II7- 0}

——— ) ~— — R
Knowledge 3. ‘5.5] 2.5 .5 (;:;} 9,

R N, L 'v

Skill 4 5.0) |(5.0) |(5.0) 5.0)
Knowledge <5.0) ‘6.0!

* Knowledge G.» (9.0} {[s.0)
Knowledge @) @ 6—5)
Knowledge 3.5) (7.5 }1{7.5]
Knowledge (7?3\ {(7.0) ﬁiiﬂ

~—> —— ad
Knowledge ‘7.0! @_
19

Point Score

4 5 10 10 10 21 28

* Asterisk denotes variables that determined the factor.

Code:

circle

1.

2.

3.

Tasks are listed from left to right in ascending
order of point score.

Skills and knowledge categories are listed from top
to bottom in order of appearance in the task array.
Tasks are assigned to levels based on increasing
numbers of skills and knowledges required and their
scale values.

Not every skill or knowledge appears in all subse-
quent, higher-level tasks.

Scale yalues do not necessarily rise from level to
level.

Scale values may vary within a level.

1; bex = 2; triangle = 3; double circle = 4; double box

o A
99

© =l

3-8



S—

Below is an example of how the task content of factors can
be presented by job level, Task Code Number, name, point score, and

factor loading:

TASKS ASSIGNED TO QUALITY AZSURANCE, MATERIALS FACTOR

BY JOB LEVEL, POINT SCORE AND FACTOR LOADING P. of
, Task Point Factor .
i Code Abbreviated Task Name and Job Level Score Loading
| i
! 1
3 Level 5 (Professional) !
; !
557 Collecting and presenting technical information 56 .79
about and/or recommending new diagnostic x-ray
equipment.
1 546 Designing, maintaining, evaluating radiation pro- 55 .72
tection and monitoring programs in diagnostic
.—7 radiology. T
etc. P
_—7. - ~<
l Level 2 (Technician) i
l 556 Calibrating diagnostic x-ray test, survey, or mea- 28 .28
{ suring instruments.
; 533 Checking automatic exposure termination of diagnos- 27 .07
| i diography equipment.
| - LIC TACTORTA > —
etc.
ey L

Level 1 (Aide)

- 192 1Inspecting, checking, preparing xeroradiography 14 -.07

equipment for use.*

fhe following explanation is given to the reader in the form

of footnotes or notes:

Note: Tasks are arranged in descending order within levels by
point score (difficulty as reflected in the number of
skill and knowledge categories required and the scale
values at which the categories are required). Factor
loadings run from high, positive values, through zero,
to negative values (for lower-level tasks) .

* Each vask was assigned to the factor on which it has its

highest loading. Tasl names marked with an asterisk (%)
were assigned on the basis of logic.
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DESIGNING JOB LADDERS AND LATTICES

The tasks assigned to any given level within a factor are
likely to be representative of the central tasks of a job. Naturally,
any job will also include certain peripheral tasks not on the factor
which reflect the administrative or institutional idiosyncrasies, paper
work, conferences, etc., usually associated with any job. In some
cases a real job would combine the tasks in more than one factor, such
as when an institution is not large enough to differentiate jobs. How-
ever, for the purposes of job or educational ladder design, the tasks
at a given level within a factor suggest the most rational assignment
of major duties to a job, since they require the maximum application

of a minimum but adequate educational investment.

The factor results do not necessarily guarantee that job
ladders can be designed within task factors. After tasks have been
assigned to factors and levels it is possible to find that only one
level is represented in a given factor. However, some factors that
appear only at higher job levels can be logical higher-level steps for
tasks at lower job levels in other factors. This happens when the
higher-level factor combines the skill and knowledge requirements of

one or more other factors. This becomes the basis for constructing

job lattices.

The HSMS job ladder and lattice recommendations are arrange-
ments of jobs in prountional steps derived from the task factors. The
jobs in a ladder or lattice require interrelated skill and knowledge
categories based on given task factors. Job lattices allow for lirk-

3-10

o7



ROE A AN T T T

SRR

;
5
=

ages across factors both horizontally and diagonally. This provides
crossover options and a choice of promotional pathways based on the

principle that the skills and knowledges required at a given level

for a factor may serve as a basis for more than one specialty. A

given specialty may build on more than one kind of prior preparation;
the entry to specific professional jobs could thus be reached through
more than one factor. Conversely, a given job level in a factor can

be a step towards more than one specialty.

The analyst makes recommendations on iob structures, job
ladders, and job lattices based on the nature of the task factors
which emerge and on the assignment of tasks to job levels. Once these
are laid out and the skill and knowledge content is examined, logical

recommendations usually emerge.

Past HSMS analyses are presented in Figures 7, 8, and 9.

Figure 7 is an example of the factor structure that emerged in diag-

nostic radiology; Figure 8 shows the job ladder~lattice recommenda-
tions which resulted from the analysis. Figure 9 shows a similar set

of recommendations including diagnostic ultrasound and radiation

therapy.

These examples are offered as indications of HSMS recom-

mendations, since it is impossitle to provide more detailed instruc-

tions on how to go from the factor and point score data to the actual
suggestions.
|
|
|
\
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Figure 7. SUMMARY OF FACTOR STRUCTURE OF TASKS BY JOB LEVEL: DIAGNOSTIC RADIOLOGY
I 11 [ v [ 111 VI NON-FACTOR A
[ Patient,
Factors: Non-Neuro. Neuro- Obs-Gyn Emergency Radiologic Quality Adminis-
Radiology Radiology Radiology Care Technology Assurance tration
Job Levels
8. Special- |Radiologists| [Radiologist | [Radiologist
ized Ad- (non~neuro. (neuro- (obs=-gyn
vanced radiology radiology radiology
Profes- lspecialties)| |specialty) specialty)
sional (consultation; reading, interpreting; contrasti
studies; research; residents' training)
7. -
6. -
5. Profes- Radiation ‘Bept. Ad- ;
sional Physicist ministrator
(design,run | ((manage; I
qual.assur. | ;purchase; |
rograms) ﬂlqggs%;ﬁ___J
4, Jr. Profes~ hief Tech. Chief Rad. Supervisor
sional; Su- f Pt. Care | |Tech. (eval.sub's
pervisor (teach; give (teach;eval .| Hwork; run
merg.care) | |tech!s work) meetings)
3. Technol- Rad. Tech. Admin. Tech.
ogist (plain,con~- (inventory;
R trast pt. ~Ischeduling;
Fnjct;lsta?d-1 examinatns; orfentation)
loperatg.rm.))
2. Techni~ t.Care Tech- Qual. Assur
cian icn (cath.; Technician
andg; pren.|” [(test x~-ray
specimens) equipment)
1. Aide Pt.Care Aide Qual. Assur
(asstyvital Aide(process (
"Tagks in box with asterisk (%) signs; ECG; r———~— 7~ films;prep.
not covered by data. pers.atten.) equipment)

Source:

Research Report No. 8.
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Figure 8.

SUMMARY OF JOB STRUCTURE AND CAREER LADDER RECOMMENDATIONS

Factors:
(task group-
ings)

Job Levels

5. Profes~-
sional

[

4, Jr. Profes-
sional; Su-
pervisor

3. Technol~
ogist

2. Techni-
cian

1. Aide

CHIEF TECH.OF
PT.CARE (teach,
evaluate) or

EMERGENCY CARE

SPECIALTY

TECHNOLOGIST
(teach,evalu-
ate subordns.'
work)

CHIEF RAD. L

|

RADIOLOGIC
TECHNOLOGIST
(plain, con-
trast pt. ex-
aminations)

PATIENT CARE
TECHNICIAN (in-
jectslst aid;
cath.; bandg.;

(evaluate sub-
——

IV I1I VI NON-FACTOR A
Patient and Radiologic

Emergency Radiologic Quality Adminis-
Care Technnlogy Assurance tration

RADIATION [DEPARTMENT

PHYSICIST (ADMINISTRATOR |

(design,run {+(manage;plan; |

qual.assur. lpurchase;bud- '

rograms) get)*

.

SUPERVISOR

ordinates' work;
run meetings)

DMINISTRATIVE
TECHNOLOGIST
(inventories;
scheduling;

lorientation)

TECHNICIAN

prep.sigcimnsb

PATIENT CARE
AIDE (asst.;
vital signs;
ECG; personal

attention)

- — e —_— —_————_— —

processors)

QUALITY ASSUR.

(test x-ray e-
quipmtiymonitor

cess films;

equipment)

QUALITY ASSUR-
[ANCE AIDE (pro-

prepare, clean

* Tasks in box with asterisk (*) not covered by data.

Source:s

Research Report No. 8.
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Figure 9. RADIOLOGIC TECHNOLOGY, ULTRASOUND AND RADIATION THERAPY: i
RECOMMENDED JOB STRUCTURES AND PROGRESSIONS BY TASK FACTOR AND JOB LEVEL
Task Diagnostic Patient and Diagnostic Radiologic Radiation Admin-
Factors: Ultrasound Emergency Radiologic Quality Therapy istra-
Technology Care Technology Assurance Technology tion
Job Levels o
RADIATION PHY- " DEPART- !
5. Profes- SICIST: design, MENT
sional run qual. ass- | ADMINIS~
urance progrms. i_ TRATOR ,
4, Jr. Prof-t SUPERVISOR- ! i CLINICAL NURS— | SUPERVISOR- | I~ SUPERVISOR- ! SUPER- !
essional !__EDUCATOR _ ! i ING SPECIALTY: ! EDUCATOR ! L _EDUCATOR _ j (_ VISOR
/]
ULTRASOUND F RADIOLOGIC mAD. THERAPY JADMINIS-
3. Technol- |TECH.: pt. ex- TECH.: pt. ex- TECH.: set up, TRATIVE
ogist aminations in aminations w, administer, co~f |TECH.:
g all modes w/o contrast ord. treatments] |schedules
5 T
i I
PATIENT CARE TECHNICIAN: Injec- | JQUALITY ASSURANCE TECHNICIAN: RAD. THERAPY
2. Techni- {tions, medications, teach self test diagnostic equipment, moni-{ |TECHN.: mold
cian care, ist aid, insertn. of probes| |tor film processors, prepare, room work, as-
catheters: all 3 departments transport materials sisting
PATIENT CARE AIDE: Assist pt., QUALITY ASSURANCE,MATERIALS
1. Aide vital signs, reassure, assist IDE: checking, preparing mate-
with procedures, ECG, personal rials, inventories, film pro-
attention: all 3 departments cessing: all 3 departments
Broken boxes repres~nt jobhs whose tasks are not fully covered by data.
Source: Research Report No. 10.
)
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Once the job structure and job ladder recommendations are

made, the user is ready to prepare the data for use in curriculum out-
lines, curriculum objectives, and educational ladders to parallel the
job ladders. This is discussed in Volume 4 of this report. Chapter

4, which follows, describes the use of the data for institutional

evaluation and planning.
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CHAPTER 4

USING TASK DATA TO MAKE RATIONAL USE OF MANPOWER 1

Prior chapters described how statistical analysis of HSMS-
type task data)pan be used to develop job structure aﬁd job ladder
recommendations. This chapter shows the director or administrator

of a local institution how to adapt the recommendations, based on na-
tionwide practices, to the needs of an individual institution. The
chapter is directed to the hospital or department administrator who
wishes to implement job structure and career ladder recommendations
resulting from task analysis, or who wishes to¢ use task data for per-

farmance evaluation.

An institution cannot be expected to provide upward mobility
to its employees unless it has practical reasons for doing so; it must
make economic sense. The first section of this chapter argues that
there are benefits to .e derived from using HSMS-type data and recom-
mendations. It discusses the economic rationales for job structuring,

restructuring, and the development of job ladders using HSMS methods.

The second section describes how the administrator can use

the data generated hy HSMS methods to rationally structure or restruc-—

Much of the material presented in this chapter appeared as Chapter 3
in Research Report No. & (Fleanor Gilpatrick, Using Task Data in
Diagnostic Radiology, Volume 1, "Job Ladders: Assigning Tasks to
Jobs," New York: Health Services Mobility Study, 1977.)
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ture jobs. It shows how to examne the allocation of tasks to levels,
and describes the creation of new jcbs. The third section discusses the
development of a career ladder program, cost saving strategies, and
trainee selection. Tﬁe fourth section deals with the use of HSMS-type
data to evaluate institutional performance. It provides a mini-manual
for using HSMS—-type task data to create performance evaluation instru-

ments.

RATIONALES FOR JOB RESTRUCTURING AND CAREER LADDERS

The HSMS method makes it possible to analyze tasks in terms
of their skill and knowledge requirements and their relationship to
other tasks and job levels. It is therefore possible to assign tasks
to job titles and to make optimum use of more highly trained and more
expensive employees, and to make sure that the work is being carried

out by staff who are properly trained to provide quality input.

The assignment of tasks to job titles is job structuring or

restructuring. The arrangement of jobs into a promotional sequence

from one level to another is job ladder construction. It is not always

necessary to do job restructuring in order to design and implement job
ladders; it is also possible to derive advantages from job structuring
or restructuring without having to arrange jobs into a promotional lad-

der. This is discussed below.

The costs to consider in structuring or restructuring jobs
are thos of salary and education. Direct education or tuition costs can
be borne by students, employers, or society; education costs, however,
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are also reflected in salary levels. The education time needed to pre-

pare for jobs is highly correlated with salary levels. Reference to
high-level staff or jobs implies high salaries, high skill and knowl-
edge requirements, and long, expensive periods of educational prepara-
tion. Conversely, reference to low-level jobs implies low levels of

educational preparation and low salary levels.

Job Structuring and Restructuring

Job structuring and restructuring can provide cost advantages
if tasks are assigned to jobs so that the skill and knowledge levels re-
quired for tasks are compatible with the educational and salary levels
of the jobs to which they are assigned. Allocation of low-level tasks
to high-level jobs is wasteful of salary and education costs. If there
are shortages of high-level personnel, the waste is felt as decreased

services or other outputs.

It also makes econumic sense to assign tasks to jobs so that
the skill and knowledge requirements for all the tasks in a job are sim-
ilar. Assigning tasks requiring different, non-overlapping skill and
knowledge requirements to a single job increases the amount of educa-
tional preparation needed to do the job, even if all its tasks are at
the same level. This prolongs the educational preparation time needed

and probably inflates salary levels.

Job structuring and restructuring may be done to make jobs
at lower levels less boring for workers in order to improve morale and
thereby improve performance and/or reduce turnover costs. Such "job"

4-3
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enlargement' can be done economically by increasing the variety of task
activities in a job while still assigning tasks which require the same

basic investment in skill and knowledge training.

Job structuring is needed when the institution is to provide
a new service or function, or is to utilize a g%w technology. It is
then important to identify the tasks involved, to decide the job levels
to which the tasks should be assigned, and to decide the existing job
titles to which the tasks can be assigned to minimize the need for new
educational preparation. It is important to clarify whether there is
justification for creating entirely new jobs and/or whether the develop-
ment of a job ladder is apprupriate. The. issues are discussed later

in this chapter.

Job Ladders

Job or career ladders provide upward mobility for the in-
house labor force of an institution. Promotional lines prcvide for a
supply of new entrants in.o jobs as older incumbents retire, are dis-
missed, or as more staff are needed in a job title to handle increased

volume.

The most powerful economic reason to have a career mobility
program is to fill chronic vacancies at middle and upper job levels.
In a field such as healt services, most promotional lines require ad-
ditional educatiofi as an individual goes from one job level to another.
An economically desirable career nobility ‘ogram would provide job
ladder sequences that minimize the additional education needed between
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levels. If a job ladder starts from an entry level job with few vacan-
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cies, and progresses from one job level to another within interrelated
task groupings to the level where shortages exist, the amount of educa-
tional investment required between each level is minimized; employees
need to be trained only for the educational gap between one job level

and the next.

There are other economic arguments in favor of job ladders.
By selecting in-house incumbents in appropriate jobs to move up a job
ladder, the institution can cut the costs that are incurred in orient-
ing new employees. A program of upward mobility can also become an in-
centive for efficient performance if selection for upgrading is partly
dependent on the quality of performance in the current job. Since
trainees currently successful at one job levei are likely to be suc-
cessful at the next level (because of similar job content), the failure
rate may be reduced. A career ladder program may also reduce the costs
of turnover to the degree that high turnover reflects discouragement

with "dead-end" jobs.

Actual salary costs may be lower with the use of upgrading
programs than if staff are hired from the outside. The staff selected
for upgrading will be at the top of their salary range when selected,
but will enter the new jobs at the bottom of the salary range. They
will be replaced in their former jobs by staff who are themselves newly

upgraded and who will be entering at the bottom of the salary range for

their new jobs.
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Competition among institutions to ati:act and hire outside
individuals whose training is in short supply creates an inflationary
pressure on salary levels. An in-house career mobility program adds to

the supply of scarce labor and reduces inflationary pressures. Strate-

gies for job ladder construction are discussed later in this chapter.

When shortage jobs are at a high level, with no related jobs

at intermediary levels, jov structuring or restructuring may be needed

to provide job ladders. If the educational distance from an entry job

to a shortage job is a matter of several years, one cannot talk about a
viable job ladder. For example, a one-step rise from the aide to the
professional level would be unrealistic. But a ladder from the aide to
the technician level, and frcm there to the technologist level can ulti-

mately lead to the professional level in reasonable stages.2

To create a new job as an intermediary level on a ladder or
to provide a new service or function is a form of specialization of
labor that can be cost saving within limits. As different componen.s
of work are separated out and assigned t» different jobs, the work can
be done more efficiently and more economically. Lower-level tacks can
be grouped into jobs at lower salaries. The limit to this approach is
that the institution must be large enough to provide full-time work in
each of the subdivided specialties. Short of this, workers would not be
efficiently utilized. This question is discussed later in this chapter.
It is important to note that a jobL ladder progression refers to the re-
lationship among job titles. A given individual may not move up on all
the rungs of a ladder. At ary point in time incumbents at one levzl on

a ladder are the population from which those wiio will be .rained to go
to the next level on the ladder are selected.
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USING TASK DATA TO STRUCTURE JOBS

Assuming that the administrator of a department is interested
in the rational structuring of jobs in the department, HSMS-type methods
can provide the raw materials. The HSMS method produces task identifi-
cations and descriptions, groupings of tasks, assignments of tasks' to job
levels, and results in job structure and career ladder suggestions. The
administrator can adapt data, analyses, and recommendations that reflect

nationwide practice for use in his or her own department.

Analysis of Job Structures

Data Preparation

In adapting the recommendations the administrator first de-
cides »n the job titles to be examined; the second step is to identify
the tasks being carried out in those titles; the third step is to ana-
lyze the pattern of distribution of the tasks ir terms of task overlaps
across jobs, tne levels of tasks in jobs, and the groupings of tasks

in jobs.

The Zministrator starts by selecting the job titles to be
examined. These are placed on a refererce list. The list should in-
clude all the in-house titles of interest along with the salary or sal-
avy range for sach. Next, a HSMS job level should be assiéned to each
job on the list., Figure 5 in Chapter 3 presents the HSMS job levels.

A way to check the cppropriateness of job level designaticns is to note
whether the rank order of the job titles by salary level is the same as

the rank order of job titles by HtMS job level designation.
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The next step is to determine which individual(s) are famil-
iar with all the work being done by all the incumbents in the job titles
on the list. This may be the administrator, or different supervisors
may be familiar with different titles. These individuals are "respond-
ents" or resource persons who can be asked to provide the basic informa-

tion on the current allocation of tasks to titles.

The next major step in the analysis is to determine which of
the tasks covered in the nationwide analysis are being carried out in
job titles in the department or in titles related to the department. It
may be best to get an overall sense of where the activities are being
done before getting detailed information for each title.3 The final list

should include only tasks being done at the institution.

The next step is to find out in which job title or titles
each task is done. For each in-house job the entire list is considered
to ensure that all the tasks for a given title are covered. This means
that a copy of the task inventory of all tasks should be prepared for
each interview with each respondent. If it is decided that it is im-
portant to know which tasks are carried out by individual employees in
a title, separate lists should be prepared for each; and each should

be given the appropriate job level designation by title.

Each respondent is asked to indicate which tasks in the in-

ventory are carried out in a given title. If a true representation of

The HSMS extended task names provide goocd content references: they are
sufficiently detailed to avoid confusion about what work activities are

being referred to.
4-8
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work assignments is of interest, an effort should be made to include out-
of-title work, because this may be of major economic significance. Since

this i+ an in-house analysis, security is not an issue.

At this stage there is a task list for each title and/or in-
dividual being studied. Each contains all the tasks done in that job.
(The Task Code Numbers and abbreviated task names are useful references
at this point.) Next to the name of each task, two additional pieces
of information are needed. The first is the HSMS job level designation;
the second is the name or number of the factor to which the task was as-

signed in the prior analysis.

A third piece of information may be of interest to the ad-
ministrator. That is the frequency with which the task is carried out
in a given job. This information will be helpful if there is interest
in the relative importance of a task in the structure of a job. The
basic information is obtainable from the respondents. (The use of the
HSMS Task Frequency Scale (Scale 1) is discussed in Volume 2 of this

report.)

If there is an interest in overall assessment of the manpower

utilization pattern in the department, the next step is to create an ar-

ray thac contains the information of interest. This is done by arrang-
ing the job titles (and the names of individuals within titles) in col-
umns, from left to right in descending order by HSMS job level and/or

salary level. Within job levels the titles should be arranged by task

factor. The factor for a job is determined by the most prominent fac-
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tor showing on the task list collected for the title (or individual).
The rows in the array are to be all the tasks found in the department,

arranged from top to bottom in descending order by HSMS job level, and

4
within job levels by the same factor order used for the columns. The

entries in the array are x's. Working with each list separately, one

fi1ls in a column at a time, placing an "x" in the appropriate column
y P g p

if a given task is found on the given job's list. Figure 10 is a hypo

thetical example of such an array in which HSMS data were used for the
task numbers, levels, factors, and ticles; the example assumes twelve

incumbents, listed by number.

The array provides an overall view of the extent and loca-
tion of task overlap and the appropriateness of current allocations of
tasks to job titles by levels and factors. One examines the overlap of
tasks acrouss job titles or incumbents by reading across the array; one
examines the mix of tasks in jobs by level and factor by reading down
the columns. An ideal utilization pattern would be roughly in the
shape of a diagonal, falling from left to right (as wide as the adja-
cent columns in a given factor; as high as the adjacent rows in a given
factor within a level). Figure 10 shows this pattern, with the exception

of Tasks 490, 74, and 275.
Task Overlap

Task overlap occurs when a task is carried out in more than
one job title (or across mcre than one incumbent of a title if there

To save space, abbreviations and Task Code Numbers can be used *o de-
signate columns and rows, since the entries will be x's.
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Firure 10. HYPOTHETICAL ARRAY OF TASK ALLOCATIONS BY JOB TITLE
Job Levels?@: 8 5 4 3 2 1
FactorsP: 1] 11 vi] 111] 1v [ 111} A J IV { VI | IV VI
Job Non-| Neu-| Phy-| Rad.} Pt, Ad-| Pt, |Qual} Pt, Qual,
Titles®: neur] ro.| si-| Tech|Care| Rad.| minjCare|Ass.|Care| Ass.
Rad.|Rad.| cist| Supr] Supr.{Tech.'TechiTech]Aide|Aide] Aide
Incumbents: 1 2 3 4 5 6 7 8 9 10 11 12
Le— Fac-|Task
vell tor |Code
81t I |441 X
329 X
448 | X
I1 404 X
397 b4
430 X
S{VI 528 X
546 X '
542 X ‘ i
4 | 11X 82 X
7 X
Iv 158 X
305 X
3 | III |[526 X
362 X
363 X
A 1496 X |
131 X |
B 272 X ;
2 1v ]299 X H
33 X |
143 X |
308 X '
243 X
vl |535 X '
548 X
549 X
1§Iv |290 X
190 X
193 X
490 X X
74 X X
Vi 147 X
275 X X
t9 X
552 i X
79 . 1x

d Tevel 8: specialized advanced professional; level 5: professional; level ¢

educator, supervisor; level 3: techrologist; level 2: technician; level 1:

aide.

b Factor 1: Non-neurologic Radiology; Factor II: Neuroradiology; Factor III:

Radiologic Technology; Factor IV: Patient Care; Factor VI: Quality Assur-

c ance; Non-factor A: Administration.
Fill in the in-house titles.
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are different jobs within a title). Not all overlap is undesirable or
avoidable. There are always overlap tasks to be done which are the
mortar that holds the central tasks in a job together. There can be
duplications that refleét thé different locations or shifts in which
the work is carried out. However, when there is duplication of the
central work in a given department, this bears close examination; thus,

the overlap data in the array should be given careful analysis.

The most important type of overlap to look for is where the
same task is found in jobs that are at different levels. The allocation
of low-level tasks to high-level titles is wasteful. If high-leveil tasks
are allocated to low-level titles this may imply inadequate performance
or wasteful training. Given acceptable performance of a task in the
titles where it is currently overlapped, there is a prima facie economic
arzument for downward assignment of an overlap task to the lowest level
in which it is currently found. In Figure 10, Tasks 490, 74, and 275

are such tasks.

Sometimes the overlap reflects the case where supervisors fill
in for absent staff. This may be a waste of expensive supervisory time.
One solution might be to develop a "flying squad" for lower-level jobs.
Such staff would be trained for several jobs at the aide level and would
be on call to fill in for absentees. The squad(s) would provide a source
of experienced manpower to cover staff absences at the aide level. By
virtue of this experience, employees at the aide level could later make
informed choices about the specialty in which they would like to rise.
Management would be in a position to take account of especially gifted

employees and encourage them. Rotation would permit job enrichment.
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Sometimes overlap of tasks across job levels reflects the

refusal of professional staff to delegate work. Some professionals yre-
fer to carry out lower-level tasks when they are not comfortable about
the quality of the performance of lower-level staff. Discovery of this
kind of overlap actually pinpoints job performance and training inade-
quacies. The solution i; to provide remedial training so that higher-
level staff can rely on the quality of work assigned to lower-level

staff.

The in-house analysis of the overlap data should result in
the separation of necessary from unnecessary task overlaps, a design
for the rational restructuring of jobs, and a list of steps needed to

remedy the problems uncovered.
Job Structure By Task Level and Factor

At this stage it is possible te analyze whether thg tasks in
each job are at appropriate job levels. Allocation of tasks to jobs at
comparable job levels is the economic objective. Since most jobs can-
not be held together without one or two tasks that are essentially
simple and/or admi.istrative, percentage distributions and task fre-

quency data are used to examine whet er current allocations are sound.

The allocation of lower-level tasks to higher-level jobs sug-
gests waste. It is also important to consider the presence of higher-
level tasks in lower-level jobs. In a case where a task is rated at a

level higher than the job in which it is found, the task may be beyond
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the reach of the incumbent's experience and training, and performance
may be unsatisfactory. Alternatively, the staff in this job may be re-
ceiving training for the one task at levels that are beyond the needs
for all the other tasks of the job, and this would ve wasteful of

training.

The analysis of the composition of jobs by task factor is
simila: to the analysis of the task levels. The a;ray and the lists
provide insights about the breadth of training requi-ed for the jobs.

A job made up of tasks that cross several factors may require training

in a larger number of subject areas than is economically warranted.

For example, if the same staff member were administering medication and
testing x-ray equipment, an investment in training in pharmacology sub-
jects and in technological subjects would be required. With no trans-

ferability from one to the other, and no likelihood that this combina-

tion would be found in other lateral or higher jobs, we have a wasteful

job structure.

Creation of New Jobs

. A new job may need to '= created as a result of the analysis
of task allocations described above, or to provide an intermediary job
between high and low-level jobs, or to provide for a new functiomn, or to
utilize a newly available technology. The key to structuring a new job
is to know all the tasks to be covered, their job levels, and their fac-

tor designations. Frequency data reflecting the expected work loads to

be assigned are also helpful.
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The decision to irstitute a quality assurance program in di-
agnestic radiology provides a case to illustrate the type of analysis
that might be considered in the creation of new jobs, giveun the princi-
ples already described. HSMS found that the tasks in this case fall into

two job levels, those of the technician and those of the professional.

-

Quality assurance tasks are not found in every hospital, and
not all quality assurance tasks are present in any one hospital. Those
that are present can be found in a variety of job titles and job levels.
Now that there is interest in instituting quality assurance programs, it
would be sensible to decide on appropriate job structures to contain the
technician and professional-level tasks. It would be cost-saving to
remove technician-level tasks from their current locations in technolo-
gist and professional-level jobs and to create a quality assurance tech-
nician job. The remaining professional-level tasks would be assigned
to the professional radiation physicist. However, this solution makes
sense only if the institution is sufficiently large to benefit from a

newly created quality assurance technician job.

In the absence of sufficient volume, the HSMS designation of
level and factor for tasks can be used to decide the best allocation of
the technician-level tasks among existing jobs. The decision can vary
for different institutions depending on frequency data for current tasks;

however, the fr owing reasoning would apply.

The technician tasks can be taught to the aide and added to
the aide's current duties. The new costs would be for training and a

salary increase, because the aide job would now include technician-level
4-15
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tasks. It is also possible to teach the tasks to the :echnologist and
add them to the technologist's current duties. The new costs would be
those for *aining; there would also be hidden costs due to less than
optimum use of the technologist's time when carrying out technician-level
tasks. With the use of data on frequency and current work loads and

flows, a sound economic decision can be reached.

What is inescapably apparent is that there is little justi-
fication for assigning the technician tasks to the professional, who is
an expensive employee. If the reason for a job structure in which the
professional is doing the technician-level tasks is that this is needed
to provide full-time work for the professional phvsicist, the true func-
tion of the physicist may not be properly understood, and appropriate
professional tasks may be missing. In addition, it may be sensible for
a small institution not to hire the professional as a full-time employee,
but to retain a consultant who will set up and run the quality assurance

program as needed.

CAREER LADDERS AND COST SAVING STRATHGIES

An institution may decide to develop a program for upgrading
staff in job ladder progressions because it is convinced that this ap-
proach is most efficient in the long run; it may have decided that this
is the way to expand the services it provides, whether in sheer quantity
when demand increases, or in the provision of new services or functions.
The institution may have decided that this is the way to fill chronic
vacancies. Its commitment to upward mobility may have been brought

about through collective bargaining, with a portion of the wage package
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set aside for the upgrading-training of staff. In any of these circum-
stances there are basic decisions to be made that can affect costs and
the success or failure of the program. This section brings together wva-
rious insights gained by HSMS about the cost aspects of career mobility

programs.

Overview

Unlike the situation where students gain their occupational
preparation before they enter the labor force, an upward mobility pro-
gram is concerned with the needs of working students, with employers,
and with educators. The students are employed adults who very likely
are the main source of support of themselves and their families. Em-
ployers may wish to provide their staff with occupational preparation,
but also need to maintain the quantity and quality of their productive

output

In health services occupations the jobs require instruction
in formal disciplines. The subject matter must be imparted by teachers
and learnzd in the classroom and in supervised clinical practice. Un-
like many factory or civil service staff, the health worker cannot 'pick
up" what is needed in the higher-level job by simply observing other
workers during the course of a work day in his current job. 1In addition,
entry to health services jobs is often circumscribed by requirements
such as l?censure, certification, graduation from AMA-approved or other-
wise accredited programs, and/or academic degrees. In most cases licen-

sure and certification require graduation from accredited programs as

well as passing examinations.
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Given these considerations, an in-house upward mobility pro-
gram must involve four basic types of costs. These are education costs,
released-time costs, relief worker costs, and trainee failure costs;

there are alternative ways of dealing with each.

Education costs cover classroom instruction and clinical

practice. These would be faced by anyone entering study for an occupa-
tion. The options and choices about which this chapter comments are

as follows:

1. There can be an in-house (hospital-based) program in
which the institution runs the program; or there can
be an academic program in which a student accumulates
academic credits towards a degree at the associate,
baccalaureate or masters level.

2. The program can be designed as an educational ladder
with course work sequenced so that the whole program
leads to the top of the ladder and shorter segments
lead to lower-level jobs, so that students can exit
and reenter the program at job-related intervals; or
there can be discrete programs designed for each job.

3. Time schedules for instruction can be geared to full-
time students and regular academic Semesters; or they
can be geaz ed to the time requirements of employed
students. *

Released-time costs are payments to trainees while they are

studying to permit them to maintain incomes. The options include find-
ing outside cssistance to pay employees, counting these costs as fringe
benefits along with health insuramce and passing them along as produc-

tion cos*s to third-party payers, and/or having employees and/or educa-

tional institutions share in the costs.
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Relief worker costs cover the salaries of employees who will

provide the relief wofk while trainees are studying. Among the options
are hiring temporary employees to provide the relief work for individual
trainees, or using a staged approach in which the workers who will re-
place the trainees in their former jobs when the latter aras upgraded are
the ones to provide the relief work. A strategy rfor this 1is discussed

below.

Trainee failure costs are incurred when trainees fail in

their upgrading-training programs and are not able to fill the upper-
level jobs. The selection cri+eria for trainees can affect success cr

failure. A set of alternatives is discussed below.

Education Costs

Sequential educational programs based on job ladders save
education costs by eliminating redundant education and providing rein-
forcemeat and transferability of training. In addition, it is more
economical in both the short and long run for health care institutions
to give up the production of educational programs at technician and
technologist levels. If they combine into consortia on a city-wide or
system-wide tasis they can purchase educational programs from academic
institutions which can offer accredited programs and academic credits

usable toward college degrees.

If large aumbers of students are involved, the educational
institutions could be persuaded to offer programs that are properly
timed and sequenced to service the career ladder programs adopted by
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employers. The movement to work/study, continuing education, and work-
oriented timing for course hours has been growing in colleges and uni-
versifies since the late 1960's. Consurtia can be created of employ-

ers in a system, such as in a municipal or voluntary system, or in a geo-
graphic area. Their function would be to adopt mutually acceptable job

ladders and to purchase educational programs for a consortium's pool of

trainees.

The alternative is having health care delivery institutions
provide internal training for their manpower needs. The training pro-
duced is nften so specific to the needs of the institution that the
trainee finds it of little us¢ for upward mobility or even for lateral
movement in the job market. This is particularly true in the so-called
"new career' titles. Since the institutions themselves are not per-
mittad t> provide academic credits, the traiuing is of no help in the
attainment of the degrees which are a part of the credential system and

are needed for higher- level jobs.

The current time requirements for accredited occupational
prograns is a good argument for using the necessary time for students to
accumulate deg;ee credits as well as occupational certification.

Aide-level training should include remediation and be used
to ready workers for later educational rograms. It might be best to
provide this in conjurction with programs leading to high school e uiv-
alency diplomas or ccllege-level credits. Everyone at the aide level

should have the chance to receive high school equivalency training,

especially credits in the high school subjects required for entry to
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associate or baccalaureate~degree programs. Aides shouid be able to

receive credit for their work experience vhen this is appropriate.

Given the number of trainees for upgrading programs that em-
ployer groups or consortia can offer, educational institutions could
reduce per capita costs through the use of facilities and faculties in
courses offered in the evening, on weekends, during vacations, and at
other non-peak times. In health services, member hospitals would be

natural affiliates for the clinijcal training.

A system-wide consortium apprcach could combine employers,
educational institutions, and the relevart employee trade wnious and
professioral associations. Consortia could make maximum use of federal,
state, local, and foundation f.nding for its programs. It is a full-
time job to locate the funds, write the proposals, and put the packages
together, This can he done efficiently on a large, city-wide or system-

wide bacis.

Released-Time a1 4 Relief Costs

It is desirable to keep students employed and provide them
with relcased-time training. The employer retains the services of cur-
rent staff; the employee maintains an income souice; ard the educational
institution may be able to use its plant at maximum efficiency. Re-
leased-time tfﬁ?ﬁiﬁg costs could be passed on as direct costs of serv-
ice, but, in addition, employees may;wish to accelerate their training,

an¢ can be asked to contribute by studying without compensation on

weekends, holidays, and durin; vacation time.
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A strategy to minimize relea:red~time and relief costs starts
with an overall manpower planning program. With proper planning the
upper-level "target'" job on a ladder is one that will have openings for
newly trained staff to fill. These openings could come about due to
new or expanding services, due to turnover, retirement, or due to chronic
current vacancies. The number of openings to be filled must be known
before planning can take place. Planning is needed to make sure that
money is in\the budget for the job titles to be filled when the training

ends and the trainees are ready to work in the titles.

It is zlso importa.* ‘-hat entry-level jobs .n a ladder be
able to be filled easily, because some relief workers must be hired at
this lrvel. This is not possible if there are no individuals available

to be recruited and trained to fill the entry-level jobs.

I£ the entry level job is one in which empluoyment may be re-
duced in the futurz, then the upgrading program solves tl-e redundancy
problem for staff that would otherwise be let go. New staff are not
needed at entry levéls, and the cost of upgrading is reduced by the
amount that would be needed to recruit, train, and employ new replace-

ments.

A multi-stageu, coordinated system of training can fill va-
cancies and also provide for replacements. It irvolves half-time study
and full-time income. It should include double-track staging to provide
training at minimum cost with no loss in production. For the trainees,
it can provide maintenance of income and job security, while guarantee-

ing maximum upward mobilitv. Double~-track staping means that two educa-
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tional programs run simultaneously. Each program is for half the train-
ees, and runs during the hours that the other half are working. The
trainees work during non-overlapping time periods; study can overlap

for weekends, holidays, and vacatioms.

The strategy for dovole~track programs is based on the fol-
lowing considerations. If trainees work half time and train half time,
and if relief workers are to be used to maintain output, one relief
worker can relieve two trainees, but onl, if the two trainees are in
different time slots. Anything else is a waste of relief worker costs.
Alvernate months. weeks, or days for the tvacks are better than alter-
nate half days, becauce half days are wasteful of travel time and the
warm-up time needed to refocus trainees' attention from study t» work

and back again.

"he multi-stage strategy duvetails all the steps in a career
ladder. With this approach -eleasel-time and relief costs can be kept
below the cost of staffing the jobs whose vacancies are to be filled
Figure 11 provides a hypothetical example. It shows how dovetailing
of érograms, maxinum use of relief wo-kers, and use of non-overlapping

traince work times can keep the costs to a minimuw.

In this example the plan is to fill eight technologist jobs
(at an institution that is part of a consortium) in the length of time
needed to train new aides, to train aides t¢ become technicians, and

to train technicians to become technologists in a half-time, work/study
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Figure 11, A MINIMUM COST STRATEGY FOR UPGRADING: STAGED SEQUENCES Page 1 of 2
i Employment by Function | Employment by Salary
! Train- Full-
! Re- ing for Upgrad- time ! Average
Va~i Doing lief Entry ing W -+ Top Bottom Monthly
can-! Normal Train- Level Train- Eq..v-, of of Wage
Stage of Program and Jobs by Level cies i Work eesd Job ingb alent ‘Rarge Range Total Bill
0.Before program: [ |
Technologists(3) @ $1,000-$1,600mo. 8 1 12 12 12 12 $19,200
Technicians(2) @ $ 830-$ 900mo. | 12 12 12 12 10,800
Aif.s(l) @S 660-$ 750mo. to12 12 12 12 9,000
(Budgeted vacancies @ top of range) 8 ! (12,800)
Tetal 36 0 0 0 36 36 0 36 $39,000
{Toval including vacancies) (44) (44) (51,000)
l.Hire and prepare 2 for aide jobs:
(to free 2 aides to relieve 4 2ides
who will go in.o training to be
technicians in Stage 2).New hires =
1/4 technologist vacancles to he
filled. Time required: training
for level 1. Techunologists 8 12 12 12 12 $19,200
Technicians 2 12 12 12 10,800
Aides 12 2 12 12 2 14 10,320
Total 8 36 ) 2 36 36 36 2 38 $40,320
2.Upgrading training of aides begins: !
a.Two aides relieve 4 aides select- ‘
ed for training to be technjcians.
Two-track program alternates work/
study. Time required: training gap |
between levels 1 and 2.
b.Hal“way through period another 2 i ! !
are hired, trained to be aides-. | i ;
(Time required ~verlaps with a.) f ; :
Techn.logists , 8 ' 12 12 .12 12 $19,200
Technicians . bo12 12 i 12 12 10,800
Aires 8 2 2¢ 4 12 12 4 16 | 10,980
B _Total 8 32 2 2¢ 4 36 36 4 40 $40,980
8 Assumes that each relicf{ worker relieves 2 employees who are each in half-time upgrading training.

Assumes 1hat upgrading trainees work half time and study nhalf time ai full-time salaries.

88 € For half the period.
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Figure 11, A MINIMUM COST STRATEGY FOR UPGRADING: STAGED SEQUENCES (continued)

Page 2 of 2

Stage of Program and Jobs by Level

Employment by Function

Employment by Salary

Train-

lief
Normal Train-
Work

Va-~ | Doing
can-
cies

Entry ing
Level Train-
eesd Job ingb

Full-

Re- ing for Upgrad- time

Work
Equiv-
alent

Top
of
Range

Bottom
of
Range

Total

Average

Monthly
Wage
Bill

3.Upgrading-training of technicians
begins:
a.Four aides newly trained as tech-
nicians are upgraded.
b.Four technicians relieve 8 techni-
cians selected for training to be
technologists.Time required:train-
ing gap between levels 2 and 3.
c.Two new hires are trained to be
alides one quarter way into the
period(the time required overlaps).
d.Halfway through the period 2 aides
relieve 4 aides selected for train-
ing to be technicians (the time
required overlaps).
e.Three quarters of the way into the
period another two are hired and
trained as aides (unless fewer
aides will now be needed than at
start).(The time required overlaps
so that total time is as in a.)
Techrniologists
Technicians
Aides
Total

oo
N

i2
12
12
36

12

o

A
i~

N 0O

12
16
16
44

$19,200
14,120
9,960
543,280 |

[ 4. Full cvcle completed:
Eight vacancies filled; 16 staff
upgraded; 8 new hires.

T2chnologists
Technicians
Aides

Total

o
4

12
12

0 ] 44

20
12
12
44

£ 0 0O o

20
12
12
44

$27,200
10,240
8,280

|
O or a quarter of the period.

30

$45.7¥):L




program. A ladder in quality assurance leading to radiologic technol-

£ .
“ogist is an example of such a sequence.

The example assumes that trainees study half-time and receive
full-time salaries. Current incumbents, including trainees for upgrad-
ing, are at maximum salaries for their lines and receive current wages

until upgraded. New incumbents srart at minimum rates.

Costs are reduced during the program by employing new staff
only as needed in the staged sequences. All staff used for relief work
are fuvlly utilized and sre retained at the end of the program to fill
the slots vacated by the staff who have been upgraded. All staff needed
for relief work at higher levels are provided from in-house staff. Out-
put is kept constant. (See the column for full-time equivalent employ-

ment.)

If the 8 technologists were hired from the outside, the to-
tal salary cost of staffing 44 new employees for one month would be
$51,000 (or $47,000, depending on whether new technologists would be
recruited at the top or bottom of their salary range). At the end of
the training cycle the same staffing of 44 employees would only cost
$45,720 per month because the upgrading program reduces costs on every
line where upgrading takes place. The addition.l cost savings from the
reduction of training time by using an educational ladder to paralle:
the job ladder and from the elimination of orientation costs are not

included in the figures given.
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Stage 0 in Figure 11 shows current staffing and costs on a
monthly basis. (The salary figures are illustrative.) In Stage 1 two
individuals are hired (one quarter of the number of technologist vacan-

cies). They are tralned a2s aides.

In Stage 2 the first training step takes place. The new
aides are able to provide released-time relief for four aides who now
study to become technicians. Halfway through the period another two
aides are hired and trained, so that a total of four aides can replace
the four who become technicians at the end of the training in this

period.

In Stage . the second training step takes place. The upgrad-
ing of four aides to be technicians makes it pussihle to relieve eight
technicians to be trained to become technologists. At 2 point one
quarter way into the period, Stage 1 is repeated, and then Stage 2, so
that two new aides again relieve four aides for study. With an addi-
tional two hired and trained, four new aides are available to replace
the four aides who are upgraded to be technicians at the end of the pe-
riod. The training is dovetailed so that a total of eight new techni-
cians are available through upgrading to replace the eight technicians

who become technologists at the end of Stage 3.

At Stage 4 eight vacancies have been filled, sixteen workers
have been upgraded, and eight new employees have been hired. Sixteen
jobs formerly filled by staff at the top of their salary range are now

filled by staff at the bottom of their range. At no time do the costs




meet or exceed what costs would have been if the vacancies were filled

from outside.

Trainee Failure Costs and Selection Criteria

’
Given the need to minimize the costs and time involved in
training, there is some incentive for the institution to train those in-
dividuals who are most likely to succeed in the "target job" (the job
for which the trainees are to be prepared). If, in addition, the exist-
ence of an upward mobility program can improve the quality of perform-
ance of individuals in current icbs, the net cost of upgrading programs
can be substantially reduced. The HSMS approach provides two selection
criteria that can be assumed to predict trainee success Yecause they
tie functioning in the current job to functioning in the ~elated tar-
get job. Assuming that the job ladder reflects an association of tasks
that require related skills and knowledges, we may conciude that the im-
portant tasks in jobs at varying levels on a job ladder are related.
The HSMS criteria for trainee selection are as follows:
1. The current job title from which the trainees should

be selected for a given target job is the one just
below the target job on a job ladder.

o

Th: incumbents within the job ti . from which train-
ees are to be selected should be those with the best
ratings for current performance.

If employees believe that the quality of their performance
in the current ijob will be a factor in trainee ‘selection, their current
performance will be improved; at the same time, the most able trainees

can be selected. The attractiveness of these criteria is that the

first one is impersonal; it focuses on all the incumbents in a given
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job title; the second criterion is reasonable, since it rewards good

performance. It also reduces the need for testing to performince test-
ing or rating of a small group. If performance evaluation is ongoing,

no addition-i :escing is vecuired.

Aunther important criterion is that of motivation. It is
a concept which can best be handled indirectly, since it is subjective,
for the purpose of trainee selection, self-selection for training is
an acceptable indication of ﬁbtivation, provided fhat all employees
have had adequate access to information about the availability of the

career mobility training program.

In any system of upgrading, especially if trade unions are
involved. the criterion of seniority must also be considered. Serior-
ity is a perfectly acceptable means of choosing between two otherwise
equa) candidates, and its use as one umong several criteria is compat-

1ble with the HSMS approach.5
A Trainee Selection Strategy

Once the job title of the trainee population has been se-

lected, the program can be announced. The potential trainee population

5 A different scrt of criterion is expressed in the practice alled ""cream-
ing," which involves taking the most educated applicants regardless of
their current job. "Creaming'" is successful in the short run largely be-
cause educational levels are roughly related to job ladder sequences, ard
education provides intellectual skills. However, after creaming is over
and the better educated are chosen, there is then no model fo: continued
selection. Another c+iterion used to selec’ trainees is scores on apti-
tude tests. The use of aptitude tests is no better than the validity of
the test used (that is, the extent to which the test reflects job content
and is free of cultural or educational bizs). The HSMS approach bypasses
the inadequacies of aptitude tests by going dirverlv to work-reliated cri-
teria. 49
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would be those in the title who apply for the program, and this limited

1.

number of staff would be the ones whose current performances are evalu-

-«
ated as a basis for selection.

If a program of performance evaluation such as the one pre-
sented in the next section were underway, the available data might be
sufficient to select trainees. Otherwise, performance evaluation would

proceed as follows:

The tasks in the trainee population's job titie would
be identified as described earlier in this chapter.
These would be designated by job level and factor.

Experts, such as supervisors, would select the most
central tasks in the trainee population's job. These
would be the .eference tasks for the evaluation.

Supervisors familiar with the applicants' work perfor-
mance would be selected as raters.

A performance rating instrument would be prepared:

a. The extended task name for each task selected
would be presented.

b. For each task, the name of the emnlonyee to be
rated and the rater would be entered.

c. For each task, the rater would be instructed to
consider the task and the criteria for evaluating
the outputs of the task or performance of the
taosk.

d. For each task, the rater would be asked to com~
pare the given employee's achiecvement of output
or performance criteria with others regularly
performing the task.

e. The same scale would be used for each task and
for each emplovee to be rated. The instructions
and scale would read rovghly as follows:

Please compare this employee's peiformance of the
task Zisted above with the perrormance of other
persons regularly performing this task. Consider
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J.

Implementation

the criteria for the output of the task or for per-
formance o{ the task, and consider to what degree
the criteria are met by this employee and by others
in the same job title. Please check the statement
that best describes your comparison of this person
with the others performing this task.

9...( )...Distinctly superior with respect to
others in title.

8...( )...Considerably above average with respect
to cthers in title.

7...( )...Moderately above average with respect
to otners in title.

6...( )...Slightly above average with respect
to others in title.

5...( )...Average with respect to others in
title.

4...()...Slightly below average with respect
to others in title.

3...( )...Moderately below average with respect
to others in title.

2...()...Considerably below average with respect
to others in title.

1...( )...Distinctly inferior with respect to
others in title.

The scores of each employee being rated would be calcu~
lated. If an employee is rated by more than one rater,
scores would be averaged.

The seniority of applicants would be used to select
from among applicants with otherwise equal scores.

An institution committed to upward mobility as a continuous

part of its manpower function must be aware that this requires planning

and specification of the means for implementation. Such a program needs
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careful prior analysis andSork if it is to be designed to suit the

needs of the institution and the needs of individual staff members.

Implementation of a career mobility approach necessitates
changes within the instituion such as the coordination of recruitment,
trainirg plans, and upgrading programs with the operations of the in-
stituticn. Planning and a redirection of focus may be needed. No
amount of commitment at high management levels can substitute for the
involvement of middle and lower line personnel in the implementation
of institutional change. The greatest enemy of a viable mobility pro-

gram is staff ignorance of what is happening.

For this reason the issues of upward mobility should be dis-
cussed at every level in an organization and in cooperation with em-
plovee organizations where they exist. It should be noted that persons
are less resistant to upward mobility for others when they have avenues
open to themseives as well. Thus, a care;r ladder or lattices linking
entry-level jobs through graduated sequences to the very highest pro-
fessional and administrative jobs is most desirable if maximum support

is to be enlisted.

EVALUATION OF INSTITUTIONAL PERFORMANCE

Evaluation is much in the minds of health services delivery
administrators. There is pressure to review work as a means to greatertr
efficiency; more importantly, there is pressure to review work as a way
to promote quality. This section is a mini-manual for the use of HSMS
task data in performance evaluation. It shows how the HSMS task de~
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scriptions or extended task names can pe used to assess whether an in-

stitution is achieving its goals, to pinpoint che tasks being carried

out below acceptable levels, or to evaluate an individual's performance.

Coverage

The institution must first decide what it wants to evaluate.
Does it wish to learn whether the institution or department is accomp-
lishing its goals? Is it to find out how the work in its most import-
ant functions is being carried out? Is it to find out how everyone in
a given job title is carrying out the work assigned? Is it t6 find out
how specific individuals, such as new employees, newly trained employees,

or employees due for a review, are doing?

If the institution is interested in whether it is accomplish-

ing its goals, a series of preliminary questions have to be answered at

the outset. First, the goals themselves must be articulated. Then it
must be determined how the goals should he manifested in work. The
mere pronouncement of the objectives or goals of an institution is not
enough to bring about the performance needed to attain the objectives.
The institution must be able to point to the means of achieving the
goals through their embodiment in tasks, elements within tasks, or

standards of task performance.

If the institution is interested in the overall functioning

in a department, it must first know what tasks aro being carried out,

and then it must decide which of the tasks it wishes to examine, and
which performers of the tasks it wishes to review.
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If the institution is interested in examining the work in a

given job title it has to know which tasks are being carried out in the

title and which tasks and performers it wishes to review. Even in re-
viewing the work of specific staff, it is necessary to know which tasks

are being carried out by the performers who are to be reviewed.

Preparing For Performance Evaluation

To know whether there are task descriptions to cover all the
tasks to be reviewed, the administrator would utilize task inventories
in the manner described earlier in this chapter under the section titled
"Jsing Task Data To Structure Jobs." That section describes the crea-

tion of task lists by job title and/or emplovee name.

Ehe output of the first step is a set of tasks to be included
in the review. Tor each task there should be a list of the names of the
employzes whose performance of the tasks are to be rated, and the name
of one or more individuals who will rate the performers' work based on

past experience or by current observation of the individuals at work.

The raters could be supervisors, co-workers, patients, cus-
tomers, other appropriate persons, or a combination of these. In most
cases the performer's supervisor is an appropriate person to evaluate
a performer's outputs or task performance because of his or her experi-
ence or direct observatlon. However, patients or co-workevs might be
considered for health services tasks. If the output is directly con-

sumed by the patient, such as when the task is to give personal care,

the patient may be a reasonable judge of the output. In cases where
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the performer assists a senior co-worker who is not his or her super-~

visor, the co-worker may be the best rater of the task's outputs or

performance.

The next step is to edit the task descriptions to reflect
actual and/or desired in-house performance for evaluation purposes.
Even though the tag} descriptions are already written from the point .
of view of approved procedures, the institution may wish to edit these
to conform to actual practice at the institution and the objectives of
the review. The institution may wish to address the following ques-
tions as a basis for refining the task list:

1. Are the tasks included the most appropriate to ac-

complish our goals?

2. In each task, is this the way we want to have the
task done?

3. 1If there are choices of procedures, which do we
prefer?

4. 1If there are choices of equipment, which do we pre-~
fer or have?

5. What should we be doing that we are not doing?

The output of this step is a set of task descriptions

edited to describe the work as the institution requires it to be done.

OQutput and Performance Criteria

Each task description includes a statement naming the out-
put of the task. (It appears in the upper left of the first page of
the Task Description Sheets.) A task can have a tangible output, such

as a set of radiographs taken during a particular examination. A task
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can have an intangible output, such as an explaration to the patient

of how to prepare at home for an examination.

If a task has a tangible output, it should be possible to

state concretely the criteria for evaluating the nquality of the output.

If these output criteria or standards can be stated explicitly, task

performance can be evaluated objectively. If a task has intangible
outputs, it may be hard to state output criteria. This would be the
case when the output cannot be separated from the procedure, such as
in giving reassurance, or when largely intellectual processes are in-
volved, cuch as in diagnosis. In such cases it may be possible to
state objective criteria for task performance rather than for the out-
put per se. It may be crucial that all the steps in a task be done
correctly in a proper sequence. The absence of a step may be as im-

portant as a wrong step. Such standards can be termed performance

criteria.

The next step in the evaluation process is to go over the
tasks to be reviewed and separate those for which objective output cri-
teria can be written from those for which performance criteria will
be written. The criteria should then bz discussed, written, and re-

viewed by appropriate expert staff members in the department.

For a_task which requires output criteria, the eventual

evaluatior instrumeat will need to contain the task reference and the
criteria. The extended task name or the output statement on page 1 of

the Task Description Sheet is probably sufficient as the reference.
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When a task has several outputs, criteria for all may be written or

the most impcrtant output and its criteria can be used. For a task

which requires performance criteria, the evaluation instrument will

need the extended task name as the task reference; depending on the per-
formance criteria, the entire task description or particular elements

of the task may alsc be used to highlight performance standards.

A decision must be made at this stage whether to assess the
performer's work over a past period of time or to have the raters ob-
serve the performer during an evaluation period. There are arguments
for or against either approach. There are negative aspects to relying
on memory, but there are negative aspects to reliance on a single ex-
ample when the performer may have been nervous. The practicabiiity of
observation alsc has to be consider=d; some tasks take a great deal of
time or require that the performer be alone with the patient. The ap-
proaches may be combined. The decision should be made by the institu-

tion to suit its particular needs.

Rating Instruments

Figure 12, presented later in this section, is a suggested
performance rating instrument. There would be one such instrunent for
each task, and as many copies of each as there are raters and performers
to be reviewed. The sections to be filled in to fit each task are indi-
cated in birackets. The institution may wish to change the language
used in this example; however, the instructions to the rate-s should

make the following points:
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1. The rater is to keep in mind only the task named,
only the criteria mentioned, and only the person
being evaluated.

2. For evaluation of past work, the rater's use of the
scale involves the rater's judgment of whether the
performer meets the criteria, how many criteria are
met (if there are several), how often the criteria
are met in the usual course of the performer's work,
and the degree to which the criteria are complied
with.

3. For evaluation of work being currently observed for
the purpose of evaluation, all the above considera-
tions must be eliminated; the work being currently
evaluated is the only thing that can be considered.

4. 1In deciding on the ratings, the rater is to assess
the performer's outputs or performance using the
criteria as absolutes, and is not to compare the
performance or outputs of one performer with those
of another.

5. The rater checks a rating value on a nine-point scale

whose ratings range from highly unacceptable to much
better than acceptable.

The Rating Data

The.ratings provide data to describe the quality of the task
performance in statistical terms. They can be expressed as distribu-~
tions of superior or inferior performance around scale point 5, which
is the minimum acceptable level. The distributions of ratings for each
task tells the institution about its overall performance cf each task.

The distribution of ratings for each performer tells the institution

In the sectior on trainee selection presented earlier in this chapter
a similar rating scale is presented. It differs with respect to the
reference. The earlier one compares the performer with others in the
title. The one here compares the performance with absolute criteria.
The reason for the difference is that one must assume a normal distri-
bution of ratings for predictive purposes when doing trainee selection.
When absolute standards are involved, skewed distributions can be ex-
pected. For evaluation of institutionai performance, the skewness of
the distribution is of interest and, if it is in a positive direction,

is even desirable.
. 4~38
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Figure 12. SAMPLE OUTPUT OR PERFCRMANCE RATING INSTRUMENT
p. 1 of 2

GENERAL INSTRUCTIONS

You are being asked to consider the work «ctivities of one
or more persons employed in this institution. Each work activity,
called a task, will be summarized for you on one of the following pages,
along with the name of the person whose work you are to consider. You
may be asked to consider the work of more than one person doing the
same task, and/or more than one task done by the same person. However,
there is a place for you to indicate that you do not feel that you
have enough information to rate the person or the work represented
by the task named.

Your ratings will make an important contribution to deter-
mining the current general level of performance in the task being rated.
These ratings can be used to help plan for improvement of work per-
formance.

The task statements will each be accompanied by a statement
of what qualities are considered desirable with respect to the outputs
which result from the task (the task output criteria), or by a state-
ment of what performance standards are desirable with respect to how
the task is carried out (task performance criteria). Several criteria
may be mentioned.

If you are asked to consider work carried out over a past
period of tirie, please consider how many of the criteria are met, to
what degree they are met, and how often they are met by the person
named, over that period of time. You should then check off the state-
ment thatv best describes your evaluation.

If you are asked to evaluate work you are currently observ-
ing, please consider how many of the criteria are met and the degree
to which they are met only in the work you are currently observing.
Then check off the statement that best describes your evaluation.

Try to be fair, objective, and impartial in your ratings.
Base your ratings on the employee's attainment of the criteria for the
task named and not on any personal characteristics which he or she may
have; do not compare this person's performance or outputs with those
of others. Please do not let your evaluation of this person's perform-
ance in one task affect your judgment of how another task is done by
the same person,

Please fill in your name and title wherever it is called for.

Thank you very much for your cooperation.




Figure 12. SAMPLE OUTPUT QR PERFORMANCE RATING INSTRUMENT (continued)
p. 2 of 2

OUTPUT OR PERFORMANCE RATING SHFET

1. Please enter: Your Name Title

2. You are asked to consider the following task: (Code No. ~ = = = - = )

[Institution fills in the task code number
(above) and in this space enters the ex-
tended task name. Institution may also
wish to name the task output(s).]

3. You are asked to consider employee: (Name)
(Title)

i~

Do you feel qualified to evaluate the quality of this person's work
performance in this task? ... () Yes; ... (No). If no, please go
on to the next task. If yes, please go on to item 5.

5. Please consider the criteria to use to evaluate the task's output or
the performance of this task:

(Institution fills in the output or per-
formance criteria. ]

6. You are being asked to evaluate the performence or output of this
employee in one of the following ways:

( ) Consider the employee's work over a substantial and representa-
tive period of time; do not concentrate on veryv recent experi-
ences or only on outstanding examples of achievement or failure.

( ) Observe the employee at work currently.

{Institution selects one or both. ]

~J
.

Please rate this employee according to your judgment of the degree
to which he or she mcets this task's output or performance criteria:
How many criteria are met, and how well are they met? Please check
the statement that best describes your evaluation.

)...Distinctly superior with respect to criteria.
)...Considerably above acceptable with respect to criteria.
)...Moderately above acceptable with respect to criteria.
)...S8lightly above acceptable with respect to criteria.
)...Acceptable with respect to criteria.
)
)
)
)

...Slightly below acceptable with respect to criteria.
...Moderately below acceptable with respect to criteria.
...Considerably below acceptable with respact to criteria.
..Distinctly inferior with respect to crit-ria.
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about the competence of individuals. It is then possible to pinpcint

problem tasks and problem performers and design remediation through

training or reorganization.

Wher. the Output or Performance Rating Sheets have been col-
lected, these should be arranged in sets by task, and arranged within

each task set by order of the scale value checked. The results can

then be entered in a table similar to that presented in Figure 13. On
each row a task's code number and a very abbreviated task name are en-
tered. Column (1) is the total number of ratings for a task. This
would be equal to the total number of performers being rated on the
task. (If performers receive ratings by several raters it might be ne-
cessary to first average all the ratings for a given performer.) In
column (2) there are sub-columns, one for each scale value. For each
task, the number of ratings at each scale value is entered. (Their sum
should equal the fipure in column (1).) Column (3) is the percentage
distribution of the scale values. It is necessary to do percentage
distribution so that comparisons can be made from task to task. (The
percentage distribution is obtained by dividing a given entry in a sub-

colunn in (2) by the total figure in column (1), and multiplying by 100.

A similar table can be wade that shows the ratings fo:r em-
ployees. In Figure 14, each row refers to an employee. Column (1) is
the total number of tasks on which the employee has been rated. Col-

umns (2) and (3) now refer to the distributisn across employees.

The institution is now in a position to judge which tasks are

being performed at acceptable levels, and to what extent. Ratings at
4-41
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Figure 13. SAMPLE HEADING FOR TABLE OF OUTPUT OR PERFORMANCE RATINGS BY TASK

Task Rat- mance Ratings by Scale Value]|Ratings by Scale Value
Code |ings |[9]8|716[514][3]2]1 |{9]817]6l514]3]2]1
Task Name (Abbreviated) No. (1) (2) ¥ (3)

} Total
Task

i Ratings of Performance by Task

Number of Output or Perfor-

Percentage Distribution of

I i
H
i
|

Figure 14.

SAMPLE HEADING FOR

TABLE OF OUTPUT OR PERFORMANCE RATINGS BY EMPLOYEE

Employee Name and Job Title

Total
Empl.
Task
Rat-
_ings
[O9 N

Ratings of Performance by Employee

Number of Output or Perfor-
mance Ratings by Scale Value

Percentage Distribution of
Ratings by Scale Value.

9i817161514f 3] 21

- —— -

(2)
!
|

|
'
i
|
|
|
1

L 918l7]lefs534a]3(2T1
| 3)

t
!
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i
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scale points 1 to 4 fall below acceptable levels. Ratings from 5 to

9 are at or above acceptable levels. The institution can now decide
vhat level of achievement it wishes to attain, and what type of distri-

bution for a task warrants the task being considered a "problem task."

Figure 15 represents a graphic portrayal of a hypothetical
distribution based on column (3) of Figure 13. The distribution re-
presents hypothetical data for thirteen tasks whose code numbers are

listed along the bottom horizontal axis.

Each bar representc a task. Each vertical division on the
left-hand vertical scale represents ten percentage points. Within each
bar, the percentage distribution of the ratings for a task are laid off
by scale value. Rating scale values starting from the value of 5 are
laid out above the zero line and move up to 9; the scale value of 4 is
laid out below the zero line; others follow down to 1. The number that
appears in an area within a bar indicates the scaie value represented
by the area in which the number is found. Laid out this way, the area
above the zero line shows the rercentages of the tasks at acceptable
ranges, and the area below the zero line shows the percentages of the

tasks at unacceptable ranges.

The institution can now see that a task such as Task 6,
while having a 40 percent distribution below the "acceptable" level,
has none below the rating of 4, "slightly below acceptable.” Any task
with as much as ten percent of its ratings at 1, "distinctly inferior,"
might be in trouble. Task 5 is such a task. Tasks 6 and 8 have no
ratings above 6, "slightly above acceptable,"” and that might be of
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Figure 15. HYPOTHETICAL GRAPHIC REPRESENTATION OF DISTRIBUTION
OF OUTPUT OR PERFORMANCE RATINGS BY TASK

Percentage

Points 1in

Ten-Point

Intervals Percentage Distribution of Ratings By Scale Value
- %

100 r

90 ¢+

80 ¢+

70 ¢+ 9

60 } 9

N | N (WO

H OV

&S
N s Wwn

20 4 3 3

30 ¢ 2

w

s} |1 1

50 § 9 2

60 2

70 +

80
Task Codes: 1 2 3 4 5 6 7 8 9 10 11 12 13

Each bar represents distribution within one task.
Numbers within bars represent the scale value which
the area represents.Areas are percentages as read
on the vertical scale.
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concern. The clearest problem task is Task 9, with 70 percent of its
outputs "moderately below acceptable" or worse, and none better than

"acceptable."

A similar visual presentation can be prepared for the em-
ployee data. 1In such a case the bars would refer to employees rather
than tasks, and the distributions would indicate performance ratings
across the tasks of the performer's job. Once the "problem tasks" or
"problem employees" are located, it becomes possible to diagnose what
it is about the quality of the performance or of the octput that has

given rise to the inadequacy of the results. Then remediation can be

planned.

4-45
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APPENDIX A

TECHNICAL HISTORY OF THE HEALTH
SERVICES MOBILITY STUDY INSTRUMENTS

The following pages are excerpts from an earlier method man-
1
ual developed by the Health Services Mobility Study (HSMS) in 1971.
Since then HSMS has further developed and refined its instruments and

methods. This appendix reports on the work that was done to develop

the analytic instruments and to assure their reliability.

CONCEPTS

Reliability is the consistency with which an instrument yields

the same results when a set of observations are made by different people

or are repeated over time. An instrument such as a task definition is

of limited usefulness if it yields different results when applied one day
than it does when applied another, or if different results are obtained
when two or more different analysts apply it to the same observations.
The relevant aspect of reliability for task identification is inter-rater
reliability. This refers to the consistency with which two or more indi-
viduals using the same definition identify the same tasks for the same

performer.

A Job Analys.s Method For Developing Job Ladders And For Manpower Plan-
ning, Health Services Mobility Study, Research Report No. 3, Part A,
Volume III, "Task Identification: Data." Part B, Volume III, "Skill
Dimensions of Tasks: Data." and Part C, Volume ITI, "Knowledge Iden-
tification and Scaling of Tasks: Clustering Tasks.” 1971. This docu-
ment is no longer available for distribution. It has been replaced by
Research Report No. 11.
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Validity is a difficult concept with which to deal, both

conceptually and practically. The validity of an instrument is con-
cerned with what the instrument identifies and how well it identifies.
It deals with the extent to which an instrument identifies what it is

suppesed to identify.

The relevant aspect of validity for task identification is

content validity. This involves the systematic examination of the con-

tent of the data to determine whether they cover an accurate and repre-

sentative sample of the activity to be identified.

THE DEFINITION OF TASK

HSMS revised its definition of "task" during a series of
three field tests (referred to as pre-test, re-test, and pilot test).
This section describes the HSMS field testing of its definition of

"task" and the results.

Reliability

The HSMS field tests measured inter-rater reliability in
task identification. The tests measured the extent to which several
analysts, each exposed to the same training, the same situations, and
the same experiences with performers, identified the same tasks. A
given number of nerformers were observed and interviewed by a group of
HSMS analysts who then independently filled out task identification
data. Reliability was measured in terms of the analysts' agreement on
the output, what is used, and the recipient, respondent, and co-workers

for a task, with full agreement including all three components.

- A-2
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An overall reliability score and a score for =ach analyst

provided information about the method itself as well as about the func-
tioning of each analyst. We found that the reliability of the analyst
improves with practice; thus the user can expect increasing reliatiility

over time.

HSMS devised a Standard Reliability Score which provides a

standardized measure that can be compared across test situations. The
Standard Reliability Score for any analyst measures his agreement with
other analysts. The formula for the Standard Reliability Score is as

follows:

Ap = _ W » Where:
(N~1) (T)
A, = the Standard K.oliability Score for an analyst, per

performer;

W = the relevant summed agreement scores (the sum of the
number of other analysts in agreement with a given
analyst on the identificatifon of each of the tasks
identified by any and all of the analysts);2

N = the number of znalysts involved in the test;

T = the total number of separate tasks identified by all
the analysts in the team for the performer,

Ar is taken to two decimal places. Perfect inter-rater re-

liability for an analyst would be 1.00. For example, if five analysts
in a test agreed on the same 20 tasks for a particular performer, the

summed agreement score for any one &nalyst would be the sum of 20 tasks,

The summed agreement scores cannot by themselves provide standard mea-
sures of reliability because their absolute values are affected by the
number of analysts and the total number of tasks identified in a parti-
cular test.
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times the agreement score of 4 for each, or 80. The Standard Reliabil-

ity Score would be: 80 » or 1.00. The analyst's inter-rater

(4) (20)
reliability is his average across performers; overall reliability is the

average across analysts.

Reliability Test Results

The pilot test was conducted under very difficult circum-
stances. Because of time pressures and illnesses, the reliability data
were collected for three performers, rather than for the five origi~
nally planned. In addition, the analysts went immediately from class-
room training in the revised method to field testing without prior eval-
uation of their field performance. As a result, the testing for some of
the analysts may have reflected the reliability of the definition as it
was in the second test. (Misconceptions were clarified after the test

data were collected.)

Statistical Data

Table 1 shows the analysts' reliability scores in the three
tests. For the pilot test, separate scores are also shown for tasks of
each of three performers. Coluun headings refer to the tests and to the
performers, respectively, moving from left to right. There were five
analysts in each test; only one analyst (Analyst 1) was involved in all
three'tests; one other analyst (Analyst 2) was involved in the last two
tests. Any analyst involved in the first or second test was reported

on only if he or she was present for the third test.
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TABLE 1. COMPARISON OF TASK ID RELIABILITY SCORES

Test Situationsd Pilot Test PerformersP
Family Nurse

Pre- Re- Pilot EKG Health Practi-

Anaiyst test test Test Tech. Worker tioner

(1) No. of Performers: 5 11 3

(2) Average? .55 .57 .53 .51 .53 .55
(3) (T) 1 .55 .55 .56 .54 .56 .59
(4) (8) 2 n.a. .57 .55 .53 .55 .57
(5) (F) 3 n.a. n.a. .53 .55 .52 .53
(6) (M) 4 n.a. n.a. .50 .52 47 .52
(7) (L) 5 n.a. n.a. .49 .40 .53 .55

n.a. Not applicable. Analyst was not on staff at the time.
@ Average based on five analysts for each test; analysts varied from
test to test.
In order as studied, from left to right.

Line (1) indicates the number of performers studied in each
test situation; there were five, eleven, and three, respectively, in the
three tests. The three performers for the pilot test are listed in in-
creasing order of job level. This was expected to provide a rising level
of difficulty for the analysts, since difficulties in determining task
boundaries generally increase as the job level rises. The performers

were studied in the order shown. Since reliability tends to increase with

practice, we expected an offsetting effect to the increasing difficulty.

Line (2) precents the overall reliability scores. There was
some falling off from the second test. Pilot test reliability was .53.
This is probably the result of the inexperience of the analysts in the
test. As line (3) indicates, Analyst 1, present for all three tests,
has scores that rise from test to test. Analyst 2's score dropped
somewhat from the re-test to the pilot test. However, both of these
analysts had prior experience and scored higher than the three without

prior experience.
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The effect of experience is also manifest when one examines

the separate averages for the three performers of the pilot test (line
2). There is a rising trend, despite the rising level of complexity of

the jobs.

Interpretation

The pilot test results indicate that careful training and
field experience are needed to raise reliability above an average of
.53. However, .53 is an acceptable figure for reliability when one
considers that we are not dealing with probability samples. The figure
suggests that, with a small degree of training, half the analysts will
always agree, or that all the analysts will agree half the time -- with

all the possible variations between.

Validity

In the first two tests HSMS used the concept of "accuracy"
as an approximation of validity. We measured the individual analyst's
agreement with an analyst on the team who was designated as the "expert
analyst.'" The expert was the senior staff member who trained the others
and who was presumed to be better able to use the method. The pilot
test was to have departed from the use cf the "expert"; the accuracy

score was to have been a measure of congruity with the group judgment.

It was assumed that the solutions arrived at through discussions in a

team Task [D Conference would be better than those of a single analyst.

In the first two tests, the sum of "correct" identifications

was not used as a measure of accuracy, since the sum could not also re-
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flect excessive task identification as errors. Our Standard Accuracy

Score adjusted for excess identifications and also permitted comparison
of accuracy measures across test situations, even when the correct num-

ber of tasks varied. The formula for the Standard Accuracy Score is

as follows:

AC = C , where:
T

Ac = the Standard Accuracy Score for an analyst, per performer;

C = the number of relevant correct answers: the total num-
ber of tasks correctly identified, minus the total num-
ber of tasks identified by the analyst in excess of the
correct total. (If the result is a negative number, it
is entered as a zero.);

T = the total number of correct tasks (as per criterion).

On further reflection, HSMS concluded that a good statistical
measure of validity was not available since, when the analysts are newly
trained the conference or group decisions are no better than the group's
overall mastery of the method, and the "expertise" of any given senior

analyst cannot be measured objectively.

Rather than test for validity, HSMS built procedures into the
method to ensure that the tasks identified would conform to the defini-
tion and adequately reflect the performer's work. These include the re-

quirements that there be team agreement on task identification, the use

of literature, and review by the performer, the director, and by a mini-

mum of three expert reviewers. These procedures provide content validity

which is verified by inspection.

A-
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SKILL SCALES

Development of Several Skill Concepts

In dealing with interpersonal int ~.c ion skills, the HSMS

staff members provided sevecal important insights. They suggested that
therapeutic interaction is no different from non-therapeutic interaction
with respect to skill, but, rather, differs only with resnect to motiva-
tion. For that reason, fcur original interpersonal interaction skill
scal s (Therapeutic, Non-therapeutic, Co-worker Cooperation and Leader-
ship) were combined into two skill scales (Human Interaction and Leader-
ship). The Leadership skill reflects the general literaturc on the con-
ditions of leadership, rather than the nature of leadership. BRoth of the
interpersonal skills are described in terms of the conditions under which
tney are required to be exercised rather thar their manner of expression.
This allows for individual differences in the way in which the skills are

manifested according to personality differeuces in the performers.

The content of the language skills was clarified once it was

understood that the Knowledge System would deal with vocabulary and grem-
mar. The three scales relate to precisicen in the choice or use of lan-
guage. Originally, there were four lansnage scales; testing disclosed

a high correlation between Comprehension of Spoken Language and Oral Use
of Language, and we decided to combine the scales. Such combination was
not found to be warranted with Readirg and Writing. It is logical to

expect that these latter skills are needed independently.

HSMS had long considered the need to account for and measure

intellectual skills as well as manual and interpersonal skills. We
A-8
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first conceived of one skill, General Intellectual Development. It was

to contrast with General Educational Development, and refer to an intel-
\

lectual capability that develops as knowledge is attained, but is inde-

pendent of specific knowledge content. It soon became clear that we

were dealing with a multidimensional skill concept.

HSMS designed a crash program to determine the nature and num-
ber of skills that would account for intellectual skills of a general na-
ture that would be learnable, free of specific content, and scalable with

respect to task requirements,

Using the work of J.P. Guilford as a departure point,3 we
workec with three broad areas of mental content: Semantic, Symbolic, and
Figural, and, within each, three broad areas of mental activities: Cog-
nition, Mental Search, and Evalu.tion. We also identified and included

four specific mental relationships: Classification Principles, Changes

in Mental Content, Organizational Principles, and Implications. The

varjous .ombinations of these dimensions resulted in 36 scales.

To find how the scales might "work" in the field, we decided
to sample a variety of jobs by function and by level of educational re-
quirements. We created a set of six functional and six educatioral cri-
teria to select performers and job titles. This resulted in a matrix
of 36 job category cells. We then attempted to find two performers for

each cell, one to be interviewed only and one to be observed and inter-

J.P. Guilford, The Nature of Human Intelligence, New York: McGraw-
Hill Book Co., 1967. :
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viewed. The design called for identification and scaling of three tasks

per performer, with the tasks selected to be representative of the job,

without duplicating tasks. This gave us a set of 216 tasks.

We trained our analysts to scale for only those GIS skills
required in task performance. The field manual described the IS skills
and presented a definition, a description of the principles to use in
scaling, and a set of questions which could be asked aloud by the ana-
lysts or posed tc themselves to aid in scaling. (We used a numerical

scale.)

The scaling data were punched on cards, one task per card,
with accompanyving identifying information. The data were then evaluated

in a <eries of runs using principal component factor analysis.

We found that content was the chief discriminator of intel-
lectual skills. We concluded that different intellectual skills are
protably invo. >d when the material acted upon or worked with is seman-

tic, symboiic, or figural in content.

Identifying th2 nature of the three GIS content skills was
a problem, however. We could not deal with semantic, symbolic and figu-
ral skills without clarification. To be learnable through practice and
scalable, the behavior involved must be more concretely specified. It
had been difficult for the analysts to discriminate among thk-~ twelve
content skills that clustered on each content factor; it was hard to

scale independently for each.
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We decided to separately factor the variables that clustered
on each original factor; these were the variables for each of the three
content areas (semantic, symbolic and figural) covering mental activities
and relationships. We also reasoned that factor structures might be most
differentiated if we factored only tasks collected from the upper half
of the data base wi h respect to the educational level required for the
jobs from which the tasks were drawn. We thus then used the data from
108 of the 216 tasks, running variables from each of the three content

area factors separately. The results were as follows:

1. The factor structures within each of the three con-
tent areas were different. Only in semantic skills
was the structure obtained in the various runs con-
sistent and robust enough to suggest discrete vari-
ibles within semantic skills.

2. In semantic skills there appeared to be four factors.
When high inter-correlations were discounted, and
relevance te use in task analysis was considered,
two factors remained. One was related to implica-
tions and the other to class characterist.cs and
organizing principles. The two which were discarded
included one dealing with changes in semantic mean-
ing and one dealing with cognition, neither of which
was considered relevant to our needs.

3. Symbolic skills and figural skills had less stable,
less consistent factor structures. We decided that a
single skill could adequately cover each content area.

4. The factors dealing with semantic implications and
semantic class characteristics and organizing prin-
ciples covered mental relationships. We reasoned
that, as such, they might apply across the three con-
tent areas. Thus, we arrived ac four General Intel-
lectual Skills: (1) Implicative Skills; (2) Taxo-
nomic Skills (class characteristics and organizing
principles); (3) Symbolic Skills; and (4) Figural
Skills.

5. HSMS scaling principles for each skill were subse-
quently worked out by staff members.

A-11
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Statistical Attributes

The attributes of scalability and unidimensionality were made

possible for the scales by determining a -l describing the nature of each
scale's quality, naming the scale appropriately, and identifying the

scaling criteria. The scaling criteria are called scaling principles.

In the final revisions of the scales, scaling principle(s)
were specified for each skill. In cases where more than one principle
was necessary, a description of three levels for each principle was
tormulated. Then all combinations of the levels for the principles were
examined to see whether they mzde sense; that is, we asked the question,
"Can we conceive of a task displaying this combination of levels of the

principles?" A set of tentative descriptors were then written.

Equal Appearing Intervals

The attribute of reliable scale values was achieved through

the Thurstone technique of "equal appearing intervals."

The idea underlying the technique is that a scale can be
made up of descriptors, but values cannot be arbitrarily assigned to
these, because the real or perceived "distance" between the descriptors
along the scale must be a.curate for later applications of multivariate
statistical techniques. The problem is resolved by asking independent
raters (judges) to assign values to a set of descriptors arranged at
random. Scale valies are calculated using the median scale value of

the judges' responses. The reliability of the median is assesed by
J
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determining the interquartile spread between the 25th percentile and
the 75th percentile values. (The median is at the 50th percentile).
Usually, a spread of 2 points or more is considered unreliable, and

ws ..ich, a descriptor is discarded.

The formula for the median scale value is: L + (50.00) -Z?b)
i} P

where, w
L = lower limit of interval in which the median falls
(50th percentile).
P = percentage of cases that fall in the interval con-

taining the median.
iTH)= cumulative percentage in the interval below the one
containing the median.
On a nine-point scale (which we used) there are ten intervals.

The first contains the zero. The frequency of a descriptive item is
calculated by counting the number of judges that placed the item in a
given int;rval. The percentage referred to above is the frequency of
an item in an interval, as a percentage of the number of judges whose

responses are being used. The cumulative percentage referred to above

is the percentages of the item in a given interval, plus the sum of the
percentages of the item in all lower intervals. An example of our

equal interval tests is presented in Figure 1.

The scales have gone through a number of revisions. Each
time a scale was revised it was subjected to another equal interval
test unless the revision was only a minor language change. Table 2 re-~

. ports the results of the equal interval tests for the 18 HSMS scales

in use [in 1971].
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Figure 1. EQUAL INTERVAL TEST FOR SCALING LEVELS OF LOCOMOTION

Instructions to Judges

You are being zsked to rate a set of statements which may be
used to describe the levels of a particular skill. The skill is one
which can be called for in the performeace of job tasks. The skill to
be considered here is Locomotion.

This skill refers to the degree of body coordination required
of a performer in a task. The skill involves the movement of the per-
former's body, torso or 1limbs through space in order to achieve prede-
termined standards of body movement or position,

The level of the skill rises with the degree of body coordina-
tion required. This is determined by the complexity of the standards
involved, or the complexity of the external circumstances which restrict
motion.

The scale level is not determined by considerations of
strength or the level of knowledge which may be involved.

On the following pages you will find a nurber of statements
which could describe levels of the skill., Next to each statement is a
series of numbers from 0 to 9; O is to represent the absence of Locomo-
tion; 9 is to represent the highest possible level of Locomotion which
a task can require. You are asked to check off a value for each state-
ment . -

Please read the entire set of statements first, keeping in
mind that you are asked to rate each statement with a number from O to
9, according to the level of Locomotion which the statement represents
to you. Make any notes that you need as a guide. The statements have
been lettered at random.

You are asked to check a value for each statement so that
each can later be put in ascending order. The statements which you con-
sider to be at higher levels must be assigned values higher than state-
ments which you consider to be at lower levels of the skill,

You need not assign all the numbers from O to 9. Tf you think
that two statements are at an equal level they should be scored the same
even if they do not have the same wording. Equal numerical differences
should represent equal degrees of the skill.

Once you have sorted the statements to your satisfaction,
please reread each statement and check off the scale number which, in
your opinion, best represents its level of Locomotion. Remember that O
is to be used when the skill is absent or irrelevant, and 9 represents
the highest possible level of the skill,

Please see that you have properly checked the scale points
which you have selected for each statement. Be sure that every state-
ment has one and only one scale point checked. Please write your name
below. Thank you for your cooperation,

Judge's Name
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Figure 1. (continued) p. 2 of 2

No Highest level
Locomotion of the skill
- +——t—t+—+—+— I
0 1 2 3 4 5 6 7 8 9
Descriptive Statement Scale: Locomotion
(a) The task requires the performer
to move his body, torso or limbs
through space so as to achieve (check one)
somewhat complex,predetermined 0 1 2 3 4 5 6 7 8 9
standards for body motion or e . " N 4 P
1 T 1 L] L L v 1 T v

position. A moderate degree of
body coordination is called for. () () () () () )Y CY ()Y )Y ()

(b) The task requires the performer
to move his body, torso or limbs
through space s¢ as to achieve (check one)
extremely complex,predetermined 0 1 2 3 4 5 6 7 8 9
standards for body motion or

position. An extremely high = + —t ' t t —

degree of body coordination is () () () () ()Y )Y ()Y () ) )

called for.

(c) The task does not require the

performer to move his body,

torso or limbs through space so (check one)

as to achieve a predetermined 0 1 2 3 4 5 6 7 8 9

standard for body motion or ) " P . N . . n

position. T ! i ) A ) ' i '
()Y ) ) )Yy ) )Y )Y )Y )y )

(d) The task requires the performer
to move his body, torso or limbs
through space so as to achieve
simple, predetermined standard(s) (check one)
for bcdy motion or position. 0] 1 2 3 4 5 6 7 8
A small degree of body coordi-
nation is called for. '

(e) The task requires the performer
to move his body, torso or limbs
through space so as to achieve (check one)
considerably complex, predeter- 0 1 2 3 4 5 6 7 8 9
mined standards for body motion |
or position. A high degree of '
body coordination is called for.( ) () () () () () €)Y )Y () ()
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DATA BASE FOR SCALE VALUES USING THURSTONE EQUAL INTERVAL SCALING

Table 2.
(p. 1 of 2)
Scale Name,Number; Statistical Items Listed in Order Presented to Judges
and Number of Judges Description a b c d e f g h | i
1. Frequency Median Scale Value@ 5.0% 2,0% 8.0% 0.,0% 3.0%{9,0% 1.0%{ 7.0%
(15) Interquartile Range 1.0 0.9 0.8 {0.5]1.1 ]0.6 0.8 {0.7
2. Locomotion Median Scale Valued 5.0% 9.0%/0,0% 1.5% 7,0%
(15) Interquartile Range 1.910.6 [0.5]1.01]0.9
3. Object Manipula- Median Scale Value¥ 1.5% 0.0*/5.0%[9.0%] 6.5/{3.5*% 7.5%] 3.0/
tion (15) Interquartile Range 1.0.0.510.910.6 (1.4 |1.2 1.0 (0.9
4. Guiding or Steer- | Median Scale Value? 1.5% 4.0/19.0*% 7.0*% 0.0%;3,0% 5,5%{ 8.0/
ing (15) Interquartile Range 1.1 1.2 |0.4]1.040.5 ]1.4}1.0]0.9
5. Human Interaction [ Median Scale Value@ 5.0% 7.0%[3.0*% 0.0*% 9.0*%;1.0*
(18) Interquartile Range 1.1 "2.0[1.5[0.0 (0.6 [0.8
1
|
6. Leadership Median Scale Value@ 4.5# 4.0/[1.0# 8.5#] 5.5/]3.5/] 6.5#] 5.5/
(22) Interquartile Range 1.5 2.010.7 1{3.111.4})2.1(1.6
I
7. Oral Use of Median Scale Value@ 4.0% 7.5%1 2,0% 0.0%] 9.0%*
Lang.age (18) Interquartile Range 1.2 11.1]1.010.5]0.6
8. Reading Use of Median Scale Value?d 2.0% 7.0#{0.0% 9.0% 5,0%
Language (17) Interquartile Range 1.2 0.9 ]0.5]0.8{1.6
9. Written Use of Median Scale Value?d 6.5% 5.0%[9.0% 2.0*%| 0.0%
Language (15) Interquartile Range 1.1 /1.1 10.8{0.8]0.5

* Item was kept.
# Item was edited.
/ ltem was eliminated.

2 Rounded.

b Refers to number of judges in equal interval test.
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Table 2.

DATA BASE FOR SCALE VALUES USING THURSTONE E

QUAL INTFRVAL SCALING (continued)

——, (p. 2 Of 2)
Scale Name, Number; Statistical Items Listed in Order Presented to Judges
and Number of Judgesb Description a b c d e f g h i
10. Decision Making Median Scale Value@ 6.0/13.0*%[4.5%[0.0*%] 7.0%[ 1.5% 9.0*%4.0/{2.5/!
on Methods (17) Interquartile Range 2.0 j1.6 11.5 [0.5[1.410.9 (0.6 [3.7 |1.2 |
!
11. Decision Making | Median Scale Value? | 7.0%[1.5%|9.0% 5.5%0.0*%3.5%/6.5/[2.0% 5
on Quality (16) Interquartile Range 1.1 1.3 }10.4 [1.4 |0.5 [1.5 [1.2 0.9 ’
12, Figural Skills Median Scale Value® [ 5.0#[6.0/]9.0¥|3.0/]0.0%8.07]3.5¢ - 0F7 07
(15) Interquartile Range 0.9 1.5 10.4 [1.3 (0.5 (0.9 [1.2 0.6 1.5
13. Symbolic Median Scale Value? 1.5%15.0%/9.0%[7.0%{7.5/{4.0/[0.0%|3.5%
Skills (16) Interquartile Range 1.3 /0.7 ]10.5 [1.5 1.0 |1.310.5 |1.7
14, Taxonomic Median Scale Value? 7.0%(2.0%19.0%{5,5%[0.0*
Skills (15) Interquartile Range 0.9 i1.5 0.4 1.9 [0.5
!
15. Implicative Median Scale Value?@ 3.5/!5.0%[2.0%[9.0%|6.5/10.0%| 1.0% 4.0%;8,0%
Skills (15) Interquartile Range 1.2 0.9 j0.8 [0.4 [1.0]0.5 |0.8 [1.1 /0.8
16. Financial Conseq. | Median Scale Valus® | 6.0% L.0%|9.07]4.0% 0. 0% 5 5= '
of Error (15) Interquartile Range 0.7 ‘0.8 J1.Y¥ "1,1 0.5 1.1
1 I
1 :
17. Conseq. of Error Median Scale Value? 5.5%,2.0%/0.0%[7.0%[ 9, 0% 1.0% 8.0%|9.0%
to Humans (15) Interquartile Range 1.0 0.7 |0.5 10.6 |0.4 ]0.8 ]0.5 0.9
18. Levels of Know- Median Scale Value? 14.5/71.5%5,5%3.5% 0.0% 7.0%/9.0%/7,5%|8,0%
ledge (23) Interquartile Range [ 1.4 ;1.0 |1.4 |1.4 |0.6 0.7]0.6 j1.6 |0.8
* Item was kept. . @ Rounded,

# Item was edited.
/ Item was eliminated.

ERIC

IToxt Provided by ERI

Refers to number of judges in equal interval test,
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ERIC

Aruitoxt provided by Eic:

The column to the far left presents the scale name and num-

ber and indicates in parentheses the number of judges used. The next
column from the left provides a line for the rounded median scale value
for an item and a line for the interquartile range. Columns (a) through
(j) represent the items in random order, as they were presented. A
median scale value marked with an asterisk (*) indicates an item kept
for the scale. A number sign (#) indicates an item kept but revised.

A slash mark (/) indicates that an item was discarded.
Items were discarded for one of three reasons:

1. The item had an unacceptably high interquartile value.

2. The item was too close in value to another acceptable
item to be comsidered to be ai~ringuishable in the
field.

3. Inclusion of the item would not permit the scale to
be self-evidently cumulative.

Cumulativeness

Originally, we tested each scale t. make sure that its items
were cumulative. This was done by having judges indicate which other
descriptors on a scale (presented at random) could be assumed to also
be contained within the level represented by the given descriptor. The
count for inclusions and exclusions was evaluated using probability
theory to determine when there were significant indications of cumula-
tiveness for a given descriptor. The latest scales, however, are pased
on selectively ascending descriptors. Bv eliminating items which drop

on any scale principle as the scale is ascended, the cumulativeness of
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the scale becomes self-evident. (Since the Decision Making on Quality

scale is an exception, it was tested statistically for cumulativeness.)

Reliability and Accuracy Testing

The skill scales have undergone several major revisions as a
result of their being field tested for reliability and accuracy (con-
formity with a criterion for the correct scale values). There were

three field tests.

In HSMS tests '"reliability" is defined operationally. It
means the extent to which several analysts, each exposed to the same
training, the same situations, and the same experience with the per-
former, agree in their scaling bf a given set of tasks. This is a mea-

sure of inter-rater reliabilit;y.4 Qur procedure involved calculation

of an overall score for each scale and a score for each analyst. It
thus provided information about each scale as well as about the func-

tioning of each analyst.

The calculation was applied for each scale, using orly those
tasks for which at least one analyst chose a non-zero scale value. Thus,
the scores do not reflect the cases of total agreement that a scale is
not relevant to a task. This is therefore a more rigorous test than one
including all the tasks, and an artificially high reliability or accu-

racy score is avoided.

Inter-task reliability would refiect the degree of agreement on scale
values for overlap tasks. That is, since the same task can appear in
the job of more than one pertormer, it can be scaled separately each
time. This calculation can be made if sufficient task overlap data are
accumulated. HSMS did not test for inter-task reliability.
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Aruitoxt provided by Eic:

The Standard Reliability Score can be compared from one situa-

tion to another. The Standard Reliability Score for any analyst reflects
his degree of agreement with the other analysts, in this case on a given

scale. lhe formula for the Standard Keliability Score is as foliows:

Ar = W , where:

(N=1) (1)
Ar = the Standard Reliability Score for an analyst, per scale;
W = the relevant summed apreement score (the sum of the num-

ber of other analysts who have the same scale value for
a given task on a given scale);

N = the number of analysts irvolved in the test;
T = the total number of tasks involved for the given scale.
Ar is taken to two decimal places. Ferfect inter-rater relia-

bility for an analyst would be 1.09.

éﬁguracy

Our measure of accuracy was actually a measure of congruity with

the group's judgment. We assuned that the scale values arrived at through

discussion in the Skill Scaling Conference were more likely to be correct
than any one analyst's, especially when the analysts worked independently.
Using the group's ccale values as the norm, we calculated the overall ac-
curacy for each scale and the analysts' individual scores. The resulting

measure is a form of reliability witi. respect to the group norm.

Since the accuracy measure is determined by conformity to a

group judgment, a close relationship between this meas:ire and the
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reliability measure could result. It is possible, however, to have
high prior inter-rater agreement and then have the team members reverse
their independently arrived-at judgments during the Skill Scaling Con-
ference. In such cases the accuracy measure could be lower than the
reliability measure. The most desirable result js when the accuracy
measures are higher than the reliability measures for each analysf,
since this indicates that the divergence among analysts is in the di-

rection of the norm.

The Standard Accuracy Score compares the individual analyst's

scale values with the group answers. The formula for the Standard Ac-

curacy Score is as follows:

AC = C , where:
T
A, = the Standard Accuracy Score for an analyst, per scale;
C = the number of relevant correct answers {as given by
criterion);
T = the total number of tasks involved for the given scale.

Ac is taken to two decimal places. Perfect accuracy for an

analyst would be 1.00.
TEST RESULTS

Table 3 presents the summary data for the HSMS pilot test.
The scales are listed on the left in numerical order. The next column
lists the number of tasks used as a data base (those of the 46 for which

at least on~ analyst had a non-zero value for the scale). The Standard
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faple 3. SUMMARY OF RELIABILITY AND ACCURACY DATA FOR SKILL SCALES
Analyst Name and Number {:ﬁ Analyst Name and Number

Brief S L M T I Aver-j§ S F L M T 1 Aveg-
Name 1 3 4 5 6 e 1 2 3 4 5 6 age
of Scale 1@ randard Reliability Scor | Standard Accuracy Score
1. Fre-
! quency §+6} .80 .76 .78 .68 .79 . 77 .93 .89 .85 .89 .78 .87 .87
2. Loco-~

potion .50 70 1.40 1.70 |.60 .57 §.75 |.50 .00 | .50 [1.00 | .75 .75
3. Object

Manip. 45 § . 44 .48 .40 .35 42 42 .49 29% 1 .51 .38%1 .73 .82 .54
4. Guiding

.74 .69 .31 .37 .74 .60 JLO0 {1.00 .86 .43 .43 .00 .79

5. Human .

Inter. 40F .42 .47 .54 42 47 47 .52 .57 .63 .87 .61 .74 .66
6. Leader~ )

ghip 311.35 .23 .32 .31 . 30 .30 .97 .16* | .26 .23% ] ,23% | .84 .45
7. Oral )

Lang. 46 _5 .78 .04 .74 .78 .65 JL00 §.00 f.00 .02% | .89 .00 .82
8. Reading
‘ Lang ¥%61.79 .80 .75 .52 .78 .72 .93 .74 .96 .85 .57 .93 .83
9. Written

Lang. §61].91 .91 .85 .86 .90 .87 1100 .80 .98 1.89 .89 .98 .92
10 Meth-~

ods 46 | .47 42 1,37 .43 .48 41 §.67 .30 54 | .72 .67 | .78 .61
11 Qual-

ity }o].61 .57 .35 .40 .52 .51 .87 91 .72 4l .46 .78 .69
12 Fig- ]4

ural .48 .50 47 .45 .48 42 .89 .20 .53 .51 47 .93 .59
13 Sym-

bolic .56 .64 .63 .62 .62 +55 .66 . 34 .82 .79 .74 .92 .71
14 Taxon-

omic 451.55 48 1,52 1,59 .52 L6 178 120 .64 1,69 |.80 | .78 .65
15 Impli- .

cative P61l.25 .27 .29 |.25 |.30 .28 §.50 |.54 |.39 |.50 [.46 ' .9 .30
16 Finan.

Err.Con 421,71 .69 .49 .60 .68 .63 .88 .81 .81 .52 04 .93 .76
17 Human

E nJ61.61 .54 .55 .60 .61 .59 .70 .83 .63 .61 .63 .89 .71
Col.Average .59 .58 47 .52 .59 .80 .60 .71 .56 .65 .85

8 Total number of tasks for each scale. b Line average of analysts' scores. *Accuracy less than reliability.




Reliability Scores for each of the six analysts follow, and then the
average across analysts. The Standard Accuracy Scores are presented
the same way, on the right-h.nd wide of the table. The analysts' over-

all averages are 1iisted at the bottom.

Ten scales showed acceptable levels of reliability (.50 or
higher). Revisions were then made for those scales requiring improve-
ment. Given the fact of limited trainirg time and the need to unlearn
older versions of some of the scales, and given the tendency for reli-
ability to increase over time, the results suggest that, with some revi-

sions (made later), future results would be acceptable.

KNOWLEDGE

Generally, the "reliability" tested and measured by HSMS re-
fers to the extent to which several analysts in a tezm, exposeu to the
same performer at the same time, will independently arrive at the same

data results. This is a measure of inter-rater reliability. 1In the

case of knowledge iduntification HSMS adopted this measure for prelimi~-
nary testing. However, there are two limits to such a reliability test

to bear in mind:

1. It is impossible to measure the extent to which ana-
lysts will be affected by other analysts' questioning
of the performer about knowliedge categories. There-
fore, the independence of the raters is not totally
assured.

2. The HSMS test of knowledge category identification
applies only to those subjects in the Knowledge Sys-
tem which are relevant to the tasks covered in the
test. Therefore, the reliability figures describe
reliability for only a part of the Knowledge System.
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ERIC

Aruitoxt provided by Eic:

The test for validity was translated to an accuracy mea-

sure, i.e., a measure of congruity with the group judgment, as was

the case with skill scaling. We assumed that data arrived at through
discussion in the team conference are more likely to be correct than

any single analys:'s, especially when the analysts work independently.

Knowledge Identification Reliabilitv and Accuracy Tests

Because cf time pressures, the tasks of only one performer
were involved in the testing. Ten Nurse Practitioner's tasks were se-
lected. The tasks cover a range of the performer’s activities and a
range of knowledge requirements. ¢ th- cen tasks, three required over
fifty knowledge categories (as determined in the team conference) and

seven required fewer thar seven categories.

Standard Reliability Scores were calculated for each task

separately and for each analyst. Averages were then calculated across
tasks and across analysts. In the case of knowledge identification,

the Standard Reliability is as follows:

A = W , where:

(N-1) (K)
A, = the Standard Reliability Score for an analyst per task;
W = the relevant summed agreement scove (the sum of the num-

ber of other analysts who identified (or did not identify)
all of the categorie: identified by any of the analysts
for a given task);

N = the number of analysts involved in the test;

K = the total number of separate knowledge categories iden-
tified by any and all of the analysts, per task.
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Ar is teken to two decimal places. Perfect reliability for

an analyst would be 1.00.

Standard Accuracy Scores were calculated for each task sepa-

rately and for each analyst. Averages across tasks and across analysts

were also calculated.

The formula for the Standard Accuracy Score in cases where

each analyst may have identified a different number of knowledge cate-

gories per task is as follows:

Ac = C , where:
K
AC = the Standard Accuracy Score for an analyst, per task;
C = the analyst's total correctly identified categories (as

determined by the team conference), minus the total num-
ber of categories identified by the analyst in excess

of the correct total. (If the result is 2 negative num-
ber, it is entered as a zero.);

K = the total number of correct knowledge categories (as
per the criterion).

AC is taken to two decimal places. Perfect accuracy for an

analyst would be 1.00.

Results

Table 4 presents the results of the testing. The tasks are
listed on the top row in order of the total number of categories iden-
tified by the team for the task, from left to right. The analysts are
listed in the far column. The upper portion of the table refers to re-

liability, and the lower portion refers to accuracy.
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Table 4. SUMMARY OF PILOT TEST RELIABILITY AND ACCURACY
DATA FOR KNOWLEDGE IDENTIFICATION

Tasks by Total No. of Correct Categories
Analysts ! Avery ! Aver
el 52 151§ 9 { 5 | 5| 5 iage?] 31 3| 2 lageb

Standard Reliability Scores

(s) 1 .66 | .62 1.65] .57] .77 {.73]| .60 .66 .60 .77] .69 |.67

e

(F) 2 .61 | .61 1.55, .54| .43 {.55] .60 .56 .52 .71] .47 {.56

(LY 3 .35 1.61 1.54] .50] .64 |.65] .70 | .60 68| 741 .60 | .62

M) 4 .66 | .51 1.59! .66 .77 [.49] .70 .63 28] .251 .69 |.56

(T) 5 .52 | .64 1,61} .63( .71 |.69] .70 | .64 681 .77 .60 [.66

(1) 6 .58 1.60 |.66] .68 ] .81 {.55]| .60 | .64 681 .71} .67 |.65

Average .60 1.60 .60 .60 | .69 |.61| .65 |.62 571 .66 .62 |.62

Analysts Standard Accuracy Scores

(s) 1 72 §.75 .74 .33% .80 .80 |.80 .70 | .67 pn.00 | .50%|.71

{
'
i

(F) 2 61 |.75 .55 ] .44% .00%1{.20% .40%| , 42%| ,33% 674 .00%|.40%

(L) 3 2 22%].48% L47% .56 | .60%*].60% .60%},55%[1,00 | .674 .00%|.55%

M) 4 59%].42% ", 33% .56% .80 [.60 |.60%[.56%| ,00% ,00% .50%]|.44%

(T) 5 (43*%].44% 1,63 | L44% L 60*|.60%| ,60%|,53% | 674 674 .00%|.51%

(1) 6 .75 .73 .92 1.00 1.00 .60 |.8C |.83 {1.00|.33%1.00 |.81

Average | .60 |[.59%(.61 |.55% .63%(,56%(,63%|,60 .61 [ .56% ,33%[ 57%

* Accuracy lower than reliability
8 Average of 7 tasks.
Average of 10 tasks.
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The data averages are shown for seven tasks and for ten
tasks because the tasks with as few as two or three categories show
somewhat distorted results for Analyst 4. The overall reliability aver-
ages are not greatly changed, but the accuracy average is somewhat

higher using seven tasks.

The results indicate generally high average reliability by
analyst, with none lower than .56, and an overall average of .62. On
the other hand, the accuracy data indicate some problems in either over-
or under-identification with at least one or two analysts. The overall
accuracy is somewhat below the reliability average (.60 for seven
tacks and .57 for ten). This reflects the deviation from the group
norm for Analyst 2 in particular, and Analyst 4 in the ten-task aver-
age. Analysts 1 and 6 show high accuracy. Analyst 6 was the trainer
in this case, and influenced the team decisions in the direction of
the content of the method. Analyst 1, the field team leader, showed

high agreement with the correct identifications.

Since this was the first test of the method, the results
are encouraging; however, it is clear that team agreements, careful

training, and review are necessary components of reliability.

Kncwledge Scale Reliability and Accuracy

For testing reliability in the use of the knowledge scale,
the units of observation are the knowledge categories rather than the
tasks. A small number of Nurse Practitioner tasks provided over 100

observations for use in the test of the knowledge scale. However, the
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full range of the scale could not be tested, since none of the categor-

ies identified were scaled above 5.5 on the knowledge scale.

The '"correct" knowledge category identifications for a given
task became the framevork for testing the reliability of the scale.
Unlike the case of knowledge category identification, a fixed number of
observations were involved. We calculated inter-rater reliability and
an accuracy measure based on agreement with the scale values determined

at the team conference.

The formula for the Standard Reliability Score is:

Ap = W » where:
(N-1) (K)
A = the Standard Reliability Score for an analyst;

W = the relevant summed agreement score (the number of
other analysts choosing the same scale value, for
each category);

N = the number Jf analysts involved in the test;
K = the total number of categories involved in the entire
test.

The Standard Reliability Score was calculated separately for

each analyst, and an average was taken for the scale as a whole.

The formula for the Standard Accuracy Score is:

Ac = C , where:
K

>
[¢]
It

the Standard Accuracy Score for an analyst;
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C = the number of ceorrect answers as determined by the
team conference;
K = the total number of categories involved for the test.

The Standard Accuracy Score was calculated for each analyst

separately, and an average was then taken for the scale as a whole.

Table 5 reports the test results. The scale shows a rela-
tively lower average reliability (.47) and a much higher average accu-
racy. The reason is again due to analyst deviation. Without Analyst 4,
overall reliability is .55. However, unlike the case with other low
reliability scales, the analysts (other than Analyst 4) were never more
than one scale point away from the value arrived at in the team confer-
ence. Since the reliability and accuracy measures treat any difference
as equally wrong and magnify the e.rors, the results are more accept-
able than may first appear. The lesson again is that training, team

agreement, and review must be part of the method.

Table 5,

SUMMARY OF PILOT TEST RELIABILITY
AND ACCURACY FOR KNOWLEDGE SCALE

f Analyst Name and Number

‘ S F L M T . 1 Aver-
1 Statistical Measure 1 2 3 4 5 6 aée_
. Standard Reliability Score .49 .53 .46 .38 .45 .52 7

. Standard Accuracy Score .60 .73 .64 .38 =1 .88 .63

K = 113 separate knowledge categories
N = 6 analysts
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APPENDIX B

THE HSMS "EDIT'" PROGRAM
INTRODUCTION

The HSMS "EDIT" program was designed by Stephan Jasik and
modified by Edward Friedman and George Chaikin to prepare the HSMS
task data for use with the HSMS factor analysis programs PCVARIM and

X2MOFA (Two-Mode Factor Analysis, Part One).

The HSMS method calls for an unforeseeable number of key-
punched data cards for the given set of tasks being studied. The num-
ber of cards cannot be predicted because the number of knowledge cate-
gories needed for tasks varies, and the total number of knowledge cate-
gories identified for an entire set of tasks cannot be known ahead of
time. Since it is impossible to predict the identity and number of
knowledge categories, HSMS selected a data card format to handle re-
quired knowledge categories as they are identified for the task, with-
out knowing which are needed for other tasks. The format is not pre-
determined in terms of preselected knowledge caiegeries. Such a format
could require thousands of cards, most of which woulu be-blank to indi-
cate zero scale requirements for categories. Instead, the EDIT program
creates a matrix of tasks by skill and knowledge categories; it enters

zeroes in this matrix whenever a category is not required by a task.

A data unit consists of all the cards for a given task,
for which the ID name is the task's Code Number. For any given task,

the task's Code Number appears on each card. Card TOO includes in-
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formation on how many cards will follow for the given task and an
abbreviated name of the task. Card TOl is in a fixed format, where
fields refer to skill scales; it presents the task's scale values for
each of the 16 skill scales. Any other cards are for knowledge cate-
gories. These are numbered from TO2 to TOn, and are set up so that
each 8-digit number of the knowledge categories identified for the

particular task is punched, each followed by its scale value.

The EDIT program provides the user with information on the
number, identity, and frequency of the skills and knowledge categories;
it orders the categories, provides checks on the data, and makes pos-
sible selection and/or logarithmic transformation of the data for sta-
tistical use. EDIT therefore interfaces with PCVARIM and X2MOFA (Appen-

dixes C and D), and is always run when they are run.

EDIT also provides dictionaries for the tasks and skill and
knowledge categories in which the tasks' names appear in abbreviated
form, and tasks and variables are shown with their internal numbers
and Code Numbers. The other HSMS programs (except tor MATRIX) refer

to the data by their internal numbers.

DESCRIPTION

EDIT is written in FORTRAN IV and was used in the Control
Data Corporation's (CDC) 6600 computer at the Courant Institute of
Mathematical Sciences of New York University. The operating systems
in use during HSMS analyses were KRONOS and NOS (Network Operating
System). EDIT was stored on magnetic iape in compiled and loaded form

(i.e., in binary object code in non-relocatable form) and in OLDPL form.
B-2
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The HSMS task data are transferred to magnetic tape in the
form of an OLDPL. The data were maintained in numerical Task Code or-
der in the OLDPL. A utility program, UPDATE, is used to transfer data
"decks™ to tape, correct data, or to generate temporary local files in
the form of a compile file, which is part of the input file for EDIT.
The input file for UPDATE is magnetic tape in OLDPL form, and the out-
put file is C=DATA. The input file for EDIT is DATA, and the output

file is TAPE9 (with optional printed output).

The EDIT program is designed to receive the data decks in

any order, but always with the cards for a given task in numerical or-

der by card number, beginning with Card TOO. EDIT then performs the

tunctions described below.

Error Checks and Listing of Data

EDIT provides a variety of error checks and the option of
listing or not listing the data cards as they appear in the input file.
The listing is a default setting, and a NOLIST card is required to sup-
press it. Some of the checks are suppressed by selection of NOLIST;
others are carried out regardless of the option selected. The error
checks and whether they are suppressed with NOLIST are shown below.
HSMS uses NOLIST when EDIT is used with PCVARIM and X2MOFA.

1. A check that the number of cards for the task is

consistent with the number indicated on card TOO.
Suppressed by NOLIST.
2. A check that all the cards for a task have the same

Task Code Number. Suppressed by NOLIST.
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3. A check that data cards appear in proper sequence
(as indicated in columns 1-3). Suppressed by NOLIST.

4. A check that each task (Task Code Number) appears
only once in the set of data. Suppressed by NOLIST.

5. A check that all punches occur in permissible col-
umns; error messages indicate that either a blank
or a punch should appear in a given column. This
check is a‘ways made.

6. A check that skill scale values all end in 0 or 5.
This check is alwavs made.

7. A check that all knowledge categories have a scele
value above 00. Suppressed by NOLIST.

8. A check that knowledge categories appear only once
for a given task. This check is always made.

Options to Reduce the Number of Variables

DELETE and CUTOFF are two options which make it possible
to reduce the number of skill and knowledge variables which are
copied to TAPE9. These options are used wt 'n EDIT interfaces with
PCVARIM and X2MOFA (which are dimensioned for no more than 145 vari-
ables). DELETE is used to name specific knowledge and skill cate-
gories to be eliminated; CUTOFF is used to specify the frequency at
or below which skill and knowledge categories are automatically

eliminated.

Ordered Listings of the Data

EDIT provides successive rearrangements of the data base
(which exists as a matrix in which the skill and knowledge categories
are the columns and the tasks are the rows), and lists the resulting

information in various formats. These arrangements are designed to
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help the user select a frequency for CUTOFF, categorics for DELETE,
and listings of the data in orders and forrs useful for work wich

other programs. The data are structured as follows:

1. Each skill and knowledg~ category is given an in-
teraal number and is 1li:ted in the order in which
it appears in the input file, together with its
frequency, anu the Task Code Number and scale value
for each task in which it is scaled above 00.

(This listing could be eliminated were the EDIT
prcgram to he revised.)

2. The skill and knowledge categories are listed in
descending order of their frequency of occurrence
in the tasks. The original internal numbers, the
Task Code Numbers, and the scale values appear
again.

3. The skill and knowledge categories are listed with
the skills first (in a preset order) followed by
the knowledge categories in ascending numerical
order of their 8-digit code numbers. The original
internal numbers, frecuency, the Task Code Num-
bers and the scale values appear agcin. (This
listing could be reduced to just the identifica-
tion numbers and frequencies we:2 the program to
be revised.)

4, The variables copi:d tc TAPE9 are renumbered in-
ternally and listed in order with the skills first,
followed by the knowledge categories in ascending
order of their 8-digit code numbers. Frequency
data are listed, but no task and scale value Jdata.
1f DELETE and CUTOFF options have been selected
thic listing does not include the eliminated cate-
gories. (In the previcus three listings categories
to be eliminated as a result of DELETE or CUTOFF
options are indicated by asterisks.)

5. EDIT provides a "Task Descripticn Dictionary" which
lists ezch task's observation number (its internal
number in numerical order) and its actual Task Code
Number, tcgether with the abbreviated name of the
task as found in card TOO for the task.

6. The final numbers assigned to skill and knowledge
categories and to tasks are the numerical referen-
ces for observations (tasks) and variables (skill
and knowledge categories) in PCVARIM, X2MOF#, and
X2MFA2.

B-5
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Logarithmic Transformation of Data

When EDIT is used to interface with PCVARIM or X2MOFA, the
NORMALIZE option permits a logarithmic transformation of the data to
adjust for a large number of zeroes in the data base. {Tasks which
do not require knowledge categories required by any other task are

scaled at zerc.) The NORMALIZE option follows the formula:

X = SQRT (X + 0.5), where X is a scale value.

COMMENTS

EDIT places heavy demands on a computer's core memory .
The size of the matrix array of data (36000 cells) is such that it
was necessary to compress the data so that 3 units are stored in a
word. In its preseng form EDIT can be used only with a computer that
has a 60-bit word. EDIT requires 200K of core memory to run, and is
dimensioned to handle up to 700 tasks, assuming a task-by-category
matrix of 36000 cells. Because there is a wide range in the number
and frequencies of variables that can be associated with a set of
tasks, it is virtually impossible to estimate beforehand the precise
number of tasks which can actually be handled in a particular run: HSMS
has successfully run EDIT with as many as 560 tasks. With a data base
larger than this there may be a risk that a time limit may be reached
before all of the functions of the program have been carried out,

even though the printed output will be complete.

The EDIT program was designed early in the history of HSMS,

and, therefore, includes procedures and options which we now see can
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be eiriminated or which should be able to be suppressed. For example,
once new data are checked and variables have been selected for use in
PCVARIM or X2MOFA, the EDIT checks, restructurings, and most listings
are unnecessary. The reader is encouraged to revise EDIT to make it
more efficient. HSMS would have domne so were it to have continued its

operations.

SYSTEM SUBROUTINES CALLED BY EDIT

The EDIT program which is presented in this appendix calls
for a series of subroutines. Among these, EXIT, TIME, and DATA have
not been included in the listing, since they are systems- ased. It is
assumed that the user can utilize comparable routines after reading

the descriptions which follow.l
EXIT

This subroutine terminates program execution and returns

control to the operating system. A STOP statement may be preferable.
TIME(a)

This subroutire can be used as a function or subroutine.
The value is returned via the argument and the normal function return.
The subroutine returns the current reading of the system clock as the
value of the argument a or of the functon in the form lOthb.mm.ss.b,
where b denotes a blank, and hh, mm, and ss are the number of hours,
minutes, and seconds, respectively. The value returned is Hollerith
INPAGE is called and does appear in EDIT. It is an entry point ap-

pearing in PAGER.
"1

0
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data and can be output using an A format specification. The type of

this format is real.
DATE (a)

This subroutine can be used as a function or subroutine.
See CALL TIME(a), above. The current date is returned as the value
of argument a or of the function in the form 10Hbmm/dd/yyb (unless it
is changed at installation option), where b denotes a blank, mm is
the number of the month, dd is the number of the day within the month,
and yy is the year. The value returned is Hollerith data and can be
output using an A format specification. The type of this function is

real.
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STRUCTURING THE INPUT FILE:

EDIT WHEN USED ALONE

at the Courant lnstitute with the CDC-6600 is assumed.

In the set-up presented below, the NOS system in use in 1977

It is also as-

sumed that the reader can refer to tke UPDATE Reference Manual or a

counterpart program.

In the following instructions b denotes a blank.

INPUT FILE FOR EDIT USED ALONE

Keypunch Cards (one per box)

Instructions

_ .EDIT ALONE

Identification number and
other information depending
on system.

USER and user code.

Charge card.

HEADER.EDIT ALONE

Optional to print out head+ag
across a whole page.

LABEL (OLDPL,VSN=T__ _ _ ) Identifies OLDPL tape.
UPDATE(Q,D, 8,C=DATA) When selecting tasks using
or *COMPILE form of UPDATE.
UPDATE(F,D, 8,C=DATA) When using all data in OLDPL.
UNLOAD(OLDPL) Unless being used for more
than one run per submission.
LABEL (PROGRMS,VSN=T_ _ ) Identifies program tape.
COPYBF (PROGRMS,EDIT) Copies program to local file.
SETTL (1000) Time limit.
RFL (200000) Defines field length.
EDIT.
End of Record Card
In- *COMPILEb _ _ _, _ , Calls tasks from OLDPL. Each
put card starts: *COMPILE in Cols.
Cards etc., or 1-8; Column 9 blank, followed
for by Task Code Numbers separated
up *COMPILEb _ _ _,_ _ _. _ _ by commas; last entry has no
DATE comma. Tasks can be in any or-
(option) der. “onsecutive Code Numbers

can ve called as last entry on
cavd after comma or as only
entry on card by writing first
Code Number, then a period,
then last Code Number of the
series. A new card must fol-

low.

End of Record Card

Needed even if no UPDATE cards




INPUT FILE FOR EDIT USED ALONE (continued)

| Name . Keypunch Cards (one per box) Instructions
In-  TITLEbb bbb __ etc. Columns 1-5: punch TITLE;
put Columns 11-60: punchk title of
Py Cards | program, date, and any other
1 for i special identification of
EDIT this run.
! NOLIST Only if listing of data and
\ (option) some error checks are to be
suppressed.
DELETEb b B b _ _ _ _ One card for each individual
skill or knowledge category
(option) to be deleted from input data
(if not to be deleted oy
CUTOFT).
Columns 1-6: p'nch DELETE;
Columns 11-18: punch 8-char-
acter skill code or 8-digit
knowledge category code num-
ber.
CUTOFFb b b b _ To eliminate skill or knowl-
) edge categories at or below
(option) a selected frequency from in-
put data.
Columns 1-6: punch CUTOFF;
Columns 11-12: punch selec~
ted frequency (usually 4 or
more) left justified in
field.
NORMALIZE Not usually used when EDIT
(option) is used alone.
End of File Card

-
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OPT=1 FIN 4.6+428 77/09/15

Eo T

OVERLAY(EDIT»050) .

PROGRAM EDITFACINPUT,OUTPJUT»DATA,TAPEI,TAPEL=DATA» TAPES= INPUT)
1 TAPE6=JUTPLT)

COMMUN/TABLES/IBOT,ITTAEB(700)sKC(T700)sKFREW(T00)»KPTLT00)»Ivw(700),
1 NXT,MTAB(36000)sNTASKyFAXTAB yMA XKC

COMMON/COLS/ITO0(3,2)»ITON(252)51TO01(1652)51T02(8s2)
COMMON/IO/INPUT,IQUT»ITAPES» ICARD(B0)»LINCNT,LISTPR(1400)
COMMON/SKILLS/KEYWD(16)sKEYALB(16)

COMMON/DELIST/NDELs LDEL(700)»KUTQFF
COMMON/LOG/TT1,LNORMs LPRINT

COMMON/TCARD/ITOCNSITINsNC

LOGICAL TT1,LNUORM,LPRINT
LOGICAL SEARCHsLSsNEWTSK

DIMENSION KCREAD(8)

DIMENSIJIN KCBUFF(700)» ISKV(700)
DIMENSION LIST(3),LISTR(2)
DIMENSION PRLIST(700)

CIMENSION IFMAT(3)

EGUIVALENCE (LIST(1)s ITOCN)»(LISTPR(1),PRLIST(1))
DATA NXT/1/,180T/0/,MAXTAB/36000/ sRAXKC/700/

DATA TT1/.TRUE«/sLNNRM/ FALSE /s LPRINT/.TRUE o/
Q
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EJITFA
EDITFA
EDITFA
£ DCOM
eENLRG
ENLRG
EDCOM
EOCUM
EOCOM
ENLRG
EDCOM
EOCOM
EDCOM
ENLRG
EDCCH
cJCOM
EOCUM
EDCOM
EOCOM
EOCOM
EJICCH
EDCOUM
EOCOM
EDCEM
EDCUM
ENLRG
EDCOM
ENLRG
EDCOM
EDCOM
EDCCM
EDCCM
ENLRG
I~TDTA
INTDTA




2
3

2
2
} §

X
2

2

OATA KEYWwD/BRLOCUMOTN,BRGBY MANP »8RGOG=ST< Gy BRAUY INTRy BRUFAOSHIP,
6RORAL USEs BRREAD USEsBRWRIT USEsBRMETHCDY »8ROUALITY s BRFIGURAL »
BRSYMBOLIC s BRTAXONUMCs 8RIMPLICIT, 8RFINC ERKy BRHUMN ERR/

DATA KEYAL5/1)2)3)4)5)6)7)8)9)10)ll’12)13)14)15)16/

DATA (ETO00(I)»12153)/2»5929/»
(IT00(1)s»I®4s6)/3,10530/
OATA (ITON(I),1Is1,2)/2,5/,
(ITONCI)»I=s3-4)/3,10/
DATA (ITOL(I)sIs 1,16)
132135’38)41)44)47950:53:56:59:62;65:68:71:74:77/:
(IT01(I),I=17,32)
133)36’39)52)*5)48)51)54»57:60)63)66}69)72)75)78/
DATA (ITO2(I),1Is1, 8) 7305399439525,565655695 767>
(ITO2¢1)sI%9516) /37540550553563566» 765 79/

INPUT = 5

I0UT = 6

ITAPE = 9

CALL OVERLAY(4HEDIT»1,0)
INPUT = 1

REWIND ITAPE

CALL OVERLAY(4HEDIT,2,0)
REWIND ITAPE

CALL OVERLAY(4HEDIT, 3,0)
REWIND ITAPE

CALL EXIT

END

INTDTA
INTOTA
INTDTA
INTDTA
INTOTA
INTOTA
INTDTA
INTDTA
INTDTA
INTDTA
INTDTA
INTDTA
INTDTA
INTDTA
INTOTA
INTDTA
INTETA
INTDTA
INTDTA
INTDTA
INTDTA
INTDTA
INTDTA
EDITFA
EDITFA
EQOITFA
EDITFA
EDITFA
EDITFA
EDITFA
EOITFA
EJQITFA
EQITFA
EJITFA
ctJITFA




SUBRCUTINE PAGER(I) PAGER
PAGER

COMMON/SKIP/LINSKP PAGER
COMMCM/ IO/ INPUT, I3UT, ITAPE, ICARD(S0)» LINCNT,LISTPR(1400) ENLRG
COMMGN/LOG/TT1sUNORMy LPRINT PAGER
LOGICAL LPRINT PAGER
DIMENSION I(1)oIHEAD(12)sISUBHD(11) PAGER
DATA J/0/sK/0/sNPAGE/O/»1HEAD/12%10H /s PAGER
1ISUBHD/11#10H / PAGER
» PAGER

C AT THIS ENTRY POINT THE PARAMETER I IS MIT USED PAGER
. PAGER

10 NPAGE = NPAGE + 1 PAGER
WRITECIOUT»1)IHEADSNPAGE PAGER

1 FORMAT(1H1,12A10,%PAGE®,14) PAGER
WRITE(IQUT,2) ISUBHD PAGER

2 FORMAT{1HO»11A107) PAGER
LINCNT = 2 PAGER
LINSKP = O PAGER
RE TURN PAGER
ENTRY INPAGE PAGER

K = K +1 PAGER
IF (KeGTel) GO TG 30 PAGER
DO 20 L = 1,7 PAGER
20 IHEAD(L) = I(L) PAGER
CALL TIMEC(IH) PAGER
IHEAD(9) = IH PAGER
CALL UATE(IH) PAGER
IHEAD(1l) = IH PAGER
ISUBHD(1) = 10HCARD NO. PAGER
TSUBID(2) = 10HINPUT DATA PAGER
GO TO 10 PAGER




30 IF ((KeEJe2)eANLLFKIAT) 5L TI 10 »AGER
IF (KeEQe2) KETUK 2AGER

L =K -2 SAGFR

6d TL (40,7058059051005110)L PAGER

40 ISUBHOD( 1) = 10d4 InT VAR »AGER
ISUBHD( 2) = 10H CrOE FRr »AGER
ISUBHD( 3) = 10HED PAGER
ISUBHU( 4) = 10HTASKRS IN JAGER
ISUBHD( 2) = 10HHICH VARIA SAGER
ISUBHD( 6) = 10HBLE AFPEAR D2AGER
ISUBHD( 7) = 10HLD - ¢RI 2AGER
1SUBHOL 8) = 10HNTED AS va PLGER
ISUBHD( 9) = 1CHRIABLE CCD PAGER
ISUBHU(10) = 1O0HES APPEARE vAGER
ISUBHD(11) = 10hT InN INFOT “AGER

50 MPAGE = NPAGE + 1 PLGER
I =0 »AGER
WRITE(IIUTS1)IHEAD, WP AGF ZAGER

LY 60 L = 1,20 vAGER

60 BRITE(IDUI,3) PAGER
3 FORMAT(1H ) PAGER
WRITE(IUUT» @) (ILLAHD (L) oL 24011L) A GER

4 FORMAT(26X,8A10) PAGER
wRITE(] 2uTl>» 3) “AGER
sRITE(Iuuly )l JaGER

5 FORWAT(40as 149 TISTINCT VARIABLLE C.LUES wtrE FoUND IN TeE IneuT DA PAGER
LTA®//77/32xs #ASTERIGAS MARK VARIASLES T BE 2:cLeTud DUE T. CUTIFF ¢ 92AGER

2k LIRECTIVE=®) PAGER
GC T 10 JALER

70 ISUBHG( 73 = 10HED = 5 .R JAGER
ISJB6HO( 38) = 1UHTED oY FRE YAGER
ISU3HU( 9) = 10Hd.uL. (Y o F PAGER
I1SU2HU(1G) = 10HVAKIASLE 2 PASER
ISUEHD(LL) = 1Cu,DtEr »AGER
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BO ISUBHD( B)
ISUBHD( 9)
ISUBHD( 10)
ISUBHD(11)
60 TG 50

90 ISUBHD( 7)
ISUBHD( 8)
ISUBHD( 9)
ISUBHD(10)
ISUBHD(11)
60 1O 50

100 ISUBHD( 1)
ISUBHD( 2)
ISUBHD( 3)
ISUBHD( 4)
ISUBHD( 5)
ISUBHD( 6)
ISUBHD( 7)
ISUBHD( B)
ISUBHD( 9)
ISUBHD(10)
ISUBHD(11!
G0 10 50

110 ISUBHD( 1)
ISUBHD( 2)
ISUBHD( 3)
ISUBHD( 4)
ISUBHD( 5)
ISUBHD( 6)

10HTED BY ASC
10HENDING CRD
10HER OF VARI
10HABLE CODES

10HED = DEL
10HETED VARIA
10HBLES =~ NOJT
10H WRITTEN O
10HNT) TAPE9

10HVARIABLE N
10HO. VAR C3
10HDE FREC

10H FINAL C9
10HRRESPONDEN
10HCE OF VARI
10HABLE NUMBE
10HRS TO VARI
10HABLE CODES
10H AS WRITTE
10HN ON TAPC9

10HOBSERVATID
10HN NO. TA
10HSK NO.

10HTASK DESCR
10HIPTION DIC
10HTIONARY

ISUBHD(7) = 10H
ISUBHD(B) = 10H
ISUBHD(9) = 10H
ISUBHD(10)= 10H
ISUBHD{11)= 10H

G0 T0 10
Q END
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PAGER
PAGER
PAGER
PAGER
PAGER
?AGER
PAGER
PAGER
PAGER
PAGE

PAGEK
PAGER
PAGER
PAGER
PAGER
PAGER
2AGER
PAGER
PAGER
PAGER
PAGER
PAGER
PAGER
PAGER
PAGER
PAGER
PAGER
PAGER
PAGER
PAGER
PAGER
PAGER
PAGER
PAGER
PAGER
PAGER




10
20

LOGICAL FUNCTIGOM SEARCHUITE S, IND,LIST)
OIMENSION LIST(IND)

SEARCH = ,TRUE,

IF (ITEMetQe0) RETURN

IF (INDJEW.0) GIr 1O 20

00 10 I = 1,IMND

IF (LISTCI)oNELITEM) Gu §7 20
SEARCH = ,FALSE.

RETURN

CONTINUE

IND = IND + 1

LISTOIND) = [TEM

RETURA

END

CVERLAY(EDIT»1,0)
FROGRAM RDDIR

CIMENSION IDIR(E)»1C(7),4CL10)

CU”MuN/tABLES/IPcr’Ir]Ad(700)pKC(?OO)’*FRL-(700))‘#T(700)p1p(700)p

1 NXT:HTAB(363C0)pNTAiK,?A(IAB’MA&RC

CGMPONIC]LSIITOO(3’2)’ITOﬂ(Z’Z)’IlOl(lb’Z)’ITu¢(d’2)

CGﬂHDN/Id/INPbT’IUUlylTAPErICARD(50):LILC1F:L1:T°R{1400)

COMMEN/SKILLS/KEYaD(lo)s<EYAL3(10)
COMON/DELT ST/NDELY LOLLIT IO ) or T EF
COMMLR/LIAG/TTL, LN Ry LPRINT

COMMIN/TCARC/ZITDC U ITI Ny NC

159

>EARCH
SEARCH
SEARCH
SEARCH
SCARCH
SEANCH
SNEARCH
SEARCH
SEARCH
SEARCH
SEARCH
SEARCH
>Z ARCH
SEARCH

{JJVIR
<RDDIR
RJIJIR
RJIJIR
EOC M
EVLRG
EVLRG
EJCOM
EOC o4
zOCLM
esLRG
toCOv
EJCCM
EJCL+
EYLRG
SD0ChH
vl
£dCuM
cICImM




EOCOM

EOCCM

LOGICAL TT1,LNGRMsLPRINT cDCOM
LUGICAL SEARCHsLSINEWNTSK EOCCHM
EOCCM

EDCOM

DIMENSIIN XCREAD(8) EDCCM
DIMENSION KCBUFF(700),ISxV(700) ENLRG
DIMENSION LIST(3),LISTIR(2) EOCOM
DIMENSIUN PRLIST(709) ENLRG
DIMENSION IFMAT(3) EOCCM
EJCOM

EQUIVALENCE (LIST(L)s»ITDCN)» (LISTPR(L)»PRLIST(L)) EJICUM
EOCC™

DATA IDIR/I1OHTITLE » LOHDELETE »1OHCUTJFF s 10HNURMALIZE » ROUIR

1 1O0HNQLIST »10H /9 IAR/IOHTTPE2PLTETLYY RIDIR
DATA I2L/10H / RODIR
RDDIR

RODIR

NDEL s O RODIR
KUTOFF = 0 RODIR
NUM = O . RJIDIR

10 READ(CINPUT»1)ID»IC RODIR
1 FORMAT(8AL10) ROUIR
IF(EOF(INPUT)) 20530 RDDIR

20 RETURN RDDIR
30 NUM s NUM + ] RODIR
DQ 40 Isl,e6 RDDIR

IF (IDLEQ.IDIK(IY) GO TL 50 RODIR

40 CONTINUE , RODIR
LINCNT = LINCNT + 2 RODIR

IF (LINCNT.GT.55) CALL PAGER(56) _ RODIR
WRITE(IUUT,2)0NUM,ID,IC RODIR
MRITE(IUUT),3) RIDIR
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3 FURMATL7Xy8(1HT)pe = LNReCL3NVIZASLE CIRECILyE®) )R
GJd To 10 RIDIR

50 G0 T3 (100,2GC»3005400,500,1000)1 RIDIR
100 IF (TT1) 6] IC 110 RDCIR
LINCANT =2 LINCNT + 2 RIJIR

IF (LIMCNT.GT.55) CALL FAGER(56) RIVIR
WRITECISUTS2) UM, ID,IC kudIR
wRITE(IJUT»4) RIVIR

9 FCRMAT(7%»8(1ht)px — A TITLE HAY ALREAOY oEEN KEAD®) RIDIR
GC TC 10 RODIR

110 CALL [NPAGE(IC) RJD IR
TT1l = ,FAL3E. RIDIR

GU TC 1000 RJVIR
200 LECCDE(1C»9sIC)uC RI0IR
G FORMAT(1OR1) 20 IR
IF(4C(L)=1R0)Y2105230,23C Re2IR

210 CECRDE(By11yIC)ut RIDIR
11 FORYAT{RG) JIDIR
OO 220 I=},16 RJJlRr

IF (JCeEAemeYWULI)) S0 T2 240 ROOIR

220 COMTINOE RIVIR
LINCAMT = LEINCPMT + 2 X200 IR

IF (LINCANT6Te59) CALL “A3EF(5L) RIJIR
wRITECLILT2INU M1y [L xJ)JIR
WRITE(INUESS) <JO[R

5 FTR¥AT(L7Xsn(1Ht )pd= iewel ,oNlZASLE SwlpLlLe) R2DIR
G317 1u <)o IR
230 KCOEL = 0 <Julk
v, 255 i=l,t Jv Ik

If (CoCLI)elTelfO)e /Relultll)eulalnd)) OC T. 2¢l RIGIR

235 kCZEL = 10%kCDEL + (Jdu(1)=-1x0) RIu IR
[ = xC2€L nJJ IR
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240 LS = SEARCH(I,NDEL,LDEL) RDDIR

IF (LS) GO TO 1000 RDL IR
LINCNT = LINCNT + 2 RDOIR

IF (LINCNT.GT.55) CALL PAGER(56) RDDIR
WRITEC(IQUT,»2)NUM,ID,IC RDDIR
WRITE(IQUT,6) RDDIR

6 FORMAT(17X,B8(1H*),* ~ THIS KC HAS ALREADY BEEN DELETED*) RODIR
60 T0 10 RDDIR

300 DECODE(10595IC)JC RDDIR
I =1 RDDIR

IF (KUTQFF.EQ.O0) GO TC 310 RDOIR
LINCNT = LINCNT + 2 ' RODIR

IF (LINCNT.GT.55) CALL PAGER(56) RDDIR
WRITE(IQUT,2iNUM,1ID,IC RDDIR
WRITE(IQUT,E) RDOIR

8 FORMAT(7X,6(1H®),% - A CUTCFF HAS ALREADY BEEN READ, THI> CARVD WwIL RDDIR
1L BE IGNQR:D*) RODIR

GO TG 10 RDDIR

310 J = JC(I) ~ 1RO RDD IR
IF (J) 320,350,330 RODIR

320 LINCNT = LINCNT + 2 RDDIR
IF (LINCNT.GT.55) CALL FAGER(56) RJODIR
WRITE(IOUT,2INUM, ID,IC RDDIR
WRITE(IGUT,7)(IBLsN=lyI)sIAR,(IBLyM=I,5) RODIR

7 FORMAT(16Xs9R1,* = GIGIT MUST APPEAR HERE#) RODIR
GO TG 10 RODIR

330 IF(JC(I).EQ.iR ) GO TG 1000 RODIR
IF (J=-9) 350,350,320 RDDIR

350 KUTOFF = 10#KUTGFF ¢+ RUDIR
I = I+1 RDD IR

GO T0 310 RDDIR

400 LNQORM = [ TRUE. RDD "R
GO TO 1000 <VDIR
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530 LPRINT = Fal it
1000 LIdCNT = LIwluat +
TF (LINCHT5T.55) Call FasER(56)
wRITE(LIOUT»20M%, 10, 1C
2 FORYATILLRKsI3s3X, 801013
GO 73 19
END

CVERLAY(EDIT»2,0)
PROGRAM RDTASK

CUHNuN/fA5LE>IIEuT,IITAB(700):KC(700),KFR£-(700),K°I(700),Iu(700):
1 NXTs4TA3(30000) sNTASKyMAXTABsMAXKC

CO?MJN/CJL)/ITOO(B:Z):ITQV(Z:Z):ITOI(I&:Z):IIJZ(S’Z)
CQN“CN/IQIINPLT,IObT’IFAPEoICARD(&G)’LIhchprIDIJR(1400)
COUMMON/SKILLS/KEYuI(16)s<iYALD(10)

C MM fOELTIST/NOELILILL(T7I0) 9 UTIHE
COMmUNILLGITTI LN R Ay LrR 1]

CIMMINITCARC/ITIUC ) ITINgNC

LIGICAL TTlsLMURMyLORI T
LLGICAL SEARCHILS»nE 4 T3n
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RIVIR
RIDIR
RIVIR
RIDIR
<DulIR
RIODIR
®DDIR

RITASK
RITASK
Z0CL
ENLES
ENLKG
cJCLd
E3CLw
EJCu™
EALRG
£ILLM
cJICim
gJCl
twLrRG
E2C(~
ctJCL™
o0
gEIoCL¥M
£EJClv
2 IR
molu ¥
£JC M
EJ)Ci ¢

e>C. v




T

DIMENSION XCREAD(3) EJCTM
DIMENSION KCBLFF (700),ISKV(700) ENLKG
DIMENSION LIST(3),L1STR(2) EDCCH
DIMENSION PRLIST(700) ENLRG
DIMENSION IFMAT(3) EJCGF
EDCTM

EQUIVALENCE (LIST(1),ITDCN)»(LISTPR(1)},PRLIST(1)) £0CCM
EDCCM

ROTASK

KOTASK

CALL INPAGC {(NLPM) RDTASK
NUM =2 O ROTASK
NTASK = O RO TASK
RDTASK

10 READ(INPUT,1)ICARD RDTASK
1 FORMAT(80R1) ROTASK
IF (EOF(INPUT)) 20,30 RDTASK

15 WRITE(IOQUT,6) I TASK
6 FORMAT(20(2H *),#* ERRUR - PREMATURE END UF FILE ON INPUT DATA®*) ROTASK
20 RETURN RITASK
30 NUM = NUM ¢+ ] RITASK
IF (JNOT.LPRINT) GC TL 35 RDTASK
LINCNT = LINCNT ¢+ 2 ROTASK

IF (LINCNT.GT.55) CALL FASER(56) ROTASK
WRITECIOUT,2) ROTASK

2 FORMAT(1H ) RITASK
WRITE(IGUT,3)nUM, ICARD ROTASK

3 FORMAT(5X%Xs145s5X»80R1) ROTASK
35 CALL NUMBER(ITOO0,LIST»3) RDTASK
NEWTSK = SEARCH(ITINGNTASK, ITTAB) ROTASK

IF (NEWTSK) WRITE(ITAPE,T)ITINS(ICARD(I)»I=31,80: ROTASK

7 FORMAT(I5,50K1) ROTASK
IF (oNOTJLPRINT) GO TG 40 RITASK

IF (ITDCNONE.CY CALL PEKRIR(1) RJTASK




9

IF (~ColE.O) CALL PERRIGK(3)

IF (MEwISK) GEC Ty 40

LINCMT = LINCNT ¢+ 1}

IF (LINCNT.GT.55) Catl PAGER (56
PRITECIUUT,9)

FORPAT(LO(2H #),% THIS Tayx HAS ALKCZADY APPcAREy Ia

LCCURENCE aILL BE IGNCRECH)

40 READ(INPJUT,1)ICARD

50

50

3

80

IF (ESFOINPUT)) 15590

NUM = Ny ¢+ ]

TFE Con2TJLPRINT)Y G5 T3 85

LINCNT = LINCAT + )

IF (LIKCNT.GT.55) CALL FA3EK(3€)
RRITECIJUT,3IMNULM, ICAKD

CALL NJMBER(ITCA,LISTR»Z)

IF CLISTROL) P EL(LIST(L)+1)) CALL rZxr4R(1])
IF (LISTR(2)MELITIN) CALL PERRIR(Z)
IF (LISTR(1)e2200) 53 1 10

LI~CAT s LINCNT + ]

IF (LINONTLGT695) CaLL TASES (06)
RITECI JuTy»3)

FIR2AT (s ani.ye Cary AFPEARI T 5. LTARY gF
1 REZRINTED oELuw AS IF IT o&s *)
MUY 2 Y - ]

GC T2 3¢

IND = 1o

CALL NUSBER(ITOL ) ISKYs1c)

UL 3¢ Isl:16

IF (%0 0(Iory(I2s5)e-249) 50 TT 82
LINCANT = LINCNT ¢}

TP ALINCHTGTens) CALL £AGE<(6)
«RITell . uTsrll)l

165

un

I~vrs1 -

Li

THIS

olLL

-~

J

LE

xofASK
RITASK
RITasx
<) TAIK
RITASw
RITAIK
RITAS
ROVYASK
<JTas«
Ko TASK
RITASK
RITASMK
RITAS«
R3FASK
R27aSK
RITA3x
RITAC«
RJTAasK
xJITASK
) lL3«
RITASK
RIDTASx
RITAS«
ROTAS
3Fat«
RITASK
<JTASK
DTASx
27T ASK
<2} Ajx
<J1ASK
"ITASK
<J2TASa
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82

85

100

FORMAT(# ERROR - - SKILL VALUE NO.*, I2,% UJES NGT END wITH A 0 QR

1A 5%¢)
CONTINUE

IF (NEWTSK) CALL PUTLISTC(INDSKEYALSs ITINy ISKV)

IF(NC.EQ.1) GO TO 10

IND = O

DO 200 I = 2,NC
READ(INPUT, 1) ICARD

IF (EOF(INPUT)) 15,85

NUM = NUM + 1

IF (oNDT.ePRINT) GO TC 100

LINCNT = LINCNT + 1

IF (LINCNT.GT.55) CALL PAGER(56)
WRITE(IQUT,»3)NUMs ICARD

CALL NUMBER(ITON,LISTRs2)

IF (LISTR(1) JNE.I) CALL PERROR(1)
IF (LISTR(2).NE.ITIN) CALL PERROR(2)
If (LISTR(1).NELO) GO TG 100
LINCKT = LINCNT + 1

IF (LINCNT.GT.55) CALL PAGER(56)
WRITE(IUUT,8)

NUM = NUN - ]

60 TO 30

CALL NUMBER(ITO02,KCREAD,8)

DO 110 J=1,7s2

IF (KCREAD(J).EQ.0) GC TT 110

IF (MCO(KCREAD(J+1)»5).EQ.0) GG TQ 102
LINCMT = LINCNT + 1

IF (LINCNT.GT.55) CALL FAGER(56)

K s (J+l)7s2

PRITE(IQUT,11)K

1y

RDTASK
ROTASK
RDTASK
RATASK
ROTASK
RDTASK
RDTASK
ROTASK
ROTASK
ROTASK
RDTASK
RDTASK
ROTASK
RDTASK
RDTASK
RDTASK
ROTASK
ROTASK
RITASK
ROTASK
RDTASK
RDOTASK
RDTASK
RDTASK
ROTASK
ROTASK
RDTASK
RDTASK
ROTASK
ROTASK
RDTASK



132 COMTINUE
IfF (KCREAU(J+1).NELQ) GC T 109

IF CoNITLLPRINT) GG TC 11D
LIMCANT = LINCNT + 1
IF (LINCNT.GT.55) CALL PASER(Y6)
aRITECIUUT,H5)IKCREAD ()

> FORHAT(* KNOwLuDGE CATEGGRY #,15,% HaA, SXILL value ZERL - Twuls

ILRENCE «wlLL BE IGNIRED*)
Go T0 110

105 CONTINUE
LS = SEARCH(XKCREAD(J)» IND»KCBHFE)

IF (LS

IF

IF

1Sk

GL
EN

2

(ML TLPRINT) ol
LINCT. = LINCAT + 1
FLINCANTLGTL95) CALL FPASER(5E)
WRITECLLLT,4)%CREAD( Y)Y

4 FURMAT(+ XNIWLECGE CATEGIRY #,18,#% His ALKEADY APOLARED IN THIS TA
= IAlY JCCURRENCE wIlL 3€ [GNLREDY)
110 CINTIMuL -
200 CIoNiINUL

IF (MNEWTS) CaLl PUTLISTUINO SKCBUFF L ITINS ISk V)

To 10

ISKVCOIND) = ACRESI(y+]l )
IF (LS) 67 Tg 110

TL 119

SUBRTLTINE sURzEc (IS TLa LISTyL I 1)
CC*“Q?/IJ/leblyI,LT;ITA”E;ICARG(OC)9LI\C\79LLJ]°R(IQOU)
CIMENSTON TCalCrtIsTs2)s Lo d UL INT)
LAaTa IaslL/10H

5o
N}
K

10C IslynLinT
IC:L(I,1)
[C:L(1,2;

[o A<y IHTTRYYRTRLIT/, [0/

Lo

- - - - — -

3Cc

ROTASK
RITASK
ROT ASK
KITASK
ROTASK
RDTASK
ROTASK
RDTASK
RITASK
RITASK
<DTASK
ROTASK
ROTASK
RITASK
RITASK
KJTASK
<2TASK
RITASK
ROTASX
«JT ASK
xJTALK
R2TaSK
RITASK
KIT A~w

1mAER
vhro
IV 3Ex
NitESe

RRAIL IR

e e

N ER
Y egke




10

20

30

40

100

LIST(I) = o
IF (J.EQe2) GO TU 5

L=J -1

IF (ICARD(L).NE.1R ) GO T3 30

L= K+

IF (ICARD(L)NE«1R ) GO TO 40

DO 10 L=J,K

IN = ICARD(L)-1RO

IF (ICARD(L)<EQelR ) IN = O

IFCCINGLTV0) sCRL(INGGTL9)) GO T3 20
LIST(I) = LIST(I)#*10 + IN

G0 T0 100

LIST(I) = 0

L s -1
HRITE(IUUT:I)(IBL:H'I;L)pIARo(ID:N'L:??)
FORMAT(14Xs81R1,* DIGIT MUST APPEAR HERE#*)

LINCNT = LINCNT ¢+ 1

IF (LINCNT«GT.55) CALL PAGER(56)

G0 T0 100

LIST(I) = 0O

L= L -1
VRITE(IDUT’Z)(IBL’H’I’L)’IAR’(ID’N'L’79)
FORMAT(14X,81R1,% BLANK MUST APPEAR HERE*)
LINCNT = L INCMT ¢ 1

IF (LINCNT.GT455) CALL PAGER(S56)

GO TD %

Ls | -1
NRITE(IUU]’Z)(IBL’H'I’L)’IAR;(ID;N'L:?Q)
LINCNT = LINCNT + 1

IF (LINCNT.GT«55) CALL PAGER(56)
CONTINUE

RETURN

END

NUMBER
NUMBER
NUMBER
NUMBER
NUMBER
NUMBER
NUMBER
NUMBER
NUMBER
NUMBER
NUMBER
NUMBER
NUMBER
NUMBER
NUMBER
NUMBER
NUMBER
NUMBER
NUMBER
NUMBER
NU4B ER
NUMBER
NUMBER
NUMBER
NJMBER
NUMBER
NUMBER
NJMBER
NUMBER
NUMBER
NUMBER
NUMBER
N JMBER



SUSRLUTINE PERR2R(I) PERKIK

“ERRDIR
. EDC1™
‘ CL%"(%/TABLES/IBLT;ITTABC700)’KC(700),<FRL~(70u)’K&1(700);1&(700), EVLRG
1 N(T’PTAB(36000)’-‘\-TAS'\"‘.AXTABN‘AXI\C . EVLRG
cJCLw
CCF%JBICGLS/ITOO(B’Z)’IIOv(2»2);1fOl(lb;Z)pLIL2(3p2) EJCCM
eJCCY
CCNMCBIIC/INPLT’IQUT;ITA°E;ICARD(50);LINC%I;LI>T°R(1400) EVLRG
cJ0(M
CCNNUN/SKILLS/KEYwD(16),KEYAL5(16) E3Co™
. . cJCOM™
CO*MONIJELISI/NOEL;LJ&L(700)’&LTJFF ENLRG
DI 4
COMMON/LIG/TT Lo LNCGRML PRI T NPT
EJC(:m
CommIN/TCARU/ITOCKS ITINg N cOCIM
cIC.M
EDC(™
LIGICAL TTLoULNUR™yLHPRINT EJCLM
4 LIGICAL SEARCHyLSsNcaT O £I2C o
’ LOCLVY
coCl»
CIYeErST v XKCrEAD(B) E2C. »
CIMENST s+ KColbb {7009 Isxv{700) EvLRG
DIMENSIUN LIST(3),LISTR(2) £ICum~
CIMENSTIIN PRLIST(700) EWLRG
CIMErIIGN IF%AT(3) clC A
I FV
tvulivatenCe (LI%I(l)leDCv),(Llflﬁx(l)yPRLIJl\l)) c3C(v
L.)C,"v
SEKRK
CATA ILL/1h /,Il«k/lhf/,I)/lH-/’IL‘-TRY/O/ Pr Kl n

1an




- PERROR

LINCNT = LINCNT + 2 PERRCR
IF (LINCNT.GT.55) CALL PAGER(56) PERROR
60 T0 (10530,20)1 PERROR
30 WRITE(IDUT,1) PERROR
1 FORMAT(LBX) GHP®P224,72(1H-),% WARNING*/ PERROR
1 _65Xs#THIS TASK NUMBER DIFFERS FROM ENTRY UN SUMMARY CARD®) PERROR
RETURN PERROR
10 wRITE(IOUT,2) PERROR
2 FORNAT(15X,2H1?,80(1H~), % APPARENT CARD SEQUENCE ERRGR#) PERROR
RETURN PERROR
20 WRITE(IOUT,4) PERROR
¢ PORMAT(42X,2H*t,% — - - ERROR - - - SUMMARY CARD SAYS NO DATA CARD PERROR
2o OLLOW - #/,20X,% ALL SUBSEQUENT CARDS WILL BE TREATED AS DATA F PERROR
20R THIS TASK UNTIL A (T00) CARD IS FOUND$) PERROR
RETURN PERROR
END PERROR
SUBROUTINE PUTLIST(N,LIST, ITINs ISKV) PJTL
CONNON/TABLES/IBUT, ITTAB(700),KC(700),KFREQ( 70005 KPT(700), 10 700), EALRG
INEXT, MTAB(36000),NTASK,MAXTAB, MAXKC ENLRG
DIMENSION LIST(1),ISKV(1) PUTL
DATA MASK20/37777778/,MASK40/177777777777778/ ENLRG
IF (N<GTJMAXKC) CALL ABCRT(20HISKV ARRAY QVERFLCW ) ENLRG
DO 100 Iel,N PUTL
IF (ISKV(I).EQ.0) 6O TQ 100 PUTL
IF (IBOT.EQ.0) GO TO 20 PUTL
DO 10 J=1,I80T PUTL
IF (KC(J)«EQ.LIST(I)) GO TO 50 PUTL
10 CONTINUE PUTL
20 180T = 180T + 1 PUTL

170




IF (18uTeCToMAXYRC)  CALL &3LRI(20HRC ARRAY  CverFLy o ) ENLRG
®COI3LT) = LIST(I) PUTL
v = IBuUT ’ vITL
ITCP & nEXT 2ull
Gl TO 60 2T L
50 kK = kFTLY) Pyll
ITCPp = ANU(MASK20, SHIFTINTAS(<)»20)) ENLRG Y
FTIAB(K) = J«(SHIFT(NEXF’QJ),AVD(MTAB(K),*Aaa40)) EVLRG t
60 KFREC(J) = KFREYI(J) + 1 PulLl
KFT(J) = NEXT ST
“TABINEX[) = LR(SHIF](l]u”QO)’bﬁlFT(ISKV(I)’ZO)9ITIN) e NLRS
MNEXT = NEXT + 1 PIIL
IF (MEXT.GTMAXTAB) CALL Ao CRT(20MTAELE AKRAY OVERFLL« ) ENLRG
1CC CuNTINIE PLTL
RETURN 20TL
END "'JIL
CVERLAY{(EDIT,»3,0) SikT
FRIGRAM 3S(RT STkl
’ eJCou¥
CuﬂM:h/TAtLtS/léLT:IITAﬁ(?OO),nC(70C),rFRE4(7CO)’AFT(70C)’lu(?OO)’ eENLKEG
1 NXTsmTAB(36000) s NTASKyFAXTAB,MAXKC ENLKRG
EJC,¥
CQV“UPICuL311100(3,2)’IIOV(Z,Z)’1101(10,2),1104(3,2) tJC M
EJCLM
Cu%ﬁok/IJIIAFLT,ICUT,ITLPE’ICARD\EO),Ll\CaT,Ll;T°Q(1430) ENLRG
EJCrw
Cﬁ#%Jb/S«ILLS/KEYuD(lo)’KEYALs(lb) £JC, >
cIOCLw
COMPON/OELINT/M DU Lo LDEL(TO0) 9%t IFF t LG
clC.o :
COMAINILIO/ T oLNIRY yL PRIV coCrv
£JC i
Cob Y MrICARD/ITC L anITivng e ral

171




LOGICAL TT1,LNGRMsLPRIN|
LOGICAL SEARCHs»LS)NEATSK

EOCOM
OIMENSION KCREAD(8) EDCOM
DIMENSION KCBUFF(700), ISKV(700) ENLRG
DIMENSION LIST(3),LISTR(2) EDCOM
DIMENSION PRLIST(700) ENLRG
OIMENSION IFMAT(3) EDCOM
EDCCM
EQUIVALENCE (LISTC1)»ITOCN) » (LISTPR(1),PRLIST(1)) EDCOM
EOCOM
DATA MASK20/37777778/ ENLRG
CALL SHLSRT(KFREQy I8QT, IW) SORT
00 10 I=1,18Q0T SORT
Jd = Iw(l) S3RT
IF (KFREQ(J)GT.KUTOFF) GO TO 20 SORT
10 LS = SEARCH(KC(J)sNDELsLDEL} SORT
20 IF (NDEL.GT.1l) CALL SHLSRT(LDELsNDEL) SGRT
CALL INPAGE(IBOT) SCRT
00 100 I=1,1B0T SORT
CALL PKC(I) SORTY
100 CONTINUE SORT
CALL INPAGE(IBOT) SART
DO 200 I=1,18B0T SJRT
K = (IBOT+1) -~ SAORT
Jd = Iw(K) SORT
CALL PKC(d) SORT
200 CONTINUE SIRT
CALL SHLSRT(KC, IBOT,Iw) SAORT
CALL INPAGE(IBLT) INRT

172




Ov 300 Isl1,Iu(7
v = Iw(l)
CALL PKC(JY)
CCNTIMUE
CALL INPAGE(IBUT)
I1Gp = }
IF (NDEL.EQe0) GL Tu 43¢
D3 400 Is1,1sCT
v = [atll)
KTE4? = <C(J)
DG 350 <=sITJPsNTEL
IF (KTEAP.NE.LDLLIK)) GC TL 356
CALL PKCI(y)
Iw(I) = O
LDELIR) = 0O
ITOP = <« + 1
GG TC 400
CuNTINUE
CIUNTINUE
IFLAG = ¢
DU 420 I=1,MDEL
If (LOEL(I)efGe0) Cu 13 420
WRITECIUJTS 1)
1 FIRMAT(LHCs#* ERR(R = = THE F_LL iwING “CS were TO 3E CELETED, BUT
LERE NCT FLUND IN THe IvFul DATA®)
IFLAG = ]
910 wRITE(CIQUT»2)LDELLT)
2 FIUR™AT(20x,[8)
420 CoWTINUE
430 CALL INPAGZ(IELT)
€y 500 I=1,1801
IFCIWtI)GEC.U) Gt Tu HOC




4 = Iw(I) SORT

IND = IND + 1 SORT
INCIND) = Iw(I) SIRT

IF (MCO(IND»56).EQ.0) CALL PAGER(57) SORT
IF(KC(J)oLE.16) GG TO 450 SIRT
WRITE(IBUT»3)INDsKC(J)sKFREQ(J) SORT

3 FORMAT(BXsI453X, 18,2Xs14) 30RT
60 TO 500 SIRT

450 K = KC(J) SORT
WRITE(IOUT,4) IND,KEYWD(K),KFREQ(J) STRT

4 FORMAT(BXsI1453XsR852Xe14) SART
500 CONTIMUE SIRT
CALL INPAGE(IBOT) SORT

DO A00 I=1,NTASK SJRTY
READ(ITAPE,S)ITTAB(I)s (LISTPR(J)s J=1,5) SAORT

5> FORPAT(IS5»5A10) SJIRT

6 FORMAT(10XsI556X51555X55A10) SORT
IF (MOD(I,56).EQ.0) CALL PAGER(57) SIRT

600 WRITE(IOUT,6)I~ITTAB(I),(LISTPR(J)sdmlys5) SORT
WRITE(IOUT, 7)NTASK, IND SORT

7 FORMAT(1H1,110,% s NYMBER OF IBSERVATIUNS#//1X, 1105 % = NUMBER JF V SQORT
1ARIBLES*//50x, #END OF JOBx*) S3RT
SORT

REWIND ITAPE SORT
IFMAT(1) = 10H(10X,16F4, SORT
IFMAT(2) = 10H1/(16F4.1) SIRT
IFMAT(3) = 10H) SORT
WRITE(ITAPE,8)IFNMATY SIR’

8 FORMAT(3A10) SORY
XNORM = 0, SORT
LAST = NXT-1 SJIRT
IF (LNORM) XNORM = SQRT(0.5) ENLRG

650 00 700 Is1,NTASK SIRY
CO 680 J=1,IND SIRT




660

670
580

700

v =

)
K
X
A
L

. 8 n #

€ = FLDAI(AVD(ﬂASKZQ’SHIFT(MTAB(\’!’20))) * U.l
LNuR 1) 5K 3 SORT(SK + 0.Y9)

ITn = AND(MIAB(N)»MASK2C)

FINGECGSITIAECL)Y) G T3 670

IfF |«

IF

ANJRY

In(y)
“PT(K)
SHIFT(MTABR(K ) 9=~40)
SHIFT(MTab(r),-40)

IF (Kelten) GE TL 682

p =
GC T
Sv =
PxLl

FIRMAV(3Xs 170 16Fa.1/(16Fa.1))
hRITE(ITAPE»Q)ITTAB(I);(PQLIST(»)’J'I’I\D)

keTu
END

X
u 660
SK
3T(J) = Sy

RN

SU3RELTINE PxCU(])

CLrPAMN/IIP/LINSK?

CC"J?/TADLES/IBET’IrrAB(?OO)’KC(700)pKFKL\(?UU)}(OT(700)DI
1 ilT’ﬁrAD(36000)’NrASKpFAXTABpMAK\C

CL"3h/CﬁLb/IIOC(Jp2)’ITOV(Z’Z)’ITOl(lb!Z))I]OZ(B»?)
CQ“*JNIIf/IvPUT’ILUI’ITA9C’ICARO(50)9L1hChlpLI§T°R(14JO)

COMMIN/OKILLS/KEYADLE) skEYALBlLD)

#{700),

> ikT
cvLRG
ENLKG
ENLRS
ENLRG
EVYLRG
ENLRS
> ORT
Surld
3 IRT
c-LxG
)JK]
SIRT
R
LA
> Ik

oK

3 C

P

EOCiLH~
E-L xG
t ML RGO
LICnw
EdCihw
cJCi™
z NL<G
£JC v
sJC. v




COMMON/DELIST/NNEL, LDEL(700) »KUTCFF
COMMON/LOG/TT1sLNORMy LPRINT
COMMON/TCARD/ITDCNS ITIN, JC

LOGICAL TT1,LNORM,LPRINT
LOGICA. SEARCHsLS,NEWTSK

DIMENSION KCREAD( 8)

DIMENS ION KCBUFF (700),ISKV(700)
DIMENSION LIST(3),LISTR(2)
DIMENSION PRLIST(700)

DIMENSION IFMAT(3)

EQUIVALENCE (LISTC(1is ITOCN) 5 (LISTPR(1)SPRLIST(1))

ILF = 1H

IF (MOD(LINSKP»20).EQeQ) ILF = 1H+
WRITE(IOUTs3)ILF

FORMAT (A1)

J = LINK(KPT(I))

K = ((J=-1)720)+2

LINCNT = LINCNT + K

IF (LINCNT.GT«55) CALL PAGER( 6)
IF (LINCNT.EQe2) LINCNT = K
LINSKP = g

IASTER = 1H

EDCOM
ENLRG
EDC OM
EDCOM
EDCOM
EDCOMm
EDCCOM
EDCOM
EDCOM
EOCOM
EDCOM
EDCOnm
EDCOM
ENLRG
EDCCM
ENLRG
EDCOM
Eocecm
EDCGM
EOCQM
PKC
PXC
PKC
PKC
PKC
PKC
PKC
PKC
PKC
PKC
PKC
PKC
PKC




IF (NDEL.EQ.O) G4 T 30
DL 10 L = 1,NDEL
IF (LCELCL) eEQeKCUID)) IASTER = 1H®

10 CONTINVE

30 IF (XKC(I).LEC1b) GC TU 40
VRITE(IJUT:I)I:IASfER:KC(I):KFREQ(I)’(LISTPR(L)’L=1’J)
1 FDRMAT(IX;I#:ZX’AI’IB:ZX’I4910(ZX’I491H/’F3.1)
1 60(/22x510(2hs14s1HIsF3.1)))
KETURN
40 Kk = xC(])
\RITE(IQJ‘:Z)I’IA:TEQ’KEYND(K):KFREQ(I):(LI)TPR(L):LSI:J)
2 FGRPA‘(IX’I4:2X:A19K8:21114o10(2X:I491HI:?3.1)

1 5C(/22X510(2Xs1491H/sF341)))
RETURN
END

FUNCTIGN LINK(IEND)

C?MNGNITABLFSIIBL1:ITIAB(?OO):KC(700):KFRt€(7OO}:KHT(700):1&(700)9

1 wXTsFMTAB(360060) »"TASKy¥AXTABy MAXKC
CJ"‘?%ICJLSIITOO(3,2):ITOY(Z:Z):I]Ol(lb:d):1732(8:2)
‘CC"”BNII1/INPPT:ICMT:ITAJE:ICARD(30):LINCAT:L1$T°Q(14OO)
CIvm N S TLLSIKEY WD (16 §sKZYALLL16)
COMSMAUBLIST/MOFLILOELITOC) »x LT FF
COMMONM/LIG/TTLLNCRML ORI V]

CuMMONITCARSZITUCI LTI NSNS

PLC
24C
?<C
PRC
P
exC
o
°x{
PKC
PLC
#XC
?KC
PxC
PrC
PXC

LINK

EJCCw
EVLRG
SvLERG
cQCow
FoCam
£EOC LM
ENLRG
£XCLw
zJCl~
cDCM
ENLPG
£DC M
cOCl
£JCi~

tJCLM




EOCQOM

EoCON

LOGICAL TT1,LNDRM, LPRINT EOCCM

LOGICAL S ARCH,LS)NEWTSK t0CCM

EDCOM

EOCCM

DIMENSIUN KCREAD(3) EOCOM

DIMENSION KCBUFF(700), ISKV(700) ENLRG

DIMENSION LISY(3),LISTR(2) EOCCMm

DIMENSION PRLIST(700) ENLRG

DIMENSION IFMAT(3) EOCCM

£E0COM

EQUIVALENCE ‘LISI(I)’ITDCN)’(LISTPR(I),PRLE)](I)) EDCOM

EDCOM

DATA MASK20/37777778/ ENLRG
LINK
I =0 LInk

N = SHIFT(MTAB(IEND),~40) ENLRG

10 NEXT = SHIFT(MTABIN)»-40) ENLRG
I =1+ LINK

LISTPR(L) = AND{MASKZ0sPTAB(N)) ENLRG
I =1 +1 LINK
PRLIST(I) = FLUAT(AND(SHIFT(HTQB‘N)”ZO)’HASKZO)) / 10.0 ENLRG
LINK = | LINK
IF {NEXT.LE.N) RETURN LINK
N = NEXT LINK
60 7O 10 LINK
END LINK




IJENT  SHLSRTS SHLSRTY

*xy SHLIRT - 1 WwCRO/ENTRY TadLg Sux T SHLST
* SHLSRT
* CALL SHLSRT( TABLE , N ) = CIRECT ( Ims PLACE ) 5317 SHLSRT
* CALL SHLSRT( TABLE » n , bTF ) = INDIRFCT SIRT SHLSRT
* SHLSRT
¥ EVIRYS SHLSRT
* TASLE = APIRESS LF TABLE ¢ ARRAY ) T, B8E SARTED SHLSRT
* N = NUMBER OF wiRDS IN JABLE SHLSRT
» PIR = ADDRELS (F AN ARRAY T{ BE U3ED AS A POIATER SHLSRT
* TASLE ( DIMcNSIUNED PTR(N) ) SHLSRT
» SHLSRT
* IF THE THIRC ARGU™ENT IS ABSENT THEN A DIRECT ( Iw PLACE ) SHLSRT
* SUTRT wILL BE PERFLRMED, ELSE THE THIRD ARGJ%ENT wILL SHLSRT
* 3t USED AS A PUINTER JABLE ANG AN INDIRECT ( PCINTZR ) SHLSRT
. SLRT WILL BE PrRFIRMEL. O EXIT THE 23INTER TABLE wiILL SHLSRT
* PZINT THE THE ELEMENTS OF *TASLE# IN ASCENDING JRDER, SHLSRT
ENTRY SHLSR7T SHLSRT

%, T8A 833 2 SHLSR'T

STow 3A5 S13A KESTGRE AC SHLSRT

$AG X5 SHLSRT

SHLSKRT PS SHLSRT

S31 1 THLSRT

SA2 Al+31 SHESRY

516 AQ SHLS®T

Ia3 A2+31 CHL™RT




$T81

STB2

ST83

ST81

342
3A0
SA6
$87
$386
NZ

3X6
£X6
$86
S33
IR
S84
$82
585
SAl
$A2
[X4
PL
BX6
LX?7
SA6
SA7
582
6T
583
582
LE
Ed
3x6
582
SAQ

X2

X1-1
STBA

) ¥4

X2
X3,57T81

B

1

X6

B1
B6,S5T80
B7-86
B3
B2+86
AO+B?2
AO+85
X2-x1
X4,5T8B3
X1

X2

A2

Al
B2~bb
B2,5T82
83+51
B3
B3sB4,s57182
ST81

X1
B6-81
X3-1

AO = FwyA-~l
SAVE A0

N = N (LENGTH)
IF AN INDIRECT SORT REQUESTED

1 = M/2

J =1
RETURN IF 4 = 0
K = N=-M

I sy

L = Is+N

AL

A(L)

IF A(L) .G . A(I)
INTERCHANGE A(L) AND A(I)
I 2 [-M
IF 1 6T, 0
J o= g+l
[ =y
IF J JLE. K
SET UP PLINTER TABLE

AQ = FwA-1 3F PLINTER TABLE
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SHLSRT
SHLSRT
SHLSRT
SHLSR?
SHLSRT
SHLSRT
SHLSRT
SHLSRT
SHLSRT
SHLSRT
SHLSRT
SHLSRT
SHLSRT
SHLSRT
SHLSRT
SHLSRT
SHLSRT
SHL SRT
SHLSRT
SHLSRT
SHLSRT
SHLSPT
SHLSRT
SHLSRY
SHLSRY
SHLORT
SHLSRT
SHLSRT
SHLSRT
SHLSRTY
SHLSRT
SHLSRT




Ab+5]
X3
X6+61
82-E1
A6+31
32s%~1

36

1

X6

81
86,57814
87-B6

33

82+46
AQ+p2
AQ+85

X1

X2

A4 =3
X5,57T513
X1

x2

A2

41

B2-b6
32,5781
33+81

33

3T8I1

JAVE ADDR JF A

LFa(PIL)) (6T, a(P(I)}

INTERCHANGE PLL) A D #(I)

I = -

IF 1T «LT.e 0
J 5 o+l

I

= J
B3s64,5TBI2 IF y JLE. %

SHLSRT
SHLSRT
SHLSRT
SHLSRT
SHLSRT
SHLSRT
SHLSRT
SHLSRT
SHLSRT
SHLSRT
SHLSRT
SHLSRY
SHLSRT
SHLSRT
SHLSRT
SHLSRT
SHLSRT
CLeRT
SHUSRT
SHLSRT
SHLERT
SHLSRT
SHL SRT
SHLS®T
SHLSRTY
SHLST
CHLeRT
SHLOKT
SHLSRTY
SHLSOT
SHLST
SHLER T




STBA SHLSRT

SAl A5+81 ADORESS OF A ( TABLE ) SHLSRT
sSB2 AO+B1 PLL1) SHLSRT
SB83 B2+87 LwA+1l OF P SHLSRT
SAQ X5 RESTORE AO SHL SRTY
5X1 Xi-1 SHLSRT
STBIS SA2 B2 CHANGE POINTER ARRAY TC FURTRAN SUBSCRI®TS SHLSRT
S82 B2+B1 SHLSRT
IX6 X2-x1 SHLSRT
SA6 A2 SHLSRT
LT 825sB3,578BI5 SHLSRT
EQ SHLSRT SHLSRT
SHLSRT

END SHLSRT

SUBROUTINE ABORT(NSH)
INTEGER MSG(1) APQRT

CALL SYSTEM(52,12H USER ABCRT.) ABQRT
STop ABQRT
ENTRY ABORTM ARORT
CALL SYSTEM(52,M8G) ARQFRT
END ARIRT
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APPENDIX C

EDIT WITH THE PCVARIM PROGRAM

HSMS uses the PCVARIM program to select the 'solution"
(number of factors) which best groups the skill and knowledge variables.
PCVARIM is an abbreviation for Principal Components Factor Analysis

with Varimax Rotation.

Because the number, identity, and frequency of the skill

and knowledge variables cannot be ascertained beforehand, because of
tne size limitations of the PCVARIM program, and because EDIT provides
a logarithmic transformation of the data, PCVARIM is always used by

HSMS interfaced with EDIT.}
DESCRIP1ION

PCVARIM is written in FOCRTRAN IV and was used in th. Control
Data Corporation's (CDC) 6600 computer at the Courant Institute of
Mathematical Sciences of New York University. The cperating systems in
use during HSMS analyses were KRONOS and NOS (Network Operating System).
PCVARIM was stored on magnetic tape in compiled ang loaded form (i.e,

in binary object code in non-relocatable form) and in OLDPL form.

The HSMS task data are transferred to magnetic tape in the
form of an OLDPL. A utility program, UPDATL, is used to transfer data
to tape, correct data, or to generate temporary local files in the
form of a compile file, which is part of the input file for EDIT. The

1 The EDIT program appears in Arpendix B.
C~1
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inpvt file for UPDATE is magnetic tape in OLDPL form, and the output
file is C=DATA. The input file for EDIT is DATA, and the output file
is TAPE9 (with optional printed output). The input file for PCVARIM

is TAPE9, and the output file can be printed or punched.

The most attractive feature of PCVARIM is that all the fac-
tor solutions (i.e., the number of factors to be rotated) one wishes to
examine can be requestaed with a single submission. As long as the num-
ber of principal axis factors to be extracted is as large as the larg-
est number to be rotated, any and all smaller number solutions can be
called with little additional cost. Therefore, the user has all the

solutions to be examined available at one time

The tasks and the skill and knowledge variables enter
PCVARIM in the order of the final internal numbering assigned by the
EDIT program. Therefore, the EDIT "dictionaries" are used to inter—

pret the PCVARIM output.

HSMS makes an inspection of the output ac an error check

;
i

as follows:

L. Check that means and standard deviations seem ap-
propriszce for the data.

2. Check that all rotations called for are present.

3. Check that no number in the correlation matrix ex-
ceeds 1.0, that no factor loading exceeds .999,
and that matrix, correclation and factor loadings
are not all zeroes.

Note: As of September, 1977, the comment cards included in
the program had not been updated to includz modifica-
tions of tlhie PCVARIH Rotation Option Card. The user
should follow the instructions for structuring the
input file which follows, rather than the comment cards
in the program file (which are nct reproduced here).

c-2
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STRUCTURING THE INPUT FILE:

EDIT WITH PCVARIM

1977 at the Courant Institute's CDC 6600 is assumed.

In the set-up presented below, the NOS system in use in

It is also as-

sumed that the reader can refer to the UPDATE Reference Mznual or a

counterpart program.

In the fo’lowing instructions b denotes a blank.

INPUT FILE FOR EDIT Wi H PCVARIM

Name | Keypunch Cards (on: per box) Instructions

Sys- | _ _ _ _ .EDIT 'WITH PCVARIM Identification number and
tems other information depending
Cards on_system.

USER and user code.

Charge card.

HFADER.EDIT WITH PCVARIM

Optionzl to print out head-
ing across a whole page.

LABEL(OLDPL,VSN=T __ )

Identifies OLDPL tape.

UPDATE(Q,D, 8,C=DATA)

When selecting tz2sks using
*COMPILE form of UPDATE.

or
JPDATE(F,D,8,C=DATA) When using all data in OLDPL.
UNLOAD (OLDPL)
~-_I_,XiiEL("RO(TRMS,VSN=T______) Identifies program tape.

COPYBF (Y'POG'MS, EDIT)

Ebpies;program to local file.

COPYBF (PROGRMS, PCVARIM)

Copies program to local file.

UNLOADy 'ROGRMS)

SETTL(1000) Time limit.

RFL (206000 Defines field length.

EDIT.

REVIND (QOUTPUT) Use only if no printed EDIT

output is desired. Usually
it is desirable tc¢ have
EDIT output.

RFL(105070)

PCVARIM.

End of Record Card

——

c-3
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INPUT FILE FOR EDIT WITH PCVARIM (continued)

Name

Keypunch Cards (one per box)

Instructions

in-
put
Cards
for
up
DATE

*COMPILED : )

etc., or

*COMPILED ,

Calls tasks from OLDrL. Each
card starts: *COMPILC in Cols.
1-8; Column 9 blank, followed
by Task Code Numbers separated
by commas; last entry has no
comma. Tasks can be in any or-
der. Consecutive Code Numbers
can be called as last entry c¢n
card after comma or as only
entry or card by writing first
Code Number, then a period,
then last Code Number of the
series. A new card must fol-
low.

End of Record Card

Needed even if no UPDATE cards.

In-
put
Cards
for
EDIT

TITLEb b b b b

Columns 1-5: punch TITLE;
Columns 11-60: punch title of
program, date, and any other
special identification of

this run.

NOLIST

(option)

If listing of data and some
error checks are to be sup-
pressed. Usually selected
with PCVALIM.

DELETEb b b b

(option)

One card for each individual
skill or knowledge category to
be deleted from input data (if
not to be deleted by CUTOFF),
Columns 1~6: punch DELETE;
Coiumns 11-18: punch 8~char-
acter skill code or 8-digit
knowledge category code num~
ber.

4
4

CUTOF¥b b b b

(option)

To eliminate skill or knowl-
edge categories at or below a
selected frequency fro- inpuc
data.

Columns 1-6: punch CUTOFF;
Columns 11-12: punch selec-
ted frequency (isually 4 or
more) left justified in
field.

NORMALIZE
(option)

Usually used when EDIT is
used with PCVARIM.

. End of Record Card

Cc-4
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INPUT FILE FOR EDIT WITH PCVARIM (continued)

Name

Keypunch Cards (one per box)

Instructions

In-
put
Cards
For
PCVA
RIM

Para-
meter
Card

Rota~-
tion
Op~
tion
Card

Title Card. Cols. 1-40 read
as on¢ line; Cols 41-80 read
as second line. Punch title
of program, date, and any
other special identjfication
of this run.

Cols. 4-6

Cols. 8-12

Cols. 17-18

Cols. 23-24

Col. 36

Cols. 61-67 TAPE?O

Right justify in all fields
unless otherwice indicated.
Number of skill and knowledge
categories to be treated as
variables; up to 145. (HSMS
uses up to 144.)

Number of tasks to be treated
as observations; up to 99,999,

..umber of principal axis fac-
tors to be extracted; up to
12. (Select the largest num~
ber to be rotated.)

Number of varimax factors to
be rotated. (Select largest
number desired, but no gr:ater
than Cols. 17-18.

Punch @ if no additional ro-
tations.

Punch 1 if additional rota-
tions are wanted.

Name of alternate input file
when EDIT is used (left justi-
fied).

Cols. 2-3
5-6

8-9

11~-12
14-15
1'-18
20-21
23-24
26-27
29-30

Use if parameter card selected
additional factor rotations

(1 in Col. 36).

Enter number of varimax fac-
tors to be rotated and list-
ed; as many as are of inter-
est, in descending order in
the fields indicated (from 11
down to 2 is possible), so
that each is less than the one
before. Right justify.

End of File Card

C-5




16

10

15

1

UPT=]

PCVAR\M

(VERLAY(PCVARIM,0,0)

PRIJGRA ™ DCVARIM(TAPEQ»IhPUT»JUTPUT;PUNCHpTAPEb=INPbT»TAPE6=GUTPUT)

A - CURRELATICLMN MATRIX

S = VARIMAX KOTATED FACTORS
CGM40ONY/ A(l445144)53(144512)5H(145),v(145)
CUMMON // Q2(145)5Q3(145),Q4(145)

COMMON /7 TIT(14),FFT(14)

INTEGER “NR(11)

INTEGER IN,QUT
DATA MNR/11%0/

IN = 5
JLUT = 6

RELD(IN,500) TIT
IF (EGF(IN)WNELO) 6O

READ(IN»37O)NVAR»NPEJPpNDAxFApNRJIFApNVPCHpINUK,CRITpILFh
IF (IP3R.EQ.0)

6u T2

id 350

15

READ(INSLOY(MNK(L)»I=21,10)

FIRMAT(1013)

Imgr

IF (ILFNeuESLTL

1

kewad(IN»500) FMT
wRITE(JUT,390) TIT

WRITE(IUT»370)
NVAKs NPE LPoNPAKFASNRTHA)wVFCHY IMLRYCRITSILFS

wKITECOUT,400) FMT
IF (nPELPelte0) Gu TJ 3C

) INn =

9

FrTY 4.6+4201

77/09/15

KRUNEOS
KNGS
PCVAR]ImM
PCv-COM
PCv-CQHA
PCV=COM
PCVARIM
rCvARIH
PCVARIM
KRGNOS
« R30S
<R INOS
nRUNGS
AR NS
KRINGDS
R UnIs
SRUNIS
ARINDS
KUNIS
PCVARIH™
PCVARIH
PCVARIM
ARUNDGS
XROMIS
KRENIS
CRUNTS
ARUNDS
RN
PCVARIM
PCvarIH




CORRELATIONS PCVARIN

RAW DATA INPUT PCVARIM
PCVARIM
00 20 I s 1,NVAR PCVARIM
S(I,1) = 0,0 PCVARIM
$(1,2) = 0.0 PCVARIM
D0 20 J = 1,NVAR PCVARI™
A(IyJ) = 0.0 PCYARIM
D0 40 K = 1,NPEDP PLVARIM
READCINSFMT)(5(Is3)s231yNVAR) KRONOS
20 30 I s 1,KVAR PCVARIM
S{I»s1) = S(I,1)45(1,3) PCVARIM
S{I:2) = S(I192)+S5(1,3)%#2 PCVARIM
DO 30 4 = 1,1 PCVARIM
A(I»J) = ALisd)eSLIo3)eS(d;:3) PCVARIM
CONTINUE PCVARIM
PEQPL = NPEQP PCVARIM
D0 50 1 = 1,NV/R PCVARIM
S(Is4) = SUIs1i/PEOPL PCVARIM
SUIn5) » SQRT((S(I,2)-PEQPL*S(I,4)%22)/PEQPL) PUVARIH
D0 60 J = 1,NVAR FCVARI™
00 60 J ~ 1,1 PCVARIM
A{Isd) = (ACI,J)-PEOPL*S(I,4)%5(Js4))/(PEQPLAS(I,5)25(Js5)) PCYARIM
DO 70 I = 1,NVAR PCVARIM
DO 70 § = 1,1 FCVARIM
Aldr1) = A71,4) PCVARIM
WRITF(OUT,3603 TIT KRONDS
WRITECOUTS4103(1sSC154)5S5(I55),In]lyNVAR) KRONGS
GO TO 100 PCVARIM
PCVARIM
00 85 I = 1,NMVAR PCVARIM
READCINSFMTY (A(Isd)rdslrl) KROMOS
DO 90 I » 1,NVAR PCVARIH
DO 90 4 = 1,1 PCVARIN
ALJsI) = A(lI,4) PCVARIM
PCVARIM
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OO OO

100

110
120

130
140

150

160

170

130

CURRELATION QULTPUT

ASSIGN 110 TJ KKTy

LtL = 1

IF ((NVAR-LL)=9) 120,126,130
ASSIGN 160 TC KKTy

LS = MvAR

60 12 140

LS = LL+9

WRITE(2UT»430) TITyo(JdrdellylS)
DG 150 I = 1,NVAR
WRITE(UUT»420) (1o (ACIsd)sdalLlsLlS))
LL = LL+10

GU TG xKTvs (11051609

St = 0,0

DG 170 I = 1,NVAR
SLM = SUM+A(I,I)
WRITE(ZUT»430) SL»

PRINCIPAL AXIS FACTORY

IF (NFAXFALEQLC) GO TC 10

CALL HZw (NVAR’lQQ’\pAKFA’A’VpS’H’v2’d3’-9)
kP = NPAXFA

CG 130 J = 1,xp

R = SORT(A3S(V(J)))

DJ 180 I = 1,NVAK

A{Ipy) = ReS(I,py)

wRITECOUT»440) TIT

150

PCVARI]M
PCVARIM
PCVARIM™
PCVARI™
PCVARIM
PCVAR]IM
PCVARIM
PCVARIMm
PCVARI™
KREONNDS

PCVARIH
KRGNDS

PCVARIH
POCVARIM
PCVARIMY
PCVARI™
PCVARIM
PCVARIM
<TUNQS

PCVARIM
PCVariIH
PCVAR]H
PCVARIH
PCVARI™
“CVARIH
PCVARIM
PLCYARIM
PCVARI™
PCVARIM™
KPUNCR




190

200
210

220
230

249

250
260

270
280

290

WRITE(IDUTH450)(I,sV(I)pIsisnvAR)
Sum s 3,0

03 190 1 = 1,KpP

SUm = SuM+V(])

BRITE(IUT»460) KP,SUM

ASSIGM 200 To kK

LL = ]

IF (KP=-LL=-9) 210,210,220
A3SIGM 250 TJ K«

L3 = Kkp

6L T3 230

LS = LiL+9
WRITE(IUTHATO0)TITo (s uallaly)
DG 240 Isly,NvAR

WRITE (UJT»420)015(A0L04)pdsliyls))
LL = LL+1D

GO T3 KK» (200y250)

VARI®AX FACTGRS

IF (NRGIFA) 260,105,290

IF (NPAXFALLE.O) G2 TU 1lu
D3 270 1 = 1,NPAXFA

IF {VII).LEL.CRIT) GU Ti 210
CUONTINUE

NR = -]

IF (NKoLE.O) GU TO 10

IF (NROTFALGT.NFAXFA) GL TL 10
NR = NKJTFA

If (MR-1) 10,300,310
WRITE(IULT,»380)

6L 14 10

DT 32C 1 = lynvar

UG 320 4 = 1lyvk

S(Ird) = A(I,y)

LRanDs
PLVARIM
PTVARI «
PT AR
LRUNDE
PCvARI™
POVARL ™
2CvARI"
PCVARI ¥
PCVARIH
PCVARIH
CVARIM
KR ADS
KRINDS
KRUNDE
PIVART~
PCVARIM
PCVARIY
PCVARIM
PCVARIH
PCvaRI™
PCVAR]IM
PCVARIH
PCVARIM
PCVARI™
PCvARIM™
PCVARI™M
PCVLRIM
PCVARIM
PCVARIM
KRJANDS
PCVARI
ICVARIM
PCVARI 4
POVARI™




325 D0 330 I = 1,MVAR
D3 330 J = 1sNR
330 A(I,Jd) = S(I,u)
D0 340 I = 1,NVAK
H(I) s 0.0
DO 340 § = 1,MR
340 H(I) = A(I)+A(I,J) %2
CALL VARIM (NVARNR,NVPCH)
IF( MANR(IMCR) JEQe C ) GO T2 1C
NR = MNR(IMNDK)
IMJR = IMOR+1
60 TO 325

360 FORMAT (1H1,20X»13A6,A2)

370 FORMAT(6I6,F12:655T61,5A7)

380 FORMAT (1H1,55HRITATIUN NJIT DONE SINCE CONLY ONE FACTCR TU BE RTTAT
1E0 )

390 FORMAT (1H1,11HINPUT CARDS3//»13A6,42)

400 FORMAT (1H »13A65A2)

410 FORMAT (1HO, 16X, 4HMEAN, 16X 4HS Do //(1H ,10,2F1840))

420 FORMAT (1H »I3,10F11.4)

430 FORMAT (1H1,2X, 12HCUORRELATIUNS,10X,13A06,A2//1h ,2X%,1CI11//)

440 FORMAT (1H1,20X»13A6,A2//1H s 11HEIGENVALUES//)

450 FORMAT (1H »5X,1355X%X»F12.6)

460 FORMAT (1HO,12HSUM NOF FIRSTI3,15H EIGENVALUED = F1l2.¢)

470 FORMAT (1H1,2X»22HPRINCIPAL AARIS FACTURS,»2X»13A6,A2//1H ,2X,10I111/
17)

480 FORMAT (1HO,12HTHE TRACE IS»F18.0)

490 FORMAT (I3,I1)

500 FORMAT (13A6,A2)

350 CONTINUE
END

192

PCVARIH
PCYARIY
PCVARI™
PCVARIH
PCVARIM
SCVARIM
PCVARI™
PCVARIM
PCvARIH
PCVARIM
?CVARI ¢
CVARIM
CUVARIM
PCVARIH
SCVARI
PCVARIM
PCVARIM
PCVARI™
PCVARIM
PCVARI™
PCVARIM
PCYARIM
PCVARIM
PCVARIM™
PCVARIM™
PCVARIM
PCVARIM
PCVARIM
PCVARIH
PCVARINM
PCVARI™
PCVARIY
PCVARIM




* %

OOOOO

10

20

30

40

SUBROUTINE VARIM(NRCWSsNCILS,NVPCH)

A - CORRELATION MATRIX

S = VARIMAX ROTATED FACTORS
COMMON// A(1445144)9S5(144512)9H(145))V(145)
REAL ROOT(10),VAR(10),CUMV(10)

VARIMAX FACTOR ROTATION

OUTPUT COMMUNALITIES AND NORMALIZE FACTORS

SUM = 0.0

00 10 I = 1,NCOLS

SUM = SUR+V(I)

WRITE (65260) NCOLS,SUM
WRITE (65270}

SUM = 0.0

00 20 I = 1,NROWS

WRITE (65280) I,H(I)
SUM = SUN+H(I)

H(I) = SQRT(H(I))

WRITE (6,290) SUM

D0 30 4 = 1,NCOLS

D0 30 I = 1,NROWS
ACIsd) = AC(I,J)/H(I)
KROT = {NCOLS#*(NCOLS-1))/2
KX = 1

KICT = 0

COMPUTE SUMS A»B,C AND D

163

VARIMP
PCV-CCHM
PCV-CO4
PCV-COM
PCv-CO“
VARIMZ
VARIM2
VARIM2
VARI M2
YARIM?
VARIMZ2
VARIM2
VARIM2
VARIMZ
VARIMZ
VARIMZ2
VARIMZ2
VARIM?
VARIMZ
VARIM2
VARIM2
VARIMZ2
VARIM2
VARIM2
VARIM?
VARIM2
VARIMZ2
VARIMZ
VARIMZ2
VARIM?
VAR]IM2




C
C
C

50
60

70

80

S0

KY = Kx+1

CUNA = 0.,

CONB = 0.

CONC = Q.

CUND = 0.

0Q 70 I s 1,NROWS

U s (A(IsKX)4A(IKY))*(ALI,KX)=A(IsKY))
Vs 2.00A(]sKX)*A(I,KY)

CONA = CONA+L

CONB = CONB+V

CONC = CUNC+(L+V)I*({U=V)

COND = COND+2.0%L*V

FLN = FLCAT(NRCWS)

INUP = COND=(2.0¢C{NA®CINE) /FLD

TDEN 8 CINC=((CUNA+CONB)*(CCNA=CONB))/FLN
ANUM = ABS(TNUM)

ADEN = ABS({TDEN)

IF (AMUM—-ADENMN) 90,380,100

G0 TG0 105

pUM LESS THAN DEN
TANGT = ANUM/ADEN

IF (TAN4T.LT,0.06993) G TC 190
CUS4T = 1,0/50KT(1.0¢TANGT#%2)

SINGT & TAN4GT2CCSOT
G0 70 110

NUM GREATER THAt DEN

194

VAR I%2
VARIM?
vARI#M?2
VARIM?
VARIMZ
VLARIM?
VARIM?
VAR IM?
VARIM?
VARIM2
VARIM?
VAR I w2
VAR I ™2
VAR M2
VARIM?
VAR I M2
VAR I M2
VARIM?
VARIM?2
VAR M2
VAR M?
VARIMZ
VARIN2
YARIM2
VARIM2
VAR IM?
VARIM?
VAK [M2
VAR IM2
VARI M2
VAR [M?2




O

100

105

110

120

130

140

150
160

CTN4T = ADEN/ANUM

IF (CTN4T.LT.0.06993) GL TG 200
SINGT = 1,0/SQRT(1.0+CTN4T*#2)
COS4T = CTN4T*SINGT

60 TC 110

NUM EQUAL DEN» BOTH NON-ZERD

SIN4T = 0,707107
COS4T = SINeT

COMPUTE ANGLE OF ROTATION

COS2T = SCRT(0.5+40.5%C054T)
SIN2T = SIN4T/(2.0%C052T)
COST = SQRT{0.5+0.5%C052T)
SINT = SIN2T/(2.0#%C0OST)

IF (TDEN.LT.0) GO TC 120
COSPHI = CQST

SINPHI = SINT

GO TO 130

COSPHI = 0.707107*(COST+SINT)

SINPHI = ABS( 0.707107%(COST-SINY) )

IF (TNUM.LT.0) SINPHI = =-SINPHI
ROTATE FACTYORS

00 150 I = ,NROWS

U s A(I,KX)*CUSPHI+A(I,KY)*SINPHI
ACIsKY) = ~SINPHI®A(I,KX)+A(IsKY)*COSPHI

A(I,KX) =y

IF (KY.EQ.NCOLS) GO TO 170
KY s KY+}

GO YO 60

VARIM?2
VARIM2
VARIM2
VARIMZ
VARIM2
VARIA2
VARIM2
VARIM2
VARIM2
VARIM?Z
VARIM?
VARIM2
VARIMZ
VARIM?
VARIM2
VARIMZ
VARIMZ
VARIM2
VARIM2
VARIM?
VARIMZ
VARIM2
VARIM2
VARIM2
VARIM2
VARIM2
VARIM2
VARINM2
VARIM2
VARINM2
VARIM?
VARIM2
VARIM?
VARIM?2




170

OO0

180

190

OO

200

(aNaNel

205

210
220

230

KX = KX+1

IF (KXeNEJNCOLS) GU TC 50
IF (KZCTNECKROT) G TQ 40
60 TO 205

MUM AND DEN ECUAL ZERD

KICT = KICT+1

60 10 160

IF (TCEN.GE.O) GG TO 180
COSPHI = 0,707107

SINPHI = CQOSPHI

63 T3 140

DEN / NUM LESS THAN E

C0S47 = 0.0
SIN"" s 1,0

GG T8 110
CUTPUT FACTORS

00 220 4 - 1,NCALS

K30T(J) = 0.0

00 210 1 = 1sNKk(OaS

AlIs»d) = A(I,J)*H(])

REOT(Y) = RIUT(J)I+A(Isg)ae

VAR(J) = RACTC(J)I/FLN

WKITE (65300) (lsI = [,NCIL3)

DO 230 I = 1sNRCwS

WRITE (05310) IstA(Isd)ry = 1phCialy)
wRITE (69320) (RCUT(J)»d = 1ynwCOLS)

"~

€~
C

-’

VAR I M2
VARI M2 |
VARIM?2 |
vARIM?2

VAR ]IM? 2
VARIM2 |
VARIMZ |
VARIM? ;
VARIM?
VARIM?
VARIM?
VARIM?
VARIMZ
VARI M2
VARIM?2
VARIM2
VARI™?
VARIM?

VARIM2
VARIM2
VARI M2
VAR M2
VARIM2
VARIH2
VARIM2
VARIM?
VAR M2
VARIM2
VAR M2
VARI M2
VARIM?2
. VARIMm?2

4



(s NN el

240

250

260
270
280
290
300
310
320
330
340
350

WRITE (65330) (VAR(J)s»J = 1sNCOLS)

CUMV(1) = vAR(1)
D0 240 I = 2,NCOLS
CUMV(I) = VAR(I)+CUMV(I-1)

WRITE (65340) (CUMV(J)»J = 1,NCOLS)

IF (NVPCH.LE.O) RETURN

D0 250 1 = 1,NROWS

PUNCH 3505 I»(A(I»Jd)sJd=1sNCOLS)
RETURN

FORMAT STATEMENTS

FORMAT (21H-THE SUM 3F THE FIRST»I3,9H RQJTS ISsFl4aealy )
CIMMUNALITIES» /)

FORMAT (26HO N
FORMAT (1H »16sFl4.4)

FORMAT (28HOTHE SUM JF COMMUNALITIES ISsFlée4)
FORMAT(#1 VAR#*,13X,*VARIMAX FACTOR LOADINGS*/3Xxs*N0.*,18,9111)

FORMAT (1XsI553X510F1143)

FORMAT (1H-»8HVARIANCE»10F11.3/)

FORMAT (1X»BHPCT VAR »10F11.3/)
FORMAT (1XyB8HCUM PCT ,10F11.3)
FORMAT(I17,9F8.5/(10F8.5))

END

SUBROUTINE HOW (LPyNMsMsRyEsVrAsSowlsw2)
DIMENSION R(1)s E(1)y V(1)y» A(l), B(l)» wl{l), w2(1)

IF (LP-1) 70,60,510

TRI-DIAGCNALIZE MATRIX

10

CALL TRIDI (LPsNMyRyApBrdlyw2)

FIND EIGEN VALUES

16y

VAR IM?
VARIM2
VARIM?2
VARIM2
VAR M2
VARIM?2
VARIM?2
VARIM2
VARIM2
VARIM2
VARIM2
VARIM?2
VARIM2
JARIM2
VAR ]IM2
VAR M2
VAR M2
VARIM2
VARIM2
VARIM2
VARIMZ
VARIM?2
VARIM2

Hlw
HO W
H)w
Hlw
HNw
Hlw
Hld
Hlw
How
HYw




CALL EIGVAL (LPsNMyMsEsAIBrwlrk2)
IF (M.EQ.0) GO TO 30

C FIND EIGEN VECTORS

K s TABS(H)

J =1

L2 20 I = 1,K

CALL EIGVEC (LFoNMyRyA»BrE(I)sV(J)owlsw2)
20 J = J+NM

C RESTORE INPUT MATRIX

30 NM1 = NM+]
Jd = NM]
LP2 = LP*NM
00 50 I = 2,LP2ysNM1
K = 1
00 40 J = JJsLP2,ynM
R(K) = R(J)
40 K = K¢
50 JJd = JJ+hml
G0 YG 70

SOLLTION FOR ORDER 1

PO O

60 E(1)
vil)
A(l)
B(1)

70 RETURM
END

R(1)
1.0
R(1)
0.0

188

HOwW
HOw
Hw
Hlw
H)w
H)w
HOW
Hlw
HOw
HOw
HOW
H3w
HOw
Hulw
HYn
Hlw
HJw
HIwW
How
HJnW
AJw
HOQW
H{lw
Hlw
HOwW
H)e
Hlw
Hlw
Hiw
HOw
dAiiw
Hils




-

SUBROUTIMNE EIGVAL (LPsNMsMsEsAsBsFrW) EIGVAL

c EIGVAL
C EIGEN VALUE SUBROUTINE FOR TRI-DIAGONAL MATRICES DwM 1517-U8 EIGVAL
c EIGVAL
DIMENSION E(1)y, AC1), B(1), F(1)» w(1l) EIGVAL
EQUIVALENCE (S1,IS1)s (S2,1S52) EIGVAL

c EIGVAL
C FIND UPPER AND LOWER BOUNDS AND NCORMALIZE INPUI EIGVAL
c EIGVAL
B0 = ABS(A(1)) EIGVAL

DO 10 I = 2,LP EIGVAL

10 BD = AMAX1(BDsABS(A(I))+B(I)*#2) EIGVAL

) BD = BD+1. EIGVAL
BOR = 1./8BD EIGVAL

D0 20 I = 1,LP EIGVAL

A(I) = A(I)#*BDR EIGVAL

B(I) = 2(I)*BDR EIGVAL

Wiy = 1, EIGVAL

20 E(., = =1, EISVAL

D0 150 K = 1,LP EIGVAL

30 IF ((W(K)=E(K))/AMAXL(ABS(W(K))»ABS(E(K))»1.0E~9).LE.1.0E-7) GU TO EIGVAL

1 150 EIGVAL

X = (W(K)+E(K))*.5 EIGVAL

c EIGVAL
C FIND NUMBER OF EIGEN VALUES sNs GREATER THAN OrR EQUAL TC X EIGVAL
c EIGVAL
IS2 = 1 EIGVAL

F(1) = A(1)-X EIGVAL

IF (F(1).GE.O) GU TO 40 e IGVAL

IS1 = -1 EIGVAL

N=0 EIGVAL

60 TO 50 EIGVAL




aNale]

40

50

60
70

80
30

100
110

IS1 = 1

Ns= ]

00 110 I = 2,5LP

IF (B(I).EQ.0) GU TO 70
IF (B(I-1).EQ.0) GU TJ 80

IF (ABS(F(I-1))+ABS(F(I=2))eGEelesO0E~15) GG TUL 60

F(I-1) = F(I-1}#%1.0EL15

F(I-2) = F([-2)*%1.0E15

FUL) = (A(I)=X)*F(I=-1)=-B(I)*#22F(][=-2)
GO T 90

F(I) = (A(I)=X)*SIGN(lesS1)

60 TQ0 90

FOIY s (A(I)=X)*F(I-1)-SIGN(B(1)¢%2,52)
$2 = §1

IF (F(I)«EQ.0) GO TJ 100

S1 = SIGN(31,F(1))

IF (IS1l.Ew.=-IS2) GU TO 110

N = N+l

CUNTINUE

TRAP EIGEN vALUES IM SMALLER AND SMALLER BLUNUS

120
130

140

N = LP=N

IF (NeLTex) GO TC 130
00 120 J = KN

wlJi = X

N = N+l

IF (LFPeLTeN) GD TD 30
D3 140 J = NoLP

IF (XeLEsE(J)) GO TO 30
E(J) = x

GG 10 30

Ul

EIGVAL

£IGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
£1GVAL
EIGVAL
EIGVAL
ETGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
ETGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL



150

CONTINUE

RESTORE INPUT AND URDER EIGEN VALUES

160

170

180

190

200
210

00 160 I = 1,LP

A(I) = A(I)*BD

B(I) = B(I)#*BD

FCI) = (WC(I)+E(I))*BD*.5
Jd = LP

K =1

00 180 I = 1,tPp

IF (ABS(F{K)).GT.ABS(F(J))) GO vO 170

E(I) = FLJ)
4d = J-1

60 70 180
E(I) = F(K)
K s K+l
CONTINUE

IF (ISIGN(1isM).GE.O) GO T3 210

00 190 I = 1,LP
F(I) = E(])

J = LP

00 200 I = 1,LP
E(I) = F{J)

J s J-1
CONTINUE

RETURM

END

201

EIGv/L
EIGYAL
ELGVAL
EIGVAL
EIGVAL
E.GVAL
EYGVAL
ELGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL




SUBROUTINE EIGVEC (LPyNMyRyAy3sE»VrPyl) EIGVEC

DIMENSISN R(1)s A(1)s B(Ll)s V(1)» Pil)s Lt1) cIGVEC

C EIGVEC
C SET UP SIMULTANEUUS ECUATIUNS FUR EIGEN veCTOXR wiTH EIGEN VALLE E EIGVEC
C EIGVEC
X = A(l)-E EIGVEC

Y = B(2) EIGVEL

LPl s LP~] EIGVEC

U0 40 1 = 1,LF1 EIGVEC

IF (AB3(X)-ABS(B(I+1))) 10,20,30 EIGVEC

10 P(I) = 5(1+]1) EIGVEC
G(I) = A(I+1)~E EIGVEC

V(I) = B8(1+2) tILVEC

1 = =X/P(]) EIGVEC

X = Z#Q(])+Y EIGVEC

IF (LP1.EQ.I) GC T 40 EIGVEC

Y = 2%y (I]) EIGVEC

GO TO 40 F1GVEC

20 1F (X EGeQ) X = 1,0E-10 tIGvEC
30 P(I) = X EIGVEC
(1) = ¥ tIGVEC

V(I) = Q. cIGVEC

X = A(I+1l)=(3(]+1)/xeY+E) EIGVEC

Y = 8(I+2) t IGVEC

40 CONTINUE cIGVEC

C ZIGVEC
C SOLVE SIFULTANEULS EQUATIONS FLR EIGEN VECTOk Gr TRI-OUIAGUVAL “ATRIX EIGVEC
C EIGVEC
IF (xeEGe0) GO TL 70 EIGVEC

VILP) = 1,/ cISvEC

50 1 = LF1 SIGVEC
VII) = (le=C(I)aN(LE))/IP(I) e lGVEC

X s y(LP)*#2+y (] )%%? tI6VEC

212




60 1= -1 EIGVEC

IF (I.EQ.0) GO TO 80 - EIGVEC
NOI) = (1e=(QEIDSV(I+1D+v(I)®V(I+2)))/P(I) EIGVEC

X s X+eV(I)*#2 EIGVEC

60 70 60 EIGVEC

70 V(LP) = 1.0E10 EIGVEC
60 TO 50 EIGVEC

80 X = SQRT(X) EIGVEC
XR & 1,./X% EIGVEC

D0 90 I = 1,LP EIGVEC

90 V(I) = V(I)*XR EIGVEC
eIGVEC

TRANSFORM EIGEN VECTOR TU SJLUTION OF ORIGINAL MATRIX EIGVEC
EIGVEC

J = LP1&NM-NM EIGVEC

K s LP EIGVEC

60 10 130 EIGVEC

100 XK s K=-1 EIGVEC
Jd = J-NM EIGVEC

Y = 0.0 EIGVEC

00 110 I = KyLP EIGVEC

L o= g+l EIGVEC

110 Y s Y+V(I)*R(L) EIGVEC
00 120 I = K,LP EIGVEC

Los g+l EIGVEC
120 V(I) s V(I)-Y*R(L) EIGVEC
130 IF (J.NE.O) GO TO 100 EIGVEC
RETURN EIGVEC

END EIGVEC

DO
(:)
<o




OO0

e leNe!

C
c
C

SUBRDUTINE TRIDI (LPs»NMsRy»A»Brwr G)

TRI-DIAGONALIZATIUN 3SUBRGUTINE

RETLRN ORIGNAL R IN UPPER TRIANGULAR HALF INCLUDING DIAGGONAL

D4

1517-43

RETURN MODIFIED » MATRICES IN LUNER HALF OF R MATRIX

RETLRN NEWw DIAGGNAL IN A

RETURN NEW FIRST GFF DIAGOMAL IN B

DIMENSION R(1)s A(1), B(1)},
LF1 = LP-]

LP2 = LP1&NM+LP

LPP = LP2-NM

EM1 s NM+]

STURE OTRIGINAL DIAGOUNAL

L =0

DC 10 I = 1,LP2ynnml

Ls {+]
10 a(L) = R(1)

B(l1) = §.

IF (Lf=2) 130,12G520
20 kk = 0

0C 100 K = 2,1LP1

kKL = KK+K

KU = K<+ °

K = k¢

CALCULATE AMD STURE MUDIFIED CuLJMN MATRix o

SuM = 0.0
0G 30 J = KL,kU

(1),

wil)

TRIDI
IRIDI
IRIDI
TRIDI
TRIDI
TRICI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
IRIDI
TRIDI
TRIDI
TRIDI
TRiol
TRIDI
TRIDI
TRIDI
IRiCI
IRICI
f{RIDI
TRIDI
TRIDI
TR10I
TRIDI
TRIDI
TRIDI




O

30

40

CALCULATE NEW R MATRIX WITH RCW K-1 NOW HAVING ZERGS OFF 2ND DIAGGNAL

50

60
70

80

SUM = SUM+R(J)**2

S = SQRT(SUM)

B(K) = SIGN(Ss-R(KL))
S = 1./§8

W(K) = SQRT(ABS(R(KL))*S+1.)
X = SIGNCS/W(K)»R(KL))
RIKL) = W(K)

DO 40 I = KJyLP

JJd = [+KK

(1) = X*R(JJ)

R(JJ) = W(])

D0 60 J = KyLP

Ji = Jtl

Q(J) = 0.0

L = KK+J

00 50 I = K,J

L = L+NM

GUJ) = QUII+RIL)I*W(])
IF (JJeGTeLP) GG TN 70
D0 60 I = JJ,LP

L =L+l

ClJ) = QUII+R(L)I*u(])

X = 0.0
D0 80 J = K»LP
X s X+W(J)*0(J)
X = (5%
D3 90 I = KslLP

205

TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRICI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TR™DI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRICI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI

TRIDI
TRIDI
fRIDI
TRIDI
TRIDI




¢
¢
¢

90

100

C(I) = x*wl(I)=C(])

LL = kK

KK = KK+NM

DO 100 I = KyLP

LL = LL+NM

D0 100 J = I,LP

L= Livy

RIL) = RELI+QUI) *W(J) +Q(J)*uwl])

SORT OQUTPUT

110
120
130

L =1

D0 110 I = 1,LP
X = A(])

A(I) = R(L)
R(L) = X

L = L+NM1

B(LP) = R(LPP)
RETURN

END

TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI




APPENDIX D

EDIT WITH TWO-MODE FACTOR ANALYSIS PART ONE (X2MOFA)

The HSMS "two-mode" factor analysis program X2MOFA is based
on the Tucker-Messick procedure for factoring an individual differences
matrix to obtain idealized subject types.1 In the HSMS application,
the subject types are task groupings, and the variables are the scaled
skills and knowledge categories. HSMS uses the X2MOFA program after it
has utilized PCVARIM to select the number of principal axis factors to

rotate.

The HSMS "two-mode" program is run in two parts to overcome
the problem presented by the great amount of core storage required for
the program. The output of "Part One" (X2MOFA) provides card inputs

for "Part Two' (X2MFA2).

X2MOFA 1is always used by HSMS interfaced with EDIT 3 because
of tlie nature of the task data inputs and the need to utilize EDIT to

provide a logarithmic transformation of the data.

The program presented in this appendix was developed at the University
of Illinois. It is a modification of the original Tucker-Messick tech-
nique. X2MOFA was programmed by Sharon Wolf and Ping Kao under the di-
rection of L.R. Tucker, H.C. Triandis, and E.E. Davis in the period
1964 to 1966. It was adpated for HSMS for use with the Control Data
Corporation (CDC) 6600 computer by Katherine Kurtz in 1968. Aspects

of the technique are described in Appendix G of this report, where
further references are cited.

The PCVARIM program appears in Appendix C.
The EDIT program appears in Appendix B.

D-1

<07




DESCRIPTION

XI2MOFA is written in FORTRAN IV, and was used in the Control
Data Corporation's (CDC) 6600 computer at the Courant Institute of
Mathematical Sciences of New York University. The operating systems
in use during HSMS analyses were KRONOS and NOS (Network Operating Sys-
tem). X2MOFA was stored on magnetic tape in compiled and loaded form

(i.e., in binary object code in non-relocatable form) and in OLDPL form.

The HSMS task data are transferred to magnetic tape in the
form of an OLDPL. A utility program, UPDATE, is used to transfer data
to tape, correct data, or to generate temporary local files in the
form of a compile file, which is part of the input file for EDIT. The
input file for UPDATE is magnetic tape in OLDPL form, and the output
file is C=DATA. The input file for EDIT is DATA, and the output file
is TAPE9 (with optional printed output). The input file for XZMOFA
is TAPE9, and the output file is printed and punched. The punched out-

put is part of the input file for X2MFA2.

The tasks and the skill and kncwledge variables enter X2MOFA
and X2MFA2 in the order of the final internal numbering assigned by
the EDIT program. Therefore, the EDIT "dictionaries'" are used to in-

terpret the two-mode outputs.
Options

The two-mode programs allow the user to select whether the
observation "mode" or the variable "mode'" will be the first to be ro-
tated. As originally used in Illinois, the observation mode was the

D-2
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first to be rotated. For HSMS, since we wish the factor structure of
tasks (observations) to reflect th%_factor structure of variables
(skills and knowledges), the variable mode is rotated first. (Thus,
once the number of factors is selected based on PCVARIM analysis, the
mode one {variable) factors in the X2MFA2 output duplicate those for

that particular solution in the PCVARIM output.)

"Because it is possible to confuse language references, the

following should be borne in mind:

Rows = observations; program allows for more of
these than variables.

Columns = variables; program allows for fewer of these
than observations.

Mode 1 = whichever is to be rotated (variables or
observations).

Mode 2 = whichever is to be counter-rotated (obser-

vations or variables).

The X2MOFA program permits the user to select a column-by-
column or row-by-row correlation matrix, a column-by-column or row-by-
row covariance matrix, or a cross-products matrix. If a cross-products
matrix is selected, the user can select a floating point constant to

be subtracted from the raw data.

HEDLIN: A System Subroutine

The X2MOFA program which is presented in this appendix calls
a series of subroutines. Among these, HEDLIN, which is a systems-based
routine, has not been included in the listing. It is assumed that the
user can utilize a comparable routine after reading the description to

follow.
D-3
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HEDLIN is a routine to label listings by block letters (FOR-

TRAN callable). It prints a string of up to 50 characters in large
block letters {10 columns wide and 10 rows high). Five lines are
printed, ten characters per line. The date and time can be included

in the message.
Checks

HSMS makes an inspection of the output as an error check

as follows:

1. Check that the means and standard deviations seem
appropriate to the data.

2. Check that none of the printout listings show zeroes
everywhere.

3. Check tha. the diagonals in the correlation matrix
(if listed) do not exceed 1.00 and are near .99.

Note: As of September, 1977, the comment cards included in the
program had not been updated to correct language refer-
ences to rotation modes and dimension modifications.

The user should follow the instructions for structuring
the input file which follows, rather than the comment
cards in the program file (which are not reproduced
here).




STRUCTURING THE INPUT FILE:

EDIT WITH X2MOFA

at the Courant Institute's CDC 6600 is assumed.

\

In the set-up presented below, the NOS system in use in 1977

It is also assumed

that the reader can refer to the UPDATE Reference Manual or a counter-

part program.

In the following instructions b denotes a blank.

INPUT FILE FOR EDIT WITH X2MOFA

Name Keypunch Cards (one per box) Instructions

Sys- | _ _ -EDIT WITH TWO MODE ONE | Identification number and
tems other information depending
Cards on system.

USER( _ = ) USER and user code.
CHARGE( __ _ _ _ _ _ _ _ _  _ Charge card.
LABEL (OLDPL,VSN=T ) Identifies OLDPL tape.

UPDATE(Q,D, 8,C=DATA)

When selecting tasks using
*COMPILE form of UPDATE.

or
UPDATE(F,D, 8, C=DATA) When using all data in OLDPL.
UNLOAD(OLDPL)
LABEL (PROGRMS,VSN=T ) Identifies program tape.
COPYBF (PROGRMS ,EDIT) Copies program to local file.
SKIPF(PROGRMS,1) Skips over PCVARIM prograu on

tape.

COPYBF (PROGRMS, XZMOFA)

Copies program to local file.

UNLOAD (PROGRMS)

SETTL(1000) Time limit.

RFL{200000) Defines field length.

EDIT.

REWIND(OUTPUT) Use only if no printed EDIT

output is desired. Usually
not needed at this stage.

HEADER.EDIT WITH TWO MODE ONE

If REWIND(OUTPUT) is used,
this is not needed. Prints
out heading across a whole

page.

RFL(120000)

X2MOFA.

End of Record Card

Q1]




INPUT FILE FOR EDIT WITH X2MOFA (continued)

Name

Keypunch Cards (one per box)

Instructions

In-~
put
Cards
for
Up
DATE

*COMPILEDb , s

etc., or

*COMPILEb s

(option)

Calls tasks from OIDPL. Each
card starts: *COMPILE in Cols.
1-8; Column 9 blank, followed
by Task Code Numbers separated
by commas; last entry has no
comma. Tasks can be in any or-
der. Consecutive Code Numbers
can be called as last entry on
card after comma or as only
entry on card by writing first
Code Number, then a period,
the last Code Number of the
series. A new card must fol-
low.

End of Record Card.

Needed even if nc UPDATE cards.

——

In-
put
Cards
for
EDIT

TITLEb b b b b

Columns 1-5: punch TITLE;
Colums 11-60: punch title of
program, date, and any other
special identification of this
run.

NOLIST
(option)

If 3isting of data and some er-
ror checks are to be suppressed.
Usually selected with X2MOFA.

DELETEb b b b

(option)

One card for each individual
skill or knowledge category to
be deleted from input data (if
not to be deleted ty CUTOFF).
Columns 1-6: punch DELETE;
Columns 11-18: punch 8-char-
acter 3kill code or 8-digit
knowledge category code pumber. |

CUTOFFb b b b

(option)

To eliminate skill or knowiedge
categories at or below 2 selec-
ted frequency from input data.
Columns 1-6: punch CUTOFF;
Columns 11-12: punch selected
frequency (usually 4 or more)
left justified in field.

| NORMALIZE
(option)

Usually used when EDIT is used
with X2MOFA.

End of Record Card

Note:

In the following pages options appear which, if selected, could
produce results different than those obtained using the options

selected by HSMS.

In such cases the 1ISMS choice is indicated.



INPUT FILE FOR EDIT WITH X2MOFA (continued)

—

Name |Keypunch Cards (one per box) Instructions
L Title Card. Cols. 1-40 read as
put | - one line. Cols. 41-80 read as
Cards |  ~ ~  ~ T T T 777 second line. Punch title of pro-
for etc. gran, date, and any other special
X2 ~identification of this run.
MOFA |[Cols. 1-3 o Number of observations for rows
of input matrix. (For HSMS this

Para- is tasks treated as Mode 2.) Up
Meter to 700. Right justify in field.
Card

Cols. 4-6 Number of variables for columns

of input matrix. (For HSMS this
is skills and knowledge categor-
ies treated as Mode 1.) Up to

- 144. (Redimensioned to 150 but

never used.) Right justify.

Cols. 8-9 Number of factors to be extrac-
ted, up to 12. (For HSMS this
is the number of principal axis
factors chosen using PCVARIM
output.) Right justify.

Col. 10 1 Punch 1 for column-by-cclumn
- correlation matrix
(uption) (always used by HSMS).
Punch 2 for column-by-column
covariance matrix.
Punch 3 for corss-products
matrix. Efee Column 13.
Punch 4 for row-by-row correla-
tion matrix.
Punch 5 for row-by-row covari-
ance matrix.

Col. 11 _ Punch 1 for printout of matrix.
Punch 0 to suppress printout.

Col. 12 1 Punch 1 for punched output
b (always used by HSMS).

Cols. 13-19 If 3 in Column 10: punch float-

_______ ing point constant to be sub-
tracted from raw data. (Right
justify.)

Cols. 61-67 TAPES _ Name of alternate input file
when EDIT is used (left justify).

End of File Card




10

CPIsl FIN 4.644238

TWo-MODVE PARTYT onNE

OVERLAY(X240FA»0,0)

PROGRAM X2MOFA(TAPEG, INPUT»UUTPUT,PUNCHy TAPEL,) TAPE2 TAPE3,
+ TAPE7=INPUT,» TAPEGSJUTPUT)

DIMENSION FMT(40),T{125700i»¥{150515C),2(150512)5R1(150),A(150),

. B(150),WRK1(150) »wRK2(150)
COMMON ¢/ FMTsYsZsR1s» Ay BodRLI)WRK24LAST
EQUIVALENCE (T»Y)

MAX NUMBER QOF C3JLUMNS IN MATRIX *##
DATA MAXC / 150 /

ZERQ BLANK COMMUN REGION

FMT(1) = 10H START
FMT(2) = 10H X2MOFA
FMT(3) = 10H PART 1

CALL HEDLIN(FMT)

WRITE(651)

FORMAT(1HI1)

LF = LOCF(FMT)

tL = LOCF(LAST)

I =0

D0 10 iLsLFytt .

I =1 +1

FMT(I) = 0

IN= 7

11 = 40

READ(CINy 530)INIsNUsNRITHNSTOs N 'RToIPCHy SUBT» INTAP, ILFEMN
WRITE (65531) NIsNJ)NROTINSTD>HPRTSIPCHySUBTY INTAO, ILFN

214

77/09/15

KRONQS
S RINOS
XKRUNDS

11/716/76
XK2MOFA
X2MOFA
X2MOF A
X2MOFA
XZMCFA
X2MQOFA
X2MOF A
X2M(F A
HOWNCWA
HOWNCW A
HlaNJ«A

HIwhDdA
HIWNOWA
HIWNO WA
HIWNOWA
HOWNOWA
HOwNOwA
HwhOwA
HldNOWA
X2H4GFA
KRINCS
KR GMNDS
KRGADS
HOwhOWA




531 FORMAT(1X»31I3,311,F7.05125T615A7) HIwNCWA
FNI = FLOAT(NI) X2MCFA
FNJ = FLOAT(NJ! XZMOFA
SFNI » SQRT(FNI) X2MCFA
SFNJ = SQRT(FNJ) : X2MCFA
IF (ILFN.EQ.7H ) GO TQ 15 KRONDS?2
IN=9 : KRUNDS
C THIS VALUE IS SET FOR THE LENGTH OF FORMATS CREATED BY EDITFA HIWNTOWA
II = 3 HOWNOWA
15 READ(INSS540)(FMT(I)s1I=1,11) KRGNDS
WRITE (65541) (FMT(I)yI=1,1I1) HIWNCWA
- 541 FORNAT(1X»8A10) AdJWNOWA
REWIND 3 X2MGFA
60 TO ( 30520540550560) » NSTD X2MOFA
20 WRITE (6,5650) X2M0OFA
%0 T0 180 X2MOFA
30 WRITE (65670) X2MOFA
60 10 180 X2MOFA
40 WRITE (6,680) SUBT X2HCFA
60 70 80 X2MOFA
50 WRITE (6,690) X2MOFA
60 10 70 X2MCFA
60 WRITE (65700) X2MCFA
70 WRITE (65690) X2MOF A
80 CONTINUE HIOWNOWA
IF (INTAP.NE.O) IN = INTAP HIwNDWA
DO 170 I = 1,NI HYwNOwA
WRK1(1) = 0.0 HIwNNWA
WRKZ2(l) = 0,0 HIwr0dA
90 READ{INSFMTI(A(J)»Jd=1pNJ) KRUNMNDS
100 CO 110 J = 1usNJ X213FA
WRK2(1) = WRK2(1)+A(J) 42 ‘ X 240F A

215




aXnNe]

¢
¢
¢

110

120
130

140
150

160

170

180

i90
2900

WRK1(1) = 4RK1(1) + A(J)

WRK1(1) WRK1(1l) /7 FnJ

WRK2(1) = WRKZ(L)-FNJ%(wRK1(1)*%2)
wWRK2(1) SQRT(WRX2(1))/SFNG

BRITE (65550) IswRK1(l),wRK2({1)

00 150 § s 1,NJ

IF (NSTO-4) 120,130,140

AlJ) = A(L)=-SUBT

6l T2 150

A(J) = (A(J)=nRK1(1))/(SFNJ#wRK2(1)}
60 TO 150

AlJ) = (A(J)=wRK1(1))/3FNJ
CONTINUE

D3 160 4 = 1,nJ

00 160 K = 1,Ng

Y{KsJd) = Y(KpJ)+A(J)*A(K)

WRITc (3) (A(U)rd = 1,Ny)
60 TG 310

AN3TD = 1 LR 2

REWIND 2

CO 200 ( = 1,NI
READCINIFMTYI(ALJ ) sdmloiiy)
L0 190 4 = 1,NJ)

WRK2(yg) = 4RK2(J)+A()) %42
PRK1I(Y) = wRKI(JI+A(J)/FAI]
WRITE (2) (A(J)rd = 1,NJ)

FDw HAVE X MATRIX N TAPE 2

216

13403 A
HldnD)e &
X2MOF 4
X24CZFa
X2M4Cv A
X2ML~ A
X2MmCFA
X2MCFA
X2MCFA
X2MCOFA
X2MOFA
X2MGFA
XZMOFA
X2MQOFs
X2MCFA
XK2MFA
X2MUFA
K24CFA
HowMOWA
X2MCFA
X2H0FA
X21GFA
X2M,FA
X2MLFA
KRYNQS
K2#FA
X2M{,FA
£2r(FA
X2®(FA
X2m(FA
X2%i FA
Y2rLFa



210

220
230

240
250
o0

270
280

290

300

BRITE t6,660)

08 210 4 =« 14

WRK2{J} = WRK2{Ji-FHISI(4RKI(J))I2%2)
WRKZ44? = SORTLULRK2{J) . /SFnI

BRITE (635501 JowRKI{d)5NRK244)
REWIND 2

00 280 I = 1,NI

READ (2) {A(J)sd = 1,NJ)

IF (NSTD—~2) 2.3,240,520

D0 230 & = 1,NJ

Ald) = (A{J)-WRKI(J) I/ ESFNI#NRR2( J))
60 TO 260

00 250 4 = 1,4

A(d) = (A(J)-WRK1(J))/SFNI

D0 270 4 = 1,NJ

00 270 K = 1,NJ

Y{Ksd) = Y(KyJ)+A(J)*A(K)

WRITE (3) (A(J)sd = 1,NJ)

NOW HAVE XeXx IN Y (COVS, CORRs, JR XPRODS) AND STD VARS CN 14PE 3

IF (NPRT.LE.O) GO TO 310

L2 = 0

Ll = L2+}

L2 = MINO(L2+416:NJ)

WRITE (65570) (I,1 = L1,L2)

D0 300 I = 1,NJ

WRITE (65550) Io(Y(I,d)sd = L1,L2)
IF (L2.LT.NJ) GO TO 290

CALL HOW( NJsMAXCoNROT»YsR1p2yAsBsnRKLywRK2)
EIGEN VECTORS NOW IN Z(NI BY R0OT)s ANO RUIITS ARE IN RI{NRET)

NOW CALCULATE MATRIX GF FACTOR SCTRESs 22 % X
THE FACTOR SCURES WILL END UP AS »a FACTGRS IN T(NRDPTs NI)

21

K2MQFA
X2MGOFA
X2MCFA
X240FA
{L2ROFA
5 2MUFA
X2M0FA
K2MOFA
YZMTFA
L2RGFA
12M0FA
KeMiFe
X24468
X2M(F&
X2MLFA
X2MOFA
X280F A
X2 FA
X2*%CFA
X2M0FA
X2MGFA
X2M{ FA
X2Mi=A
X2MOFA
X2M0FA
X2MCFA
X2MNFA
R2M(FA
X2MOFA
X2MOFA
X24CFA
X24(FA

"X2MCFA

XZ4GFA
X2MGFA
X2M{FA
X2%7-FA




e NaNa]

™

[ IR 4

aNeNaNel

320

330

360

REWIHD 3

00 320 I = 1,NROT
03 320 J = 1,01
I(I’J, s 0,

00 330 ¢ = 1,NI

READ (3) (A(JYd)sdd = 1y0J)
OC 33C I s 1,NROT

DO 330 K = 1,NJ

T(Isd) = LUKy I)*A(K)+T(IsJ)

NCw CLTPJUT RCCTS, PERCEMT VARIANCE) ETC.

CUMVAR =

TOTvax =

L0 3-0 4 1oNJ

TOTVAR = JTCOTVAR+R1(J)

»RITE (65580) TGLTVAR

sRITE {(b65560)

L3 355 J 8 1sanyg

FOT = (k1(J)/TLTVAR)®10G,

Cunvas = CLayAR+PCT

2RITE {o: 5301 JoR1igYs9ClrluUMYAR

[N el o]

PRINT CraRACTERISTTIY ELT ;@03 FUk 4LDE ]
WRITE (St 43) Nhy
WRIFE 26+5703 (xyn ¢ 1enRIT;

CT 360 u = levy
WRITE (95571 Jo (" ,gaX), " 2 jebn 1T}

NGy TUMPUI: ra FACTURS FLR »00E )
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X2MUFA
X2HMOFA
X2MOFA
X2AUFA
X2 MOFA
X2MOFA
X2M{FA
X240FA
X2MCFA
X2MUFA
X2MOFA
X2MOFA
X2MLFA
X2MGFA
X2M0FA
X2HCFA
X2WUFA
XZ2MOFA
X2mQFA
X2MT4FA
X2™TFA
X2MIZFA
X2MIFA
L2FOFA
X24 FA
X2MOFA
X2TFA
X2MJFaA
X2MGFA
X2 FA
X2MUFA
K2FubaA
X2 Fa




OOOONO

OO

370
380
390

400

410

420

430

DG 390 X = 1,NRDT

IF (R1(K).GT..001) GC TC 370
R1(x) = 0.

60 TO 380

R1(K) = SQRT(R1(K))

D0 390 J = 1,Nd

Z(JIrK) = Z(JsK)#*R1(K)

WRITE (65600) NJ

WRITE (65570) (KsK = 1,NROT)
00 400 J = 1,NJ

WRITE (65550) Js (Z(JsK)s»K = 1,NRQOT)
IF (IPCH.LE.O) GO TY 420

PUNCH MODE ONE

L =1

LFT2 = MINO(12,NRQT)

DO 410 4 = 1,NJ

PUNCH 620, JoLy(Z(JsK)pK = 1,LFT2)

176773

NOW PRINT PA FACTURS FOR MGDE TW3

WRITE (62600) NI

WRITE (65570) (KsK = 1,NRGT)

DO 430 1 = 1,NI

WRITE (62550) Is(T(KsI)sK = LyNR3GT)
IF (IPCH.LECO) GU TO 450

PUNCH MyDE Twi

219

$38338333%% 393339233

X2NOFA
X2MGFA
X2MCFA
X2 0FA
X2MCFA
X2MOFA
X2MCFA
X2MOFA
K2KGFA
X2MCFA
X2MOFA
X2M0OF A
X2MJFA
X2MGOFA
X2MGFA
X2M{FA
X2MCFA
K2MGFA
XZMUFA
X2M0OF A
X2MGFA
X24CFA
X2MyFA
X2MCOFA

X240 FA
Y240FA
X24CFA
X2 MOF A
X2MGFA
X2MOFA
X2MGFA
X2M(FA



L = 2 X2MOF A

LFT2 = MINO(12,NRQT) X2MCFA

DO 440 1 = 1,NI X24GCFA

440 PUNCH 620» Isls{T(KyI)sx = 1,LFT2) X2MCFA

C X2MCFA
C PRINT CHARACTERISTIC VECTIRS FCR NlDE 2 X2M0OFA
C X2MOFA
450 WRITE (65640) NI X 2MCFA
DO 480 X = 1,MROT X2MQJFA

IF (R1(K)eGTeoeZ01l) GO TL 460 A2MGFA

R1{(K) = 0, X2MCFA

GO Tg 470 X2MCFA

460 R1(K) = 1.0/R1(K) X2MCFA
470 DO 480 I = 1,NI X2MCFA
480 TIKs 1) = T(KyI)*R1(K) X2MCFA
WRITE (65570) (KyX = 1,NR1T) X2MOFA

D0 490 I = 1,N] X2MFA

490 WRITE (62550} I»(T(KsI)sx = 1,NRIT) X2MCFA

¢ X24(FA
C NOw CALCJLATE AMD BRINT CIRE MATRIX X2MCFa
C X2MCFA
WRITE (65710) X2MCFA

DU 500 I = 1,0RCT £24CFA

500 WRITE (65610) I,R1(I) X2v(FA
IF (IFCH.LESO) GL Ti: 52C X2M(FA

C X2MFFA
C PUNCH CURE “ATKI1X X2MOFA
C ¥Za0FA
. DL 510 I = 1,NRLT K2MCFA
510 PUNCH 630y I»r1(I) X2%[FA

C X.2M0FA
520 CIONTINUE X2¢{ FA

C x2%(FA

220




c FORMAT STATEMENTS X2MOFA
c X2MOFA
530 FORMAT(313,3115F7.0,122761,A7) X2MGFA
540 FORMAT(B8A10) KRONOS?2
550 FORMAT (1H »I3,16F8.3) X2M0FA
560 FORMAT (58H CHARACTERISTIC ROOTS PERCENT VARIANCE CUM. PERC X2MOFA
1ENT) X2MOFA
570 FORMAT (/////3H ,1618/) FIXFMT
580 FORMAT (/////18H TOTAL VARIANCE = ,F12.3/) FIXFMT
590 FORMAT (1H I3,5X,F12.396XsF12¢251XsF12,2) X2MGFA
600 FORMAT(/////27TH PRINCIPAL AXES FACTORS FORsI4,14H-VARIABLE MODE) FIXFMT
610 FORMAT (1H I3,F12.3) X2MOFA
620 FORMAT (I3,11,12F6.2) X2MOFA
630 FORMAT (I3,F12.7) X2MOFA
640 FORMAT(/////44H CHARACTERISTIC VECTORS (FACTOR SCORES) FOR »14, FIXFMT
P 14H-VARIABLE MODE) FIXFMT
650 FORMAT(/////30H COLUMN BY COLUMN COVARIANCES ///1) FIXFMT
660 FORMAT (31HIMEANS AND STANDARD DEVIATIONS ///) X2MOFA
670 FORMAT(//7//30H COLUMN BY COLUMN CORRELATIONS /Z//1) FIXFMT
680 FORMAT(/////16H CROSS PRODUCTS.sFB.0,33H wA> SUBTRACTED FRGM EACH FIXFMT
+ENTRY. 1111) FIXFMT
690 FORMAT(/////24H ROW BY ROW CORRELATIONS ///) FIXFMT
700 FORMAT(/////23H ROw BY ROA4 COVARIANCES  //11) FIXFMT
710 FORMAT(/////36H CURE MATRIX, EQUALS 1.0/SQRT(RGECT)s /96H SO IS CO FIXFMT
+RE MATRIX FOR THE PA FACTIRS JF THE Twd MUDES. 111) FIXFMT
END X2MOFA
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SUBROJLTINE HOw (LPyNM»)MIRIESVrA»IBrulyw2) HS o

ODIMENSIUN R(1)y EC(1)s» V(1)y ALL1)s B(l)y» «1(1), W2(1l) HOw

IF (LP=1) 70,60,10 HOW

C Hw
C TRI-DIAGONALIZE MATRIX HOw
C HOw
10 CALL TRIDI (LPsyNMyRyA»3sunlrw2) HwW

C HOw
€C FIND EIGEN VALUES HIW
C HJs
CALL EIGVAL (LPsNMsMyEr A 3ralsn2) Hlw

C Hla
C FIND EIGEN VECTORS HIw
C H )W
« = TABS(r) Hlw

Jy =1 Hlw

00 20 I = ],k H0w

CALL EIGVEC (LPyNMpRoApBIE(T)ov(d)owly a2) H4

20 J = JeNm Alw

C H)w
C RESTORE INPUT MATRIX 404
C HOW
30 NM1 = N4+l H)w

Jd =2 NM] HJw

LP2 = LPspv Hiw

DG 50 I = 2,LP2yNM] HOw

LY { Hlw

G0 40 J = JJplP2y\m Huw

REC) s R(y) 4w

40 K = x+] S

oo
")




OO0

OO0

OO

O

50 JJ = JJeNNML

G0 T0 70
SOLLTION FOR QRDER 1
60 E(1) = R(1)

Vil) = 1.0

A(l) = R(1)

8(1) = 0.0
70 RETURN

END

SUBROUTINE EIGVAL (LPsNMsMsE»AsByFs W)
EIGEN VALUE SUBRCUTINE FOR TRI-DIAGONAL MATRICES DwM 1517--U8

DIMENSION E(1)s A(1)y B(1)y F(1)y w(l)
EQUIVALENCE (S1,1IS1)y (S2,152)

FIND UPPER AND LOWER BOUNDS AND NOKRMALIZE INPUT

B0 = ABS{(A(1))
00 10 I = 2,LF
10 BD = AMAX1(BD,ABS(A(I))+3(1)**2)
80 = BD¢+1.
BDR = 1./8D
00 20 I = 1,LP
A(LI) = A(I)#*BOR
B(I) = 3(I)*BDR
wilI) = 1.
20 E(I) = -],
00 150 n = 1,L¥
30 IF ((w(K)=E(K))/AMAXLCABS(W(K)),»ABSCE(K))»1le0E~9)sLELLLOE~7) GO TN
1150
X s (w(K)+E(K))».5
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HOw
HOwW
HOwW
HIW
HIW
HOwW
HIW
HIW
HOw
HOW
Hlw

EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
“IGVAL
ceIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
tIGVAL
EIGVAL
clGvaL
EIGYAL
EIGvaL
EIGVAL




C
C
c

40

50

60
70

60C
90

100
110
C
C TRAFP EIGEN VALUES IN S*ALLER AVD SMALLFR 3ijUnUS
¢

FING NUMBER OF EIGEN VALUED sNy GREATER THAN JR cwlAL TC x

152 = 1

F(1) = aA(l)=-x

IF (F(1)«GE.O0) GU TI 40

ISl = -]

N = (

63 TJ 50

IS1 = 1

P s ]

DO 110 I s 2,Lp

IF (B(I).EGC.0) Gu TO 70

IF (B(I-1).EC.0) GG TU 84

IF CABSUF(I-1))+ABS(F(I=2))eGEolovE~1Y) by 15 60
F(I-1) = F(I-1)*1,0£1%

F(I=2) = F(I=-2)*1.0E1S

FAIY = (A(L)=X)*F(I~1)=3(1)*x%2%F([-2"

61 19 30

FOIY = (A(I)=x)#SIun(lap>l)

6L T3 99

FOI) = (ACD)=X)*F(I~1)=SISN(B(I)*42,52)

2 = §1

IF (F(I).EQ.0) GG To 10C
S1 = SIGu(S1sF(I))

IF (ISleEGe=182) GO TC 110
N & N¢

CUONTINUE

N s LP-N
IF (NeLTex) GO TL 130
L3 120 4 = xyN

224

.z IGvaAL

£tIGVAL
EIGvAL
EIGvaAL
EIGvaAL
EIGVAL
EIGVAL
EIGvAL
EIGVAL
EIGvAL
EIGvAL
EIGVAL
EIGVAL
c IGVAL
EIGVAL
EIGVAL
cIGVAL
eIsvaAL
EIGVAL
tIGVAL
sISVAL
tIGVAL
c IGVAL
EIGVAL
cIGvAL
EIGVAL
EIGvAL
EIGVAL
EIGvVAL
EIGvAL
EIGVAL
e IGVAL
e IGVAL
Elovatl




i20 wiy) = X
130 M = N+1
IF (LP.LT.N) GO TOQ 30
00 140 4 = NoLP
IF (Y.LE.E(J)) GO TQ 30
140 E(J) = X
60 10 30
150 CONTINUE

RESTORE INPUT AND ORDER EIGEN VALUES

00 160 I = 1,LP
A(LI) = A(I)*8D
BlI) = B(I)*BD
160 F(I) = (W(I)+E(I))*BD*.5
J = LP
Ks1
00 180 I = 1,Lp

IF (ABS(F(K))«GT.ABS(F(J))) GO TC 170

E(L) = F(J)
J = -1
60 TO 180
170 E(I) = F(K)
K = K¢+l
180 CONTINUE
IF (ISIGN{1s4).GE.O) GO T 210
DO 190 I = 1,LF
190 F(I) = E(I)
J = LP
DO 200 I = 1,LP
E(I) = F(ly)
200 y = -1
210 CONTINUE
RETURN
END

EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
ELGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
E{GVAL
EIGVAL
eIGVAL
EIGVAL
EIGVAL
EIGVAL
elcvat
EIGvAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
EIGVAL
c IGVAL
EIGvaAL
EIGvaAL
EIGVAL
t[GVAL




o OO

OO0

SUBROLTINE EIGVEC (LPyNMyR,

DI

SET ue

MENSION R(1)» A1)y 3(1l)»

X = A(l)-E

Y
Le

= 8(2)
1 = Lp=l

00 40 I = 1,LF1
IF (ABY(X)=ABS(B(I+1))) 105,20,30

10 P(
ct
Vi
l
X

1) = B(I+1)
I} = All+l)-E
I} = B(1+42)

= =x/P(I)

= Z89(1)+Y

IF (LPLl.EC.I) G TJ 40

Y

s V(1)

GO Ta 40

20 IF
30 F{
9
vi
X

(XeEweO) x = 1,0£-10
I) = X

I} = ¢

I; = 0,

2 A(LI+1)=(B(I+]1)/X*Y+E)

Y = 8(I+2)
40 COUMNTINVE

SCLVE SIMJLTANECLS ESUATIUNS FuP EIGen velTUR oF IKI=UfAGIvAL ™MATRIX

IF

(XeEdeQ}) GO T 70

viL?) = 1./«
501 = tpl

Vi
¥

[} = (Le=o(D)*v(LP))/P(])
= ylLF)*el+V(]) %2

vil),

As3yEpvs®,0)

PL1)s
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(1)

SIMUL TANEDUS EQUATIONS FOR EIGEN VECTJIK wilH EIGEN VALUE E

£ IGVEC
cIGVEC
EIGVEC
EIGVEC
EIGVEC
EIGVEC
cIGVEC
EIGVECL
EIGVEC
EIGVEC
EIGVEC
tIGVEC
EIGVEC
EIGVEC
cIGVEC
tIGVEC
EIGVEC
cIGVEC
£t IGVEC
EIGVEC
tIGVEC
cIGVEC
£ IGVEC
£ IGVEL
ZIGVEC
e IGVEC
elGVEC
clGVEC
EIGVEC
tIGvEC

:IoV C

Y. r
s
G oy O

N
OO

oy o

Gve
v

m"




s

OO0

60 1 = I-1

IF (I.EN.0) GO TG 80
VIIY o (1e=(QUIDSVII+LI+VII)®V(I+2)))/P(])

X = X+V(])*e2
63 TO 60
70 v(LP) = 1,0El10
60 T0 50
80 X = SQRT(X)
AR = 1,/X
00 90 1 = 1,LP
90 V(I) = V(I)=*XR

TRANSFORM EIGEN VECTOR TU SOLUTION OF ORIGINAL MATRIX

J = LPL*NM~-NM
K = LP
GO 70 130
100 K = K-1
J = J-NM
Y s 0,0
00 110 I = KyLP
L = Jg+¢]
110 Y = Y+V(I)*R(L)
00 120 I = KyLP

L= J¢]
120 v(I) = V(I)-Y*R(L)

130 IF (J.NE.O) GC TC 100

RETURN
END

N

-

EIGVEC
EIGVEC
e IGVEC
EIGVEC
EIGVEC
EIGVEC
EIGVEC
EIGVEC
eIGVEC
EIGVEC
EIGVEC
EIGVEC
EIGVEC
EIGVEC
EIGVEC
EIGVEC
EIGVEC
EIGVEC
EIGVEC
EIGVEC
EIGVEC
EIGVEC
EIGVEC
EIGVEC
EIGVEC
EIGVEC
EIGVEC
EIGVEC
EIGVEC




OO0

(e NN

¢
¢
c

SUBROLTINE TRIDI (LPsRNMyRrAsBrisu)

TRI-DIAGONALIZATINN SUBRGUTINE

RETULRN GRIGNAL R IN UPPER TRIANGULAR HALF InNCL
RETURN KCOIFIED & MATRICES

RETURN NEW DIAGONAL IN A

RETURM NEw FIRST OFF DIAGOMAL IN B

DIMENSION R(1), A(l),
LP1l = (pP-]

LP2 = LPL&NM+LP

LPP = L P2-NM

MLl o= pme)

STkE CRIGINAL DIAGINAL

L= 0

DC 10 I = 1,5LP2ywml

L s L+]
10 A{L) = x(I)

(1) = @,

IF (LP=2) 1305120y20
20 KKk = 0

DC 10C x = 2,LF1

KL = kX+X

kU s KK+L?P

Ky = K+

CALCULATE am) SICKE ADUIFIED CoLIMN 4TI &

SuvY = (0.0
€7 30 4 = <Lyrt

3(1)» Q(1),

Dwn

w(l)

228

1517-us
UDING DIAGOMAL

IN LOWER HALF GF R MAIKIX

TRIDI
TRIDI
TRIVI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
IRIDI
TRIDI
TRIDI
TRIDI
RIDI
TRIDI
TRIDI
TRIDI
TRIDI
Tx101
RIDI
rRID0I
TRIDI
FRIDI
iRIVI
[RIDI
RIGI
<101




e XaXal

30 SUM = SUM#R(J)*#?
S = SQRT(SuM)
B(K) = SIGN(S,-R(KL))

S =1

W(K) = SQRT(ABS(R{(KL))#*5+1,)
X = SIGN(S/W(K)sRIKL))

R(KL)
00 40
Ji =
w(I)

o/S

s W{K)

I = KJolLP
I1+KK
= X*R(JJ)

40 R(JJ) = w(I)

CALCULATE NEW R MATRIX WITH RU4 K-1 NGW HAVING ZERCS GFF 2ND DIAGONAL

50

60
70

80

00 60
Ji =

J = KyLP
J+l

Q(J) = 0.0
L = KK+¢y

00 50

I = KyJ

L = L+NM

e(J)

IF (JyeGTeLP) GG T 70

DG 60
L =L
c{J)

X s 0
00 80
X = X
X =
00 90

= J{J)+R(L)®w(])

I = JJrlpP
+1
= Q(J)+R(L)*W(])
o0

J = KylLP
+W(J)*Q(J)
5%X

I = KyLP

]

o

TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRICI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
1RIDI
TRIDI
TRICI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TRIDI
TPIOI




G0 C(I) = Xxsuw(I)-Q(I)
LL = kK
KK ® KK+\NM
DC 100 I = K,LP
LL = LiLenn
DG 100 J = [,LP
L = LLeJ
100 ROL) = REL)I*QULI)*w(J)+QUJ) 2wl ])

SGRY QULTPUT

L =]
00 110 I = 1,LP
X = A(I)
A(I) = R(L)
R(L) = X
110 L = | #NM]
120 B(LP) = R(LPP)
130 RETURN
END
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APPENDIX E

(WO-MODE FACTOR ANALYSIS PART TWO (X2MFA2)

Thiz appe. < presents the second half of the HSMS "two-mode"
1
sagior anaveis rrocram, Part Two (X2MFA2) utilizes the punched out-

sui £osa Pare One (X2MOFA). The descriprion to follow indicates how

the cords «rs structured Lo become the input file for X2MFA2.

DESCR1?LION

X2MFAZ 1s written in FORTRAN IV and was used in the Control
Lata Corporation's (CDC) 6600 computer at the Courant Institute of
Mathematical Sciences of New York University. The operating systems
in use during HSMS analyses were KRONOS and NOS (Network Operating
System). X2MFA2 was stored on magnetic tape in compiled and loaded
form (i.e., in binary object code in non-relocatable form) and in

OLDPL form.

The X2MFA2 program permits the user to select whether the ob-
servation '"mode" or the variable "mode" will be the one rotated, and
2 . . .
which will be counter-rotated. The maximum number of factors is pre-

selected in X2MOFA, but can be fewer than the number selected at that

time.

The tasks anc the skill and kncwledge variables enter X2MOFA

2id X2MFAZ in the order of the final iaternal numbering assigned by

fee Appendix D for a descriotion of Part One {XZMOFA).

T Mode | = whichever iz to he rot.ted (variables or angervations).
Mode 7 = whichever 1s ta be counter-rotatoed ‘ohservit fons or variables).

El{lC 231

Aruitoxt provided by Eic:




the HSMS EDIT program. Therefore, the EDIT "dictionaries'" are used to

interpret the two-mode outputs.

CHECKS

If the factor structure obtained with the PCVARIM program is
for the same mode that is rotated in this program, then the first fac-
tor matrix in the printed output should be equivalent, except for
rounding errors, to the factor structure obtained with PCVARIM foix the
given number of factors.4 For example, HSMS selects a column-by-coiumn
correlation matrix to obtain the factor structure of variables. This
is the mode rotated in X2MFA2; the factor matrix of PCVARIM for the
factor solution chosen (number of rotations) approximates the first

and second factor matrixes in the X2MFA2 printout.

. As another check, the first and secord factor matrixes shculd

be the same except for rounding.

STRUCTU™ING THE INPUT FILE FOR X2MFa2

The punched output from Part One ‘X2M0FA) must he separated
and arranged in appropriate order for submission. The o-der for sub-
mission reflects ciie choice of modes to be rotated and ¢ounter-rotate-i.
This need not correspond to the order in which the puncied output ap-

pears; in the case of HSMS usage, the punched cutput must be rearranged.

EDIT is described in Appendix B.
PCVARIM is described in Appendix C.

E-2
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E

O

RIC

Aruitoxt provided by Eic:

The punched outpu? 15 really three separate decks. Each deck
1s iIndividually numbered in solurms | through 4. Column 4 is used to
identify all the cards of the same deck; i.2., is blank or is punched

with a L or a 2. {olumrs 1 th<ough 3 number the cards for the given

The cards come out it the following nrder, and are rearranged

for submission as indicated in the instructions which follow.

Deck 1

Principal axis factors Ffor the variable mode
(H3MS's Moda 1 column mode, the one to be ro-
tated. As manv cards as the number of skill
and knowiedge variables).

Deck 2: Pexocipal axis factors for the obssarvation mode
(HSMS's Mode 2 row wTode, the one to be counter—
rotated. As many cards as the number of task
ceservations).

Leck

[9S ]
.e

Core matrix carxds. As many cards as the number
of factors (xtracted in X2MOFA.

E-3
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[Rame_ | keypunch Cocds

3NPV' FI1LE FOR X2MFA2

one rc - box)}

Tp tvuctl nv

[Sys- o T M”ul PART WO Idenzification rumber and
tems | P other information depending on
Cards im__m__ e b dvstem, e
| USER(C Y VSER and user <. de. T
1 |
E CHARGE( T ;":',:E{;chaT T
LABEL{PROGEM3, VaN=T ) ; Taintifies OLDPL tape.
SKIPF(PROGRIS,3) 1 {ps over EDIT, PCVARM and
A e e oo XIMIFA on tape.
| CCPYRF (PROGRMS , KX2MFA2) 1 Copies program to local file.
UNLOAD(PROGRMS) N
RFL(120000) Defines field length.
HEADSR.THO MODE 2_  _ etc. Prints out heading across a
whole page. -
XZWFAZ _ _
| [ End of Record Card ]
In- Cols. 1-3 o Right justify in all fields.
put Number of units in mode to be
Cards rotated. For HSMS this is
For skill and knowledge variable
X2M mode. Up to 700; for HSMS,
FA2 up to 144, This is Mode 1.
Para- | Cols. 5-6 o Number of factors to be ro-
meter teted. Up to che number se-
Card lacted for Par: One. For HOMS
ssme as factor solution cho-
sen. This is the core matrij:.
Cols. 7-9 - Number of units in mode i¢ Le
counter~rotated. For HEMS
this is task mode. Up to 700.
This is Mode 2.
Col. 10 _ Punch C for no punched output;
Punch 1 for punched output.
Col. 11 0 Punch 0 to rotate Mode 1 and

couuter~rotate Mode 2 HSMS
always uses this.

Punch 1 to rotate each mode
separately and counter-rotate

the core matrix.

R34




INPUT FILE FOR X2MFA2 (continued)

Name | Keypunch Cards (one per box) Instructions
In- Format card for core matrix
put Cols. 1-10 (3%,F12.7) deck. For HSMS, punch as
Cards shown. (Can be up to 14
For columns.)
X2M
FA2
{con- If the number of factors
tin- extracted in Part One was
ued) greater than number desired
now, use the proper number
Core Insert core matrix deck next. of cards in the order found
Ma- As many cards as the number in the punched output. Set
trix of factors to be rotated the remaining cards aside
Deck and counter~rotated. for possible later use.
Mode | Cols. 1-7 (13,1X, Format card for Mode 1 deck.
1 For HSMS skill and knowl-
Deck edge variable mode; punch as
shown.
Cols. 8-9 _ Punch the number of factors
to be rotated. Right jus-
tify. (Same as cols. 5-6
in parameter card.)
Cols. 10-14 F6.2) ror HSMS punch as shown.
Insert Mode 1 deck next. For HSM3 this is the skill
As many cards as the number and knowledge variasble mode
of units in Mode 1. deck.
Mode Cols. 1-7 (13,1X, Format card for Mode 2 deck.
2 For HSMS task observation
Deck mode; punch as shown.
Cols. 5-9 _ Punch the number of factors
to be counter-rotated.
Right justify. (Same as
cols. 5-6 in parameter
card.)
Cols. 10-14 F6.2) For HSMS punch as shown.

Insert Mode 2 deck next.
As many cards as the number
of units in Mode 2.

For HSMS this is the task
observation mode deck.

End of File Card

E-5
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T™WO -MODE ¢ART TWO FIN 4onv42: 77/09/11>

OVERLAY(X2MFAZ»0,0) CRugne
FRIGRAM X2MFA2(INPUTs LUTPIT)PUNCHy) TAri7sINPUTs TAPE6E jul«uT ) X2%FA2
* KZXFA2
C3¢s ¢ ART 1] CF 2-M0DE FA =--= R{TATIGA X2MEA2
C K2MFA2
C FARATERMETER CARDS K2MFA2
C 1o I3 MNR1 = NLe LF yAKIABLES JF FIKST 400t Four RITATIIN, 16 700 ceXVEMD
C I3 NF = Nues uF FACTIR TJ 8& RITATED N2MFA2
c I3 NR2 = DIMENSIUN OF GTHER MJIJEy T3 700 . KTEND
C Il NPCH = 1 LIF aANT FUNCH JUTPUT, JTHERWISEt O X2MFA2
C I1 LN = 3JPTICN 0-==RCTATE FIRST %20t AND COUNTER RLIATE X2MF A2
C JTHER MUUE X2MFA?
¢ 1--=-RCTATE EACH ™MJIDE >EPAKATELYsCLUMTER RITAT X2MFA2
C The CULRE *ATRIX A2MF A2
C e FIORMAT FUR CORE mAIRIX X2MEA2
C 3¢ CUKE MATRIX DATA (AS 4ANY AS Nee SF FACTOR) X2MFA2
C 4. FUKkMAT JF P4 FACTOR Fix FIRST MUDE X2MFA2
C 5. DATA OF PA FACTLKR UF FIRST PMCOE K2MFA2
C €e¢ FOFMAT OF PA FACTOR CF [THER ¥ ,0F X2MF A2
C Te JATA TF PA FACTR UF JTHER PNODE X2MEA2
C Y29MFA2
CLmin /7 ACT700510)sx(10)sHET70G) sF4I(1adsv(10)sS(700510) =X [END
1 » T{10,10) » TT(lusld) K2M=COm
REAL VEC(10) X21FA2
C A2MFA2
C X24FA2
READ (75210) MRLy Fe4R2982CHILN 2MF A2
C X2MFA2?
C V CONTAIN R_UTS, & CINTAIN leQsR T X2%t A2
C x2-FtA2
READ (7,220) rM] X2 4FA2
RedD (79FmT) (RE1)sy = 1y yF) (2% FAz
L} 101 = 1,ytr £25kA2
VII) = Le/R(1)*s? 12-FA2

Lo ve (L)Y s y(1) AZ*EAR

v
R




OO0

20

30

40

OO

50

60

70

READ IN FIRST MUUE =--PA FACTOR

MODE = 1

NR = MR1

READ (75220) FMT

DO 30 I = 1,NR

READ (7,FMT) KCo( ACIsd) » & = 1yNF )

IF( KC oNEo I ) CALL ABORT( 32L #% ERRJIR IN INPUT SET 2

00 30 K = 1,NF
S(I,K) = A(I,»XK)
D0 40 1 = 1,NR
H(I) = 0.0
00 40 J = 1,NF
h(I) &= H(I)+A(I, J)*%2
»RITE (65230) NR
CALL YARIMX(NRsNFsNPCH)

F® IN A(700510)» F IN S(700510)
GEY FzF* , THEN PREMULTIPLY BY ROUUT*#-1

CALL MSATB (SsNRyNFPA9NRINFyT»7C0,700510)
WRITE (6»59)

FORMAT (40H-FOKk SOME CHECKsTHERE ARE THE EIGN RUNTS)
D0 60 I = 1,NF

WRITE (69250) I,VEC(I)

DO 60 J ® j,NF

T(Isd) = TLI»J)/VEC(I)

WwRITE (65240)

00 70 I = 1,NF

WRITE (62250) Is(T(Isd)sd = 1yAF)

WwRITE (6580)

K2MFA2
X2MFA2
X2MFA2
X24FA2
X24FA2
X2MFA2
X2KWFA2
X2 MF A2
K2MFA2
A2MF A2
K2MFA2
X2MFA2
X2MF A2
XK2MFA2
X2MF A2
X2 MFA2
X2MFA2
X2MFA2
EXTEND
X2MFA2
X2HFA2
EXTEND
X2MF A2
X2MFA2
X2MF A2
X2MFA2
X2MFA2
X2 MF A2
X2MFA2
X2MFA2
X2MFA2
X2MF A2




OO

80

S0

100

110

120

130

14C

150

FORMAT (16H=F(R CHECK,3S#s])

CALL M3ATB (ToNForFrTosNFsNF»A»10,105700)
DG 90 I s 1,wF

WRITE (65250) I»(alIsd)od = 1pnNF)

KRITE (6,100)

FORMAY (1OH=-FULR CHECKy FT=fw)

CALL P3AB (SsMRyNFyTonFyNEHA» 700910, 700)
DO 110 I = 1,NK

BRITE (65250) I, (A(Isd)sd = 1pAF)

IF (LN«GE.1) GU 1C 140

COUNTER ROTATION OF OTHER MMDE
READ (75220) FMmY

OC 120 I = 1,Nk2
READ (7,FMT) KCy( A(Is3)sd = 1pNF)

IF( XC oNE> I ) CALL ABCRT( 33L #4 ERRIR I

CONTINLE

CALL MSAB (ApNR2INF,THyNFsnNF»5,700510,700)
WRITE (65260) NR2p(I1,11 = 1,NF)

DC 130 I = 1,MR2

WRITE (602501 I»(3{Isd)sd = 1yNF)

ROTATE CIRE MATRIX

DJ 150 I = 14nNF

0O 150 J = 1,iF

TT(Isd) = T(1,4)*R(4)

IF (LN,GEL1) GD TR 170

wRITE (69270)

WRITE (65280) (II,11 = 1,4f)

CALL m3ABT (TT,rFaNFoTowvFoNFpA;10910,700)
Ou 160 [ = 1,NF

e

InPUT SET 3

o

X2mFA2
tXTEND
X24FA2
X2%F A2
X2MFA2
X2MFA2
EXTEND
X2MFA2
X2MFA2
X2MFA2
K2MFA2
X2MFA2
X24FA2
X2MFA2
X2MEFA2
X2MFA2
X2MFA2
X2MFA2
X2MFA2
EXTEND
X2MFA2
K24FA2
X2MFA2
X2MFAZ
XK2MFA2
X2MF A2
X2MFA2
A2MFA2
X2MEA2
XK2MFA2
A2MFA2
A2AFA2
tXFEND
X2¥FA2




160 WRITE (65250) I,(A(I,J)sd = 1,NF) X2MFA2

60 T0 200 X2MFA2

C X2MFA2
c ROTATE OTHER MODE X2MFA2
c X2MFA2
170 IF IMUDE.NE.1) GG TQ 18C X2MF A2
MR = NR2 X24F A2

RODE = 2 X2MF A2

6O T0 20 X2MFA2

180 WRITE (6»270) X2MFA2
WRITE (65290) (II,II = 1,NF) X2MFA2

CALL mSAB (TT,hFyNFsToNFyNFrA»10,10,700) EXTEND

DG 190 I = 1,NF K2MFA2

190 WRITE (65250) I»(A(Isd)sd = 1,NF) X2H4FA2
200 CONTINUE X2MFA2

C X2MFA2
c FORMAY STATEMEMNT X2MFA2
C X2MEA2
210 FORMAT (313,21I1) X2MFA2
220 FORMAT (13A65A2) X24F A2
230 FORMAT (1H1,11HVARIMAX FOR»I3,14H VARIABLE FUUEZY) X2MFA2
240 FURMAT (1H=,16HTRANSF(RM YATRIX/Z) X2MFA2
250 FORMAT (1X»I3,10F11.4) X2MFA2
260 FORMAT (1H1p19HCLUMTER ROTATIUN 0F»I3s14H VARLIABLE MEGEZ/710Xs11991 X2MFA2
1117) X2MFA2

270 FORMAT (1H-»34HRGTATED CURE MATRIX 6 (NF1 BY NF2)Y/) R2MFA2
280 FURMAT (1Xx,38HDATA=(F*)G(Fy) » wHERE FJ I35 PA FACTOR//10X»1159111/ A2MFA2
1) K2MFA2

290 FORMAT (2%, 89HDATA=(F1#)G(F2%), (F1*) AND (F2%) ARE VARIMAX F FI X2MFA2
1RST MCDE AND SECUND MoDE RESPECTIVELY//10X91ip91I11/7) X2MFA?2

END X29YFA2
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SUBRIOUTINE VARIMX(NRIWS)NCOL SoNVFCH) VAR MY

CuMMON // A(T700510)»REL0)SH(TO00) »FMT(L4)»¥(10)»S(70G»10) SXTEND

1 » T(10510) » TT(10,10) K24=CC«
REAL RAGT(10)»VAR(10)»CuuMv(10) JAKIM2
C JARI M2
C VARIMAX FACTCR RQTATION VARIM2
C VAKRIM2
C CUTPUT COMMUNALITIES AND NORMALIZE FACTOKS VAR IM?
C VARIM2
Sum = 0,0 vaxR M2
00 10 I = 1,NCULS VAR]IM?
10 SUM = SUM+V(I) VAK I M2
WRITE (65260) NCCLS,SUM VARIMZ
WRITE (69270) VAR M2
SuM = 0,0 VARIM?
D0 20 I s 1,NRUNS VAR M2
WRITE (65280) I,H(I) VARIM2
SUM = SuM+H(]) VARIM?2
20 H{I) = SQRT(H(I)) VARIM?2
wRITE (6,290) SLM JARIN~2
DC 30 J = 1,NCULS VARIM2
0O 30 I = 1,NkUWS VARIM2
30 A(I»d) = A(I,4d)/7H(]) VARI®?
KRCT = (NCILS*(NCOL3-1))/2 VAR I M2
40 KX = ] vARIM2
KICT = 0 VAR M2
C VARIMZ2
C CCMPUTE SuMS AsBsC AND D VARIM?2
C VAR Im2
50 kY = Kx+1 VARIM?
60 CONA = O, VAK M2
CiNs = 0O, VARI4?
CONC = D, VARIMZ
CuNn) = 0, vAR M2

24




OO0

OO0

¢
c
C

70

80

90

100

00 70 I = 1,NRUOMS

U = (AL KX)+ACT»KY) ) #(ACI Kk X)=A(IoKY))
Vs 2,0%A(IsKX)*A(I,KY)

CCNA = CONA+Y

CONB = CONB+V

CONC = CONCH+(U+V) #(u-V)

COND = COND+2.0%UsV

FLN = FLJAT(NRONWS)

TNUM = COND=-(2.0*CINA®CINB)/FLN

TOEN = CONC-((CONA+CIONB) *(CONA-CONB) )/FLN
ANUMN = ABS(TNUM)

ADEN = ABS(TOEN)

If (ANUM=ADEN) 90,80,100

IF (ANUM.EQ.O) GG Tu 180

GO T 105

kUM LESS THAN DEN

TANGT = ANUM/ADEN

If (TAN4T.LT.0.06993) GO TO 190
COS4T = 1.0/SQRT(1.0+4TANGT*%2)
SINGT = TANGT#CQS4T

GC TG 110

MUM GREATER THAN DEn

CTN4T = ADEN/ANUM

IF (CTN4T.LT.0.06993) 65 TU 200
SINGT = 1.0/SCRT(1.04CTNGT#42)
COSAT = CIN4T#SINGT

63 TG 110

MUM EQUAL DENy ELTH NUN-ZERG

241

VAR M2
VAKIM2
VARIM2
VARIM2
VARIM2
VARIM?2
VARIM?
VARIM?
VARIM?
VAR IM2
VARI M2
VARIM?
VARIMm?2
VAR [M2
VARIM2
VARIA2
VARIM?
VARI™?2
VAKIM2
VARIM?
VARIM?
VARI M2
VARI M2
VARIM?
VARIMZ2
VARIM?
VARIM2
VARIM?
VARIM?
VAx]IM2
VARIM2
VAR M2
VAR ™2
VAR I®»?




OO

o
¢
C

105

110

120

130

140

150
160

170

SINGT = 0.707107
C0S4T = SIN4Y

CCrPUTE ANGLE CF ROTATICA

CGS2T = SuRT(0.5+0.5%CJ84T)
SIN2T = SIN4T/(2.0%COS21)

COST » SQRT(0.5¢0.5¢C0S2T)

SINT = SIN2T/(2.0%CQST)

IF (TOEN.LT.0) GG T 120G

COSPHI = COST

SINPHI = SINT

63 TO 130

COSPHI & 0,707107%(COST+SINT)
SINPHI = ABS( 0.707107#(CJ>T-3INT) )
IF (TNUMeLTZ0) SINPHI s =SINPHI

&KOTATE FACTURS

DO 150 1 = 1,NR3wS

L s A(IoKX)SCLSPHI+ACI KY)*SINPHI
ACIyKY) = =~SINPHI®A(IskX)+A(IsKY)SCCSPHI
AlI,XX) = y

IF (RYLEQenCOLS) GO TD 170

rY s KY+1

60 TC 60

KX s KXe¢l

I¥ (KXenESNCHLS) GO TO 50

IF (KICTJNEKRLT) 63 TQ 40

60 TJ 205

MUM AND UEN ECUAL ZER(

42

VARIM2
JARINM2
VAKIM?
VAR]IM?Z
vARIM2
AR M2
VARIM?
VARIMZ
VARIM?
VARIM2
VARIM?2
VARIM?2
VARIM?
VARIM?2
VARI M2
VARIM?
VAR]IM?
VARIM2
VLRI™2
VARIM?
VARIY?
VAR M2
VARIM2
VARI®2
VAR ]IM2
VAx [ M2
VARI%2
VAR M2
VAR [ %2
VAR [Mm2
VA [ M2
VARI®2
VARIM?




OO0

(s N o Nal

180

190

200

205

210

220

230

240

KICT = K2CT+1

68 TC 160

IF (TDEN.GE.O) GJ T2 180
CCSPHI = 0.707107

SINPHI = CQOSPHI

GG TC 140

DEN /7 NU™ LE>MS THAN €

C0S4T = 0,0
SINGT = 1,0
60 T2 110

CUTPUT FACTIRS

DC 220 4 = 1,8CLLS

ROQIT(J) = 3.0

DC 21C I = 1,NRCw3

A(Is»d) s A(I,d)*H(I)

RUAT(Y) = RICT(II+A(L,g) e

VAR(J) = RYT(J)I/FLN

»RITE (65300) (1,1 = 1,nC0Ls)

Co 230 I = 1,NROWS

WRITE (65310) I5(ACIsd)su = 1o2Cily)
WRITE (65,320) (RUCT(I)pd = 1,iCol®)
WRITE (65330) (vaArR(J)sd = 1,NCLLS)
CLMvil) = yvaAK(]l)

BC 240 1 = 2,n8CULS

CUMVI]) s VAR(I)}+CurviI-1)

WRITE (65340) (CU'ViJIsy s 1oNCYULD)
IF (NVPCHGLECO) KET:R:

00 25C 1 = 1yARCN,

FUNCH 35Cs 1, (A(Isy)su=lyrnCily)
KETURN ’
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VAR %2
VAR IM2
VAR IM2
vAKIM?
VARIM?2
vVAKIr2
JAR ]I M2
vVARI%2
VAR]I#2
VAR [ %2
VARIM2
JARIM®?2
VAR [ ™2
JARIM2
VAR]#™2
VAR M2
VAR]IY?2
VAK]IM?2
AR IM2
vAR M2
VAR]IM?
VAR ]IVv2
VAR ][Y2
VARINV?
VARIM?
VAR]IM?2
VAR ™2
VAR M2
VAR ™2
vARIM?2
vAR]Ivg
vax ]¥2
VAR INM?
saR]e?




C VAK[¥*2
C FORMAT STATEMENTS VAR M2
C VARI™2
260 FOR4AT (21H-THE SUM JF THE FIRST,I3,9H RGJI> 15sF14etily) VAR I™?
270 FGORMAT (26H0 NG CIMMUNALITIES, 7¢) VARI%?
280 FOURMAT (1H »169F14.4) VAR [M2
290 FOPMAT (28HOTHE SUM aF COMMUNALITIES ISsFl4e4) VARIM?
3CO0 FORMAT(#1 VAR*,13X,®yARIMAX FACTIR LOADING-*#/3Xp®Ni o #518,9111) VAR T ™2
310 FORMAT (1x515,3)510F11.3) viRIM2
320 FORMAT (1H=»8HVARIANCE»10F11.37) VARI™?
330 FORMAT (1X»3HPCT YAR ,150F11.3/) VARIM?
340 FORMAT (1x,8HCUM PCT ,10F11.3) VAR IM2
35C FURMAT(I7»9FB.5/(10F8.5)) VAR 2
END VAKI™®?2

SURRQITIIE SRORT(M¥S4,) At JRT
INT=GER MsG(1) A-)Q]T

CALL SYSTEM(RD,12H 1ISF AUCHT,) Ab)AT

STNP A-GRT

ENTIY AT A~)RT

CALL SYSTrM(5Y,n3n) Ar DRT

(S At RT

SUBRIFUTINE 10RNT ( mAwr )

PEI'IT 1l,wamg

FLRAAT (%0 *,a7,¢ -~ v__ Ca, Bob »uLlIely THe sk *AIICESe)
Catt ExIT

End
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SUBROLTINE #ETABULINRASNCAP3)MRBYNCEPCHVVRAPNNRBy NARC )
REAL A{MMRAPL), BINMRBYL)y» CUnMRC,1)

MSAB ~ C = A#3

S¢1. JAS?K = 3/71C/71 =~ D0 2 x(wS AT A JI¥F

TEC NCA GNEL MPB ) CALL IPRNT( 4hMYAB )

IFC ARA t2¢ 1} GJ 13 2%
P2 = 2%(NRA/2)

DN 20 J = 1,NCB
01 2¢ 1 1oN2Z»?2

S1 = 0, $ N2 = (G

DO 10 X = 1,NCA

SIL = S1 + A(IsK)=B(K,yy)
S2 = $2 ¢+ A(I+1,k)#p(K,y)
C(Isrv) = 3]

ClI+l, ) = 352

IFC NRA JEQs N2 ) RETURN

DU 40 4 = 1,M(C8

S1 = y,

DT 30 X = 1,nCA

SI = 51 + A(NRASK)3E(K,y)
CINRA,J) = 51

RETHkA

ErD
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40

O

60

30

5C

SUBRCUTINE MSATE (AyNRASACA»BINMRB:NCECriNRAINNRS »NAAC)
KEAL A(MNNRAPNCA) » BINNRBONCB) » C{NNRCHNCB)
MSATS8 - C = TRAMSPOSE(A)+E

IF(NRALEUJNRBY GI TL 2
CALL IPRNT( S5HMSATB )

DL 4C I = 1,NCA
0} 40 J=1i,vC8
S =0
D9 30 K = ]1,NxA
S = S+AUK IS Lk d)
CtIsd) =S

RETURN

END

SUBRFUTINE *3ABT (AsnRAPNCA,ByNR3)NCB9C o NMRASNNRE 5 KARC )
REAL A(NNRA>NCA) » BUNIRBHINCE) » C(4NRCNCH)

IFC NCA LEQ. NCEB ) GL T2 6
CALL IPRNT( S5HMIAGT )

Do 60 I = 1sNRA
07 60 JslyNig
S =0
JO 50 » s 1,ACa
S = S+A(]ox}*B(JyK)
Cilsrat = S

FETURN

erD <dv




APPENDIX F

THE HTMS "MATRIX" PROGRAM

The HSMS MATRIX program was designed by Edward Friedman to
make it possible to create printed displays of selected task data.
These are used to aid in the assignment of tasks to job levels and to

design curricula.

DESCRIFTION

MATRIX's main function is to array the scale values for
skills and knowledges as rows, in the selected order in which they
arpear in tasks (which are the columns). This permits inspection of

"profiles" of task requirements and comparison of task requirements.

In the array the tasks are the columns, listed by Task Code
Number. The skill and knowledge categories, listed by their 8-charac-
ter or 8~digit code identifications are the rows. The tasks are listed
from right to left in the order designated ty *C UPDATE cards. The
skill and knowledge categories are listed in the order in which they

appear in the tasks in the array.

The entries in the matrix are the non-zero scale values of
the variables rejuired by the tasks. Zero values are not shown, and
the decimal points are omitted. Possible HSMS entries are 10, 15, 20,
25, 30, 35, 40, 45, 50, 55, 60, 65, 70, 75, 80, 85, and 90. The arrays
can be ordered in expanded or compressed form and in multiple copies

for variowrs uses.

F-1
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' One

The MATRIX program also provides data "dictionaries.'
lists the tasks in their order in the array by internal number and by
Task Code Number along with an abbreviated task nare. Another lists
the skill and knowledge categories with the skills first, followed by

the knowledge category 8~digit codes in 2scending numerical order. It

also shows the frequency across the tasks in the display.

MATRIX is written in FORTRAN IV and was used in the Control
Data Corporation's (CDC) 6600 computer at the Courant Institute of
Mathematical Sciences of New York University. The operating systems
in use during HSMS analyses were KRONOS and NOS (Network Cperating Sys-
tem). MATRIX was stored on magnetic tape in compiled and loaded form
(i.e., in binary object code in non-relocatable form) and in OLDPL
form. The HSMS task data are transferred to magnetic tape in the form

of an OLDPL. HSMS maintained the decks in numerical order ia the OLDPL.

A utility program, UPDATE, is used to generate temporary lo-
cal files in the form of a *C file which is part of the input file for
MATRIX. The input file for UPDATE is magnetic tape in OLDPL form, and
the output file is K=TAPE2. The input file for MATRIX is TAPE2, and

the output file is printed.

SYSTEM SUBROUTINES CALLED BY MATRIX

The MATRIX program presented in this appendix calls a series
of subroutines. Among these, EXIT, TIME, and DATE have not been in-
cluded in the listing, since they are systems-based. It is assumed
that the user can utilize comparable routines after reading the de-

scriptions which follow.
F-2
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EXIT

This subroutine terminates program execution and returns

control to the operating system. A STOP statement may be preferable.

TIME(a)

This subroutine can be used as a function »r suhroutine.
The value is returned via the argument snd the ncrmal funcrion return.
The subroutine returns the current reading of the system clock as the
value of the argument a or of the function in the form 10Hbhh.mm.ss.b,
where b denotes a blank, and hh, m, and ss are the numbers of hours,
minutes, and seconds, respectively. The value returned is Hollerith
data and can be output using an A format specification. The type of

this function is real.

DATE(a)

This subroutine can bte used as a function subroutine. See
CALL TIME(a), above. The current date is returned as the value of ar-
gument a or of the function in the form 10Hbmm/dd/yyb (unless it is
changed at installation option), where b denotes a blank, mm i« the
number of the month, dd is the number of the day within the month, and
yy is the year. The value returned is Hollzrith data and can be out-

put using an A format specification. The type of this function is real.
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STRUCTURING THE INPUT FILE FOR MATRIX

at the Courant Institute's CDC 6600 is assumed.

In the set-up presented below, the NOS

stem in use in 1977

It is also assumed

that the reader can refer to the UPDATE Reference Manual or a counter-

part program.

INPUT FILE FOR MATRIX

Name | Keypunch Cards (one per box) Instructions

Sys- | _ _ _ _ .MATRIX Identification number and

tems other information depending

Cards on system. ]
USER( ) USER and user code.

Charge card.

RESOURC (MT=2)

Only if more than one set of
task data for MATRIX array
is being run.

250

HEADER.MATRIX__ = = etc Optional to print out heading
- across a whole page.

LABEL(OLDPL,VSN=I_.___ ) Identifies OLDPL tape.

UPDATE(Q,D, 8,K=TAPE2) For selecting tasks using *C
form of UPDATE. )

UNLOAD (OLDPL) Only if just one set of task
data is being run.

LABEL(PROGRMS,VSN=T_ ) Identifies program tape.

SKIPF(PROGRMS, 4) Skips over EDIT, PCVARIM,
X2MOFA, and X2MFA2.

COPYBF (PROGRMS ,MATRIX) Copies program to local file.

UNLOAD ( PROGRMS) Only if just one set of task
data is being run.

RFL (200000) Defines field length.

SETTL(1000) Time limit.

MATRIX.

End of Record Card Only if just one set of task
data is being run.

| REWIND(OLDPL,TAPEZ,MATRIX) With second set of task data.
UPDATE(Q,D, 8,K=TAPE2) With second set of task data.
MATRIX. With second set of task data.
*These three cards are repeated

again in this order as many
times as there are sets of
data bevond two.

End of Record Card After last systems card.

F-4
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INPUT FILE FOR MATRIX (continued)

Name

Keypunch Cards (one per box)

Instructions

In-
put
Cards
For
UpP
DATE

*C’ » »
and/or
*C,
*c,— -
etc

Calls the first set of tasks to
be placed in the first array in
the order selected; i.e., HSMS
uses point score order, Task
Code Number order, or factor
loading order.

Col. 1 is always asterisk;

cul. 2 is always C;

Col. 3 is always comma;

then follows one or more Task
Code Numbers separated by com-
mas, with no comma after the
last entry, up to Col. 80. It
is convenient to place tasks

on cards so that they can be
rearranged for various arrays.

End of Record Card

put
Cards
for

TRIX
Para-

meter
Card

Title card. Cols. 1-4%) read
as one line; Cols. 41-30 read
as second line. Use to iden -
tify the salient features of
this first array of task data.

Cols. 3-5

Col. 10

Col. 15

Cols. 16-20

Right justify in fields except
as otherwise indicated.

Number of tasks in this set;
up to 500.

Punch 1 for long, expanded
array.

Punch 2 for short array.

Punch 3 for condensed array
(best for analysis).

Punch 4 for all of the above.

Number of copies of output.
Leave blank to call input data

from UPDATE TAPE2 or enter name
of alternate file. Left justify.

End of Record Card

Repeat the set-up on this page for second set of tasks, zad repeat again
for any additional sets of task data, one set-up per set.

| End of file card comes last of alll

F-5
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T

CPls] FIN 4.6+428 77/09/15

MATR\X

GCYERLAY(MATRIX»0,0)

PRQGRAM 1ATRIX(TAPElyTAPE29INPUT;JUTPLT;TA“ES-INPUI9TAP669
+ TAPE7=0UTPULT)

INTEGER TASK» STABLEsA»TID»TABLE»CHOICES FREQIPTK

COMPON /GILO/Z TITLE(B)»TCDAYSNPGyTLM

COMMON /GIL1/ TASK(H00),STASLE(L16),A(8)

COMMON /GIL2/ NTASKsISRTSNSVsNsNRyNKCsTIDy CHOICE NCOF

COMMON /GIL3/ KCL500)»KV(500)»TABLE(500)5LCt500)sLCS(501)»NE(S500),
+ FREQ(500),FT2(500)

COMMON MAT(40000)

CALL DATE (TQDAY)
CALL TImELTIY)

5 CALL INPULT
CALL HEAD

ISRT=0, TASK DATA SURTED AS DESIRED AND IS ON UNIT 2
ISRT20, DATA MUST BE EXTRACTED FRU™ MASTER FILE ON UnvIT 1
AND ®ILL 8E wRITTEN JIN UNIT 2.

IFCISRTeNELC) CAaLL SELECT
CALL GET

Call FORM

CatL gu-

G0 10 o

EnD

24

KRONCS
MATRIX
WATRIX
4ATRIX
CIMMCN
CIMMON
EXTEND
Cimern
EXTEND
EXTEND
EXTEND
MATRIX
1ATRIX
4ATRIX
MATRIX
MATRIX
MATRIX
MATRIX
MATRIX
1ATRIX
AATRIX
MATRIX
4ATRIX

MATRIX
MATRIX
4ATRIX
“ATRIX




oMo

OO0

SUBRQUTINE INPUT [NPUT
INTEGER TASK,STABLEsAs TIDs TABLE,CHCICEsFRES) PIK C iMmaN
CGMMOM /GILO/ TITLE(B)»TODAY,NPG, TIM CIMMy
COMMON /GIL1/ TASK(500)ySTABLE(16)sA(B) g&fcD
COMMON /GIL2/ NTASK»ISRT»> NSV, Ns NRoaNKCy» TIDSCHUICESNCOP Comknn
COMMON /GIL3/ KC(500),KV(500) , TABLE(500),LC(500),LCS(>01)sNB(500), EXIEND

+ FREQ(500),PTR(500) EXTEND
COMMDN MAT1(40000) EXTEND

C INITIALIZE MAY WITH BLAMKS IvPUT
CALL SETRAY(MAT»40000s1H ) EXTEND

NPG= O iNeuT

INPUT

READ IN TITLE CARD InFUT

[ikuT

5 READ(55500)TITLE INPUT
IF(EGF(5))1G,20 INFLY

10 CALL EXIT INFLT
INPLT

READ IN PARAMETER CARD InelT

[napuT

20 READ(59510)NTASKyCHOICE)NCOP» ISK]T IxPUT
NeNTASK INPLT
IF{ISKTLEG.O) GO I 3¢C InPLUT

C READ In TASK NCS. [HFLT
C IF DATA IS5 T6 BE EXTRACTED FROM =aSTER FILE 2d USIT 1 InpLT
READ(S»5203(TASK(I)sIslsN) 1vruld

30 RETURN IvvyT

C INPUT FURMAT STATcEMENTS IneuT
9500 FORMAT(6ALQ) InPUT
510 FORMAT(1615) IvouT
520 FORPAT(5X1515) Ter T
END [oruTd
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SUBRDUTINE SELECT
INTEGER TASKsSTABLESA»TIOsTABLESCAHLICE)FREW,PIR
COMMOM /GILO/ TITLE(B)»TOUAYHNPG»TLHN
COMMON /GILL1/ TASK(500)»3TABLE(L6)A(8)
COMMIN /GIL2/ NTASKsISRTINSVINSNRINKCy TIDs CHUICES NCCF
COMMON /GIL3Y/ KC(500)»KV(500)» TABLE(500)»LC(500)»LCS(501)sNB(500),
+ FREC(500),PTR(500)
COMMON MAT(40000)
SELECT ONLY THISE TASK CARD> DJESIRED
IN ORDER SPECIFIED OGN INX2UT TASK(S) CARDS
083 100 1Is]l,N
REWIND 1
25 READ(1,1000) TIDsNCuUsA
IF(EDF(1))30540
C DATA EXHAUSTED AND TASK NLT  FRJND
30 CALL ERRQR(1)
40 IF(TASK(I) EQ.TID) 6LJ TC 60
C SxIP ADDITIONAL CARCS
CO 50 u=1,NCC
READ(1,1010)
50 CONTINUE
60 TO 2%
C wRITE SELECTED UJATA JiTu UNIT 2
60 wkITE(251020)A
DO 7G J=loh(CD
READ (1»,1020) A
wRITE(2»1020) A
70 CONTINULE
100 CONTINUL

O o0

C UNIT 2 CONTAINS JDATA IN .RCER REGUIKED

(.
L0t

SELECT
C J1maN
CoMmON
EXTEND
CimanN
EXTEND
EXTEND
EXTEND
SELECT
ELECT
.cLECT
SELeCT
SELECT
SELECT
SELECT
JELECT
SELECT
SELECT
SELECT
YELECT
SELECT
SELECT
>clLECT
SELECT
SELECT
JELECT
SELECT
SELECT
>ELECT
>elLECT
SELECT
>cLECT




ENDFILE 2
REdAIND 2
RETURN
C FORMAT CARDS FQOR TASK DATA
1000 FORMAT(TS5,165,T29512,T1,8A10)
1010 FOKMAT(1X)
1020 FORMAT(BALO)
END

SUBROUTINE GET
COMMON /GILO/ TITLE(S),TODAY,NPG» TIM

+ FREQ(500),PTR(500}
COMMON MAT(40000)

INTEGER 3CD(5)

REWIND 2

C GET DATA FRGOM UNIT 2 ANO FUR™ MATRIX MAT
110 DO 200 I=1,N )

READ(252000) TID, NCDs BCD, TASK(I)
IF(EOF(2) .EQ.0)GU Ty 115

WRITE(7,51)

+N PARAMETER CARD®)
CALL EXIT
115 CONTINUE
IFC(MOD(I,25)=1) «NELO) Gu TS 120
CaLL 727
WRITE(6,6000)

COMMON /GILL1/ TASK(500) STABLE(16)sA(8)
COMMON /GIL2/ NTASK’ISR1’NSVDN’NR’NKCDTIDSCHOLCE’NCOP
COMMON /GIL3/ KC(500)»KV1500)’TABLE(500))LC(500);

25

INTEGER TASK, STABLEs Ay TID» TABLESCHOICEs FREQs FTR

1 FORMAT(#*INPUT ERRIRS: N3« O TASKS LN TJAPE LeSS THAN MG, UF TASKY G

LCS(501),NB8(500),

SELECT
SELECT
SELECT
SELECT
SELECT
SeLECT
SELECT
SELECT

GeET
CAnmpn
CIHMIN
ECTEND
cIMMON
EXTEND
EXTEND
EXTEND
otl
GET
Ge 1l
GET
GET
EXTEND
EXTEND
EXTENC
cxTEND
FXTEND
SATEND
61
GET
GE




[a X

120 wRITE(0,6100)I»TID,3CO
K=l
LeN3V
READ(252010)ITs(KVIJ)sd=Kyl}
IF(IT.NEL3RTOL1) STGP
IFI(NCD.EQ.1) GO TC 180
(NLY CARD TJC AND TO1l ERIST
LBTAIN KC INFOD
130 GO 150 II=2,NCD
K=l +1
Lesl +4
READ(252020)(KC{J)sKVIJ)sdsK,L)
150 CONTINUE
180 AKC=L
190 CALL UPDATE(I)
200 CGNTINJE
CALL Tup
WRITE(656200) NyNR
RE TURN
2000 FORMAT(THIRS59T299125T3294A10,A75TE,13)
2010 FIRMAT(T1,R3,T31s16(1X,R2))
2020 FORMAT(T23,4(2XKE»1XR2))
6000 FORMATC/10X¢I#,7Xx*TASK NJo*,5X#TASK ICENTIFICATIINe,
X /1X68(10Ad=w~=—=mvemem )7)
6100 FURMAT(/ 6XI599Xxkb6y3A4A105A7)
6200 FORMAT(1HO»Sx#N 1, TAMKS = #,]06,5a%M]e JF CATEGLRIEY = %,16)
END

GET
GET
ST
GET
GET
GET
GET
GET
oET
GET
GET
ot T
ocT
GET
oET
GET
GET
GET
GET
GET
ocl
GET
oeT
GET
GeT
GET
GET




SUBROLTINE UPDATE(J) JODATE
INTEGER TASKySTABLEsAsTIDsTABLE)CHGICE, FREGLS PTK CIumen
COMMON /GILO/ TYTLE(B)»TUDAY»NPGTI™ CIAMON
COMMON /GIL1/ TASK(500)sSTABLE(L6)sA(8) EXTENG
COMMON /GIL2/ NTASKs ISRTSNSVsNyNRyNKC» TID» CHUICESNCLP ClavQn
COMMON /GIL3/ KC(500),KV(500)» TABLE(500)5LC(500),LCS(501)sN6(500), EXTEND

+ FREQ(500),PTR(500) EXTEND
COMMON MAT(40000) EXTEND
INTEGER SABLE(S00)sNAT(500) EATEND
INTEGER DZ, 88 ] UPDATE

UATA DZ/2R0O0/ | UPDATE

DATA B88/8R / uPDATE
IF(J.NELL) GO TC 150 J20ATE

C VPDATE
o INITIALIZATION ENTRY FOR FIRST TASK ONLY J2DATE
c JPDATE
CALL ZERD(FREQsNTASK) : J3DATE

ISv=0 U2DATE

IXC=0 JPOATE

00 100 Is1,Nk( UPDATE
IFCILLEWNSY) GO T2 90 JODATE
IF(KC(I).EQ.B8) GI T 1CO UPDATE
IF(eV(I).EQ.DZ) XV(I)=2R U>DATE
IKCsIKC+1 YPDATE
SABLE(IKC)=KC(I) UPDATE
NAT(IKC)=KV(I) UPDATE

G0 TO 100 JPDATE

€ SKILL CATEGOKY AND VAaLUE UPDATE
90 IF(KV(I)«EQ.DZy 6 TO 100 JPOATE
1SvsISV+) UOPDATE
TABLECIDV)*STABLE(]) USDATE
FREC(ISV)=] L2DATE
PAT(ISv)=sKV(I) USCATE




100 CONTINUE UPDATE

KsISV+IKC UPUATE

LC(J) =k UPDATE

NR=K JUPDATE

KisK UPDATE

C SJRT IN ASCENDING GRDER KNGwLtEDGE CATEGORIES FUR FIRST TASK UPDATE
IF(IKC.EQ.0 )} GC TO 120 UPDATE
PTR(1)=] JUPDATE
IFCIKC.EQ.L1) GL TC 105 UPDATE

CALL SHLSRT(SABLEsIXCsPTIR) UPDATE

105 DO 110 I=1,IKC JPDATE
TABLE(I+ISV)SSAELE(PTR(I)) UPDATE
MAT(I+ISV)IaNAT(PTIR(I)) UPDATE
FREQ(I+[Sv)=] UPDATE

110 CONTIMUE JPOATE
120 RETURN UPDATE

C uPDATE
C ENTRY FCR ALL TASKS EXCEPI THE FIRSY JPDATE
C JPDATE
150 kO=NR JPDATEL
¥FsQ UPDATE
KeKT+AR JPUATE

C JPDATE
00 200 Is1,NKC JPOATE
IFCCToLEaNS¥) e ANDo(RVII)eCUaDZ)) 6L Tu 2090 UPDATE
IFCI.LEe NSW) KC(I)=s3 "ABLE(I) UPDATE
IF(KC(I)oEQ.888 ) 3J T4 202 UPDATE
IF(KVv(I)etEQ.D2) KV(I)=2R JPDATE

C UPDATE
00 160 Ls=l,x( UPDATE
IF(RC(I)eEwe TABLE(L)) Gu TPQ 17C uedatTe

160 CONTINLC YPDATE

C UPRATE

! o\
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C NO EMYRY EAISTED IN TABLE BEFLRE AOD ONE UPDATE
Mapme]l UPDATF
SABLE(M 1=XCU]) YPDATE
NATLM Jagy{(]) U20ATE
o0 10 206 UPDATE

g JPDATE

C EMTRY EXISTED IN TABLE 3EFCRE UPDATE APPRIPIATZ Ruw FuR THIS TASK UPDATE

i U2 DATE

170 COMYINUE EXTEND
KTPL = KT + L EXTEND

IF {KTPL.GEL.4OCGE) GO TO 220 EXTEND
MAT(KTPLY = Ky(]) EXTEND
FREQULIZFREQ(L) +1 JPDATF

200 CONTINUE JPDATE

C JODATE
202 IF(M.EQ.Q0) GO TO 210 UYDATE
PTIR(1)=1 P DATE
IF(M.EQ.1) GO TU 204 UPDATE

C UFDATE

C SORT IN ASCENDING URDER Niw CATEGIRIES FGOR THIS TASMK JPDATE
CALL SHULSRT(SABLEM,PTR) U2DATE

C JPUATE

204 DJ 205 I=sl,m UPLCATE
NRsNR+1 JROATE
TABLE(NR )= SABLE(PTR{I)) U2DATE
FREQ(NR) =] J2DATE
ksK+] UPDATE
MAT(K)eNAT(PTIR(I)) JPIATE

205 CONTINUE JPlaTEe

210 LClJy)=nR UPDATE
K TsK w2DATE
RETURN J73LTE

220 wRITE(75230) TID,y LETEND

CALL ABCKT(10HIVERFLUw ) £ xTEND
23C FORMAT(3X® LAST TA K KEAD #yK6, @ SF O ey TlOs®lASKS KEAN4/) FLTEND
END G2t Tx
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SUBROUTINE FORY™ r IR~
INTEGER TASapSTAGLZ»A»TIJ»TABLESCHIICZsFRECY FIK C IMMON
CIMMEN /GILO/Z TITLE(S)»TudaYs NPy TN CImMDN
COMMON /GILLZ TasSK(50G)»STABLE(LO)»AL(S) EXTEND
CTINMON 7GIL27 MTASKY ISRT» o NxsRyNKCo TIDS CHSICE) NCOF CI4mdy
CIMMgn /GIL3/ KCE500) »KV(500) » TABLE(S00)sLC{200)»LCS(5CL)pRE(530)y EXTEND
+ FREQ(500}»,PTRE{5G0) EXTEwWD
COmMCN 4A7{40000) EXTEND

LCs(l=} F IR~

MALL shNTASK+] FIRY

03 100 Is2,aaALL FIRM

LCSE D)L CSCI-1)+LCLI-1) Fixm

130 CONTINuUE FORM

150 RETURN FIRM

EnD Fire

SudRdutine U7 1,1
INTEGER TAS&,SIABLEyA,II::TADLE,CAUKC:,CRE.,Jl& Comwn
CLAMON /GILCY TITLE(S)»T30AYs PGy | L < MmN
SoMMIN sGILLY TALELSD0 ) TaLLE(LB) A (5S) LLTEMD

Ci9™an /GIL 24 NTA?K)I:R]ONSV}N"RthCpTIDQCﬁ-ICE}NCr‘ SR
ComrIn /6L 3/ KC(500)9Ki(503)93A6LE(5u3)9LC{>Ju)9LC§(bLi)ph&(bGO)p nx¥esy

+ FREV(9D01925R(5CO) crTENY
CIMPLN waT(90000) EATEND
INTEGER LINE(1l4) AT
£7 10 I=lseNTask i 2T
EnCLOE(390310Us TASK(I)) Tarxil) A
CECLO2(3,6020,145~(11) tao< (1) Sl
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100
200
300

400

390

1000

6900
£010
6020

CONTIMUE

IFCICHOICELLE0) o Co(CHTICELGTL43)60 10 300

60 T0(100,200,30654007 CHIICE
CALL MATOUT

60 7o 900

CALL MATSHT

60 T4 900

CALL MATCNMND

60 T3 9090

CALL MaTQUY

CALL MATSHT

CALL MATCND

PRINT FREQUENCIES FUR SKILL SCALES AND KNOwLEUGE CATEGURIES

SORTED IN ASCENDING 3JRDER .,
Call KCFrZg

CALL TIRZ{(TInN)

CALL HEAD

ENOFLLE 6

DC 1900 ICOP=1,NCOP

RENIND 6

READ( 65 6000) LINE
IFUEDOF(6) «NE.O) SO TQO 1€00
WRITEC756000)LINE

66 10 950

CONTINUE

RewIND 6

RETURN

FORMAT(13410,46)
FORMAT(I3)
FORMAT(R3)

END
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SUBRUOUTINE MATUUT

INTEGER TASK, STABLE,A, TID» TABLESCHOICES FREGY PR
COMMON /GILO/ TITLE(B)»TUDAY»NPGHTI™

CIMMON /GILLZ TASX(50C), >TAGLE()LO6)»A(S)

COMMUN /GIL2/ NTASK» ISRT,NSV, Ny NRyNKCy TIO»CHUICE,NCOP
COMMON /GIL3/ KC(500),KV(500),TABLE(500),LCe20G)»LCS(5013sNB(500),

+ FREG(500),PTR{500)
COGMMIN MAT(40000)
INTEGER BLANK(25)sLINE(2Z3)
mr=25
CALL SETRAY(BLANK»M,3R )
D3 1000 K=1,NTASKs2Y
mamINO(My)NTASK)
MMKs24~(M=K)
0Jd 20C Lsl,Nk
IFC(MOD(LY»25)~1)uNELO) G2 T 10C
CALL 1uP
IF(MMKEWeO) GL 12 60
PRITE(6,6000) (TASK(I),Isny M), (BLANK(y) symlypmmn}
63 19 70
rRITE(6,6000)(TASK(I),I2K,¥)
wRITE(6,06200)
CALL ScTRAY(LINES29s2x )
OO 150 lsg,=~
Ils]-x+]
JsLCS(I)+L~1
TF (a0t eLlCSIINeA?0eyar Tobl341¢1)) LINECII)=4a3(4)
CONTINUE
wRITE(6s0100)TAcLe(L)y LINESTABLE(L)
wKITE(H6200)
CoNTINUE
& LRV

292

mATONT
CarMaw
LIMFON
EXTEND
CIMMOn
EXTEND
EXTEND
EXTEND
MATLLT
HATCUT
AT OUT
MATOUT
MAFOUT
“ALLJT
MATOIUT
TATCUT
mAT LT
1ATLUT
MATOUT
MATDUT
MATLUT
MAT LT
MATOLY
MATUT
MATLUT
MATOUT
SATLUT
AT LT
waJllLll
AT LuUT
AAT VT
“AT 0T




1000 CONTINUE MATLUT

RETURN MATCUT

C FORMAT STATEMENTS MATOUT
6000 FORHAI(1X*CATEGGRY/*25(R3#/*)pZK*CATEGSKY*) TATOUT
6100 FORMAT(1XRB8jy% #525(1XK2% *)y2XR8) MATHUT
6200 FORMAT(1H ,13(10hwrcccanraaa )) MATOUT
END MATQUT
SUBROULTINE MATSHI MATSHT
INTEGER IASKaSTABLE’A’TID;TABLE;CHGICE:FREG’P]R CComMMCN
COMMON /GILO/ YITLE(8)»TODAY)NPG, TIM CImmny
COMMON /GIL1Y/ TASK(500), 2TABLE(16) 9 ALE ) ctXTEND
COMMON /GIL2/ N’ASKﬁISRT»‘SV}NﬁNR9NKC9TIO;CHUICE;NCU? Campdn
COMMON /6GIL3/ KC(&OO);KV(SOO)pTASLE(500)pLC(5OO)pLCS(501)9H8(500)9 EXTEND

+ FREQ(500),PTR(500) EXTEND
COMMON MAT(40000) EXTEND
INTEGER BLANK(25)sLINE(25) AT SHT

Ms25 4 JSHT

CALL SETRAY(BLANK),M,3Rr } ALTOHT

DO 1000 K=1,NTASK,25 MATSHTY
MeMINO(MyNTASK) MATSHT
MMK=24=(M=K) MAT>HT

0d 900 Ls=l,nk PATSHT
IF((HGD(L’50)“1).NEo0) CJ 1¢ 100 YATIHT

CALL Tg? MATSHTY
IF(MMK.EQ.0) GG TC 60 MATSHT
wRITE(6,6000) (TASKE{I)»I3Ksm)s (BLANK () =1, rbk) MATSHT

60 TO 70 MATSHT

50 WRITE(656000) (TASK(I)pIzr,m) MATSHT
70 wRITE(696200) MATSHT




100 CALL SETRAY(LINE»2552R )
CO 150 Isx, M
[[es[-K+1

120 J=LCS(I)¢L-1

150 CONTINUE
200 WRITE(6,6100)TABLE(L)» LINE,TABLE(L)
800 CONTINUE
900 CONTINUE
HuMe25
1000 CONTINUE
RETURN

C
C FORMAT STATEMENTS
C
6000 FORMAT(LIX*CATEGURY/#25(R3%/%*),2Xx*CATEGURY*)
6100 FORMAT(1XR8s* #,25(1XR2#% #),2XR8)
6200 FORMAT(1H »13(10H-=vecoceuex ))
END

130 ISCJeGECLCS(I)eANDeJoLToLCS(I*1)) LINECILI)®MAT(4)

MATOHT
MATSHT
MATSHT
MATSHT
4YATSHT
MATSHT
MATSHT
MATSHT
4ATSHT
MATSHT
MATSHT
MATSHTY
MATSHT
MATSHT
4ATSHY
MATVHT
MAATSHT
MATSHT
4ATSHT




SUBROUTINE MATCND MATCND
INTEGER TAS&»STAELE)A;TID)]ABLE»CHGICE;FREG)PIR CLwprn
COMMON /GILO/ TITLE(B),»TIDAY,»nPGTIM CIvMON
COMMON /GIL1/ TASK{(500),3TABLE(16)9n(3) EXTEND
COMMON /GIL2/ NTASK»ISRTINSVIN,NRyNRCVID»CHUICE, NCOP CUAmYaN
COMMON /GIL3Y/ KC{500)»Kv(500),TABLE(500),LC(500)sLCS(501),NB(500)s EXTEND

+ FREQ(500),PTR(500) EXTEND
COMMON MAT(40000) YTEND
INTEGER BLANK(42),LINE(42),\3ul(3,200) MATCND
CALL ZERD(XOJIL,600) MATCAND
Ms42 MATCND
MM= 42 1ATCND
CALL SETRAYU{BLANK,MM, 3R ) MATCND

D0 50 K=1lyNTASK MATCND

DO 50 Ls=1,3 4ATCND
Ll=42+L#*p MATCND
KOOL‘L’K)-“.'\.“ASK(SIO)).AOSHIFT(TASK(K)’ LL)) el e IJJL (L sn) MAICMD

50 CONTINUE 9ATCAD
DO 1000 KslyNTASK,M» 1ATCND
MeMINO(M,NTASK) MATCHMD
MMK= {MM=1) ~(M-K) 1ATCAG

00 900 LslyNE MATCND
IF(L.MESL, GO T7 100 TATCND
CALL wmGP MATCND
IF{MMKGEC.,0) GL T 60 MATCAD
WRITE(6,» 6000 ((KCILILLI L) s I8Ky M) p (LANK(Y) sJslyvK)),LL=l,3) wWATCMD

GO TL 70 FATOND

50 WRITE(096000) ((KIZLILLsI)p]mryv) sLi=]1,3) +ATCAD
70 wRITE(696200) 1A1CND
100 CALL SeTRAY(LINE,uvy2x ) AA{ N
00 150 Isk,m ~ATCND
I{sl-x+] “AfC w0

2]
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120 JelLCS(I)+L~-1 MATCAD |
130 TF(JeGECLCSUI) eANDedoaLlLTalSS(I+1)) LINz(LI)=%AT(J) MATCND ;
150 CONTInUE MATCAND
200 WRITE(656100) LINE,TABLE(L) MATCND ;
800 CONTINUE AATCND
900 CONTIMUE MATCAD
MesMeMM MATCND
C MATCNU
C GET GUT OF GKAPH M({[LE MATOAND
C mATCwD
WRITE(0»5400) MATCND
1000 CONTINUE 1ATCND
RETURN MATCND
C AATCND
C FORMAT STATEHMENTS MATCND
C 1ATCND
0C00 FORMAT(L1X42(* syklpvde)ylxe SKILL #,/ MATCND
X 1X42(% #,kl,sde),]xe {R *y/ MATCM
X 1X42(* *yR1y*x4%), 1 X*CATEGSRY®) “ATCnD
6100 FURMATLLIY42(1XR2)s1xXRB) MATCND
6200 FOURMAT(LIH »13(1l0H~~=cw—eau= ) 9 $rm *) MAfCNE
6300 FCRMAT(s.s) MATONS
6400 FORMAT(*R%) AATCND
END “ATCAD




SUBROUTINE KCFREQ KCFREQ

INTEGER TASK, STABLEsASTIDsTABLESCHOICEs FREWS PIR CammON
COMMON /GILO/ TITLE{8)»TODAY,NPG,»TIN COMMON
COMMON /GIL1/ TASK(500)’STABLE(16)’A(8) EXTEND
cCOnMmMOM /GIL2/ NTASK’ISRT’NSV’N’NR’NKC’TID’CHOICE’NCGP CanMon
COMMON /GIL3/ KC(500)’KV(500)’TABLE(500)’LC(500)’LCS(501)’NB(500)’ EXTEND

+ FREb(500)’PTR(500) EXTEND
COMMON MAT(40000) EXTEND

CALL SHLSRT(TASLE »NR»PTR) KCFREC

D0 100 Ls1,NR XCFREQ
XF(HDD(L’50)'1oNEoO) 6d TJ 50 KCFREQ

CALL TOP KCFRED
WRITE(6,6000) KCFREC
WRITE(E5»6010) KCFREQ

50 WRITE(696100) L"ABLE(PTR(L))’FREQ(PTR(L)) KCFRED
100 CONTINUE KCFREQ
6000 FCRMAT(10X*SGRT BY SKILL SCALE ANO/OR KNOwLEUGE CATEGORY*,/) KCFREQ
6010 FORMAT(S5X*L*, BX‘CATEGORY*’IOX#FREQUENCY*’/’ KCFRED
XSX&—-% PR ) $510X¥eccmm e %5 /) KCFREY®
6100 FORMAT(LXI5»8XR8,14XI5) “CFREQ
RETURN KCFREC

END KCFREQ
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SUBRIVTINE HEAD HE AL
INTEGER TASKDSTABLE:’A’[I)DIABLEDCHL'ICEDFRtEC'FlR SALA AN
CIM¥ON /GILOY/ TITLE 8)» T DAY w26, T L BN
COMMIN /GILL/ TASK(500),5TASLECLO)SA(E) EXTEND
Cuman 7GIL2/ NTASK, TSRT»™3V,Np ARy vKCy 110, CHULCE s 8COF Car o
CoMMULN /GIL3/ KC(500),K¢(200), TASLE(500),LC(500),LCS{201)5NB(500), EXTEND
+ FREW(500)»PTR{500) EXTEND
CIMAON maT(40000) EXTEND
wRITE(b,600C) HEAD
wITE(696100) HEAD
WRITE(6,6200) TITLE, FLDAY, 114 HEAD
WRITE(655100) HEAD
FETURM HEAD
6000 FIRMAT(1H1,» 10(/1HO)) HE AC
6100 FUR*AT(30X9%(10H® 258 ses204)) HEAD
5200 FOGRMAT( /1M03144105/1H031X, 4A105 /140, 49XA 105/ 1HO» 49X L0,/ ) 42 AD
£rD HEAD
SUBRGULT Iwe Tuf T3°
INTEGER TA.‘,FDS[AdLE»A»TI.)'IABLE)CH"JICEDI"KE’-D“'iK Cammn
COMMUN /51L07 TITLE(S)»TIIAYSNPG, TI™ Clav
Cammidn FGILL/ TASK(50u ) 3TAELE(LD) »A(G) eX [ELD
Cumvon /o127 PTASKY ISRTIpNZv s MRONKC ) TIU»C4UICEy vCr)? C I Min
Cumiie /GIL3/ »CL500)sKv {5000y TASLECH00) sLCl5u0) s LCSI50L ) sNB{500), cXTEND
+ FREJ(U0D) s PIKLYGU) EXTEND
CIMMIN %AT(4ULOC) zkTe~0
MPOEN G+ ] T e
CALL 1I%e(T1~) v
vRITELO ) 6L0)TITLEST DAY TINMINPG i or
RETHnn 17e
600 FLURMAI(LIHLI2XEAL 0920 LRALO) 92 *FAGE S5y /) :;~
Fo’\D B

PATR
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EN

500
610

1v0

SUBRIUTINE MuP

INTEGER TASK’STABLE’A9TIU:]ABLE)CHOICE’FREQ’P]K

COGMMON /GILO/ TIVLE(B)»T:H,0AYy)NPGyTIM

CUMMONM /GILL/ TASK(Y00),STAILE(L6)»A(S)

Camman /GIL 2/ NTAS‘DIS&T;NSU;N;NR’EKC’TIJ’CHQICE’NCUF

CGMMON /GIL3Y/ KC(500)’KV(500)’TAdLE(SOO)fLC(500)’LCS(501)’NB(500)9
+ FREQ(500),PTR(500)

COMMON MAT(40000)

NPGaNPG+]

CALL TIME(TI®)

TEK GRAPH MQODE

WRITE(6,600)
WPRITE(6s610)TITLESTUDAY, TIMy)NPG

kETURN

FORMAT (1HQ)

FORFAT(1H 92XBAL0S2U1XAL0) s 2X*PaGER 15,/ )
END

SUBRLUTINE SETRAY(A»N»B)
INTEGER 4B

DIFENSTIUN A(N)

O0C 100 I=s]l,~

A{L) =y

COINTINUE

RETURN

EnD

43P
CimmOy
CimMny
EXTEND
ConkQN
EXTEND
EXTEND
EXTEND
\Ip
13
139
4P
Mip
13F
+
1ir
~ 2
1uv
ML

yETRAY
>= T KAY
STTRAY
»ETkAY
sETrAY
SEfRAY
SEIRAY
ST haAy
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SUBROUTINE ERROR(I)

R
INTEGER TASK;STABLE»A;TIO;TABLEpCHUICterEupPTK z::;gv
COMMON /GIL. TITLE(B),TI0AYS\NPG,TIY CuP PR
CummON /GILL/ . SK{L500),5TABLELLG) A (B) EXTENC
CLMMON /GIL2/ h]ASK;ISRT;NSv’\9\R:NKC9TID;CHCICE»”CJF _ CUmMPonN
CIMMIM /GIL3Y/ KC(SOO)»KV(SCO)pTABLE(SOO)pLC(500)»LCS(5OI)»NB(DOO); EXTEND

+ FREG(500),PTR(500) EXTEND
CO"”':N "iAI (‘00000) EXTE“D
IF(IeLEsCeIRIGTo1)ST P ERRGR
STOP 1 ERROR
EnD ERROR
BLICx DATA 3LuCK
INTEGER TASKy STABLE»A» TIDs TABLESCHUICESFREWs PTR CimyCN
CoMMON /GILO/Z TITLE(B)sTUDAYINFGyTIN CimmC
COMPON /GILLYZ TASKE500),5TABLE(L6)A(Y) EXTEND
CuMMDN /GIL2/ NTASK) ISRTp NSV ipiRsMMCHrTIDsCALICE, V(OP CumrON
CUMMEN /GIL37 KC(500)sKv(200)» TABLLU500)sLC(500)»LLSE501) M 15(200)y EXTEND

+ FREQ(500),PTKk(2G0) EXTEND
COMMIN MAT(40000) EXTEND
UATA nSV/167 3L5CX
CATA STABLE/BRLuUCHMUTHN, 3RL3J MANP, ERGDG=3TROGRHUT INTR, 8LuCX

X BXLEAUSHIPY 3KRIRAL USESBRREAD (oZsboKkarIT USE, 3Lt-CK

BRMETHIUS »eRGULALITY »BRFIGULRAL »3RSYMBLLICS 3LLCK

X BRTAXINNIMCy SRIMPLICITy3RFINC ERRy kHUMN ERR/ 3L CK

END 3LuUCK
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IJENT

SHLSR TS

SHLUORT = 1 wCRO/ZENTRY TABLE SoRT

CALL SHLSRT( TABLE » N ) ~ OIRZCT ( I~ PLACE ) 57T
Ny

CALL SHLSRT( TABLEt »

ENTRY?

PIn ) - [MIXeCT »uxT1

FTABLE = ADDRESS oF TABLE ( ARRAY ) Tu 8t +°RTED

N o® MUMBER JF wyROS IN TAGLLE

PTR = AJDRE>3 GF AN APRAY Tu 8¢ JSED A5 A 2)INTER
TABLE ( DIMENSITMED PTR(N) )

IF THE THIRLD ARGUAENT IS ABSERT THEN A JIRECT ( I« #LACE )
SCRT wILL BE PERFURMEDy ELSE THE THIRD ARGU¥ENT “ILL

3t USEU A A PLINTER TABLE ANU AN INJIRECT ( P3IINTER )
5.9T wILL BE PERFUKM™ED. ON EXIT THE ACINTER TABLE «ILL
PCINT THE THt cLo4eNTS F #TAolLe# Iv ASCENOIvs  RIER.

ENTRY
8S$S
Y'Y
YAG
rS
»31
2A2
>XE€
2A3

SriLSRT

ST3a RESTORE AC
x5

aAl+dl
AQ
A2+tl

SHLSRT

SHL SRT
SHLSRT
SHLSRT
SHLSRT
SHLSRT
SHLSRT
SHLSRT
SHLESRY
SHLSRT
SHLERT
SHLSRT
SHL SRTY
SHLSRT
SHLSRTY
SHLSRT
SHLSRT

SHLESRT
SHLSRT
THLSRT
CSHLSRT
SHLSRT
SHLERT
SHLSRT
IHLSRT
SHLSOT




SA2
SAQ
SA6
587
S36
NZ

$X6
AX6
386
S83
IR

S84
S82
sS85
SAl
SA2
[Xx4
PL

BX6
LX?
SA6
SA7
382

583
532
LE
EQ
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Xl-1
STBA
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X2
X3,5T8i
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1

Xé
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B6,STBO
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AO+B5S
X2-xX1
X455783
X1

x2

A2

Al
B2-86
B2,S§T62
B3+81
83
B3sB84,57182
$181

AQO = FWA-1
SAVE A0

N = N (LENGTH)

IF AN INDIRECT SORT KEQUESTED

M= M2

J =1

RETURN IF ¢ = 0
K = N~-M

I =4

L = I+M

A{I)

A(L)

IF AlL) «GT. A(I)

INTERCHANGE A(L) AND A(I)

I = I-M
IF 1 6T, 0
Jd = J+1
I =y
IF J JLE. K
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AFPENDIX G

ViEW OF THi HEALTH SEZRVICES
0311 ITY <fUSY METHORSLOGY *

Some Nofres on the Ztatistical Methed tirilized by the Health C-1
Serviczs Mobility Study.

5y Earl E. Davis

An Zvoiuatrion of the Health Services Mobilitv Study Methodology. (-29

by Philiip R. Mervifield

A Critical Review of the Merhodology ind Statistical Treatment  G-47
»f Data in the Task Anal'sls and Career Ladder Design of the
Health Services Mobility Scudy.

by Mark I. Appelbhaum

The three papers pvesented in this .ppendix were written in 1976
in respanse to requists from the Lirector of HSHME and its fundine
agency. The meterisls reviewed did not iaciude the full-scale
application of HSMS methodology in diaznesti. radiologv and the
developnient of curriculum guidelines. which were reperted in late
1976 and 1977.



SOME NOTES N THE STAT.STICAL METHOD UTILIZED BY THE HEALTH
SERVICES MOBILITY STUDY

By Earl E. Davis1

INTRODUCTICN

The purpose of this paper is to provide a2 rationale for the sta-
tistical proceduves utilized by the Health Services Mobility 3tudy (IISMS)
in its task aunalysis method. Ti ‘*asic statistical! techmique used by HSMS
to analyze its task data is that of factor analysis. HSMS use of factor

analysis has been reported briefly in some of its documents [10, 11, 12,

4}

13i.  This paper proposes to provide a technical description and explana-
tion of the techniques used and statistical decisions made in connection
with the HSMS method. We hope that this will facilitate replication of

the HSMS -tatistical analyses and will pruvide a concrete basis in terms of
which to discuss the rationale for the technigues ad»pted, to thus make

possible critical review.

We first present a brief dascription of the HSMS data base and
the HSMS use of factor analysis. Then some of the issues and some of the

literature of the field are discussed in connection with the particular

This document was prepared by Dr. Davis in Jannuary, 1976, at the request

cf the Health Services Mobility Study (HSMS). It has been edited by Eleanor
Gilpatric«, Director of HSMS. Dr. Davis was formerly Chief Consulta:.t of
HSMS. He 1s currently Research Professor and Chairman of the Department of
Social Psychology a=d Sociology of The Economic and Social Research (nsti-
tute, Dublin, and Adjunct Professor, Department of Statistics, Trinity
College, University of Dublin.

Numbers in brackets refer to references listed at the end of chis paper.

(l"‘l
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procedures utilized in the HSMS method. The issues relate to (1) th: ap-
propriateness of HSMS data for factor analysis, i.e., the basic assump-
tions underlying the use c¢f parametric stat.stics in general, and factor
analysis in paiticular, (2) the questin of whether communality estimates
or unities in the diagonal are preferable in che tactor analytic procedure,
and (3) the choice awmnng dirferent rotation.l proceduces. These are cons id

ered in the 1'ght of HSMS objectives and the nature of the HSMS data.

Terms

A possible source of confusion in a discussion of factor analysis
is various authors' use of terrs. For example, terms such as "principal
copnnents,' "principal axes," "principal factors," "principal axis fac-
tors,"” and others are used somewhat differently (and sometimes a bit
toosely) by different writers. In a recent criticism of an article
oy Timmermans and Sternbach [45] one writer,reflecting Harman's usage[16],
suggests that "the distinguishing haracteristics of factor analysis in
contrast to principal compcnents snalysis is the cubs:titution of estimates
of communalities in the diagonals in place of unities..." [36, p. 861].
Harman distinguishes betweea principal components ard principal factors
{16, p. 100] (i.e., componen:c analysis an¢ classical factor analysis [16,
p. 346]). In this paper we use the term factor analysis t cover a variety
of methods including the piincipal components method, unless distinguish-

ing one method from anrther.

We also prefer to vse the term "principal axis (PA) factors' in-
stead of "principal factors" to avoid confusion with the so-calied "princi-

=2
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technique, which is one of several faccor analytic techniques

pal-tacter
for ext>acting principal axis factors in order to reduce an m X m matrix

to an m £ k matriz of PA factors (k < m).

HSMS Data Base

This paper ascumes that the reader is acquainte: with the gen-
eral features, objectives,ard underlying data base use’ in the HSMS method
of task analysis as presented in relatively nuntechnical terms in various

HSMS documents {10, 1i, 12, 13;.

The goals of the HSMS method are to desigi job ladders and cur-
ricula based on the skill and knowledge requirements of tasks. This re-

Guires a descriptive use of tatistics.

Jne featur. c¢f the HSMS method is a carefully conceptualized def-
inition of the basic unit of observation, the task. The interrater reli-
ability of the definition, usad to identify tasks in the field, was tested

and showed : ratisfactory degree of reliakility.

The basic variables developed in the HSMS method 2re sixteen skiil
dimensions and the knowledge categories of the HSMS Knowledge Classifica-
tion System. These variables are applied to the task observations and are
assigned values by use of the scales developed for each >f the skills and
a scale used for all the knowledge categcries. Each o5 these seventeen
scales was developed in a complex and car=fully applied procedure using
the Thurstune equal-interval scalirg technique [9, 44],which gives these

variables tue appropriate statistical prcperties. Each scale has its low-
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est value at zero and its highest at 9.0. Some scales have as many as

eight descriptors. No scale has less than five.

The HSMS method incorporates preparation of the HSMS task data
for analysis using the EDIT program designed for HSMS. Simple and "two-

mode' factor analyses are then used to cluster the variables and tasks. .

In its initial preparation of the data, the EDIT program deletes
variables from consideration that have a frequency across tasks below a
selected minimum. This feature partly solves the problem of variables
which take on a value cf zero for an excessive number of observations.

It also permits the user to reduce the number of variables to an appropri-
ate number ir relation tc the numher of observations, which is an impor-
tant statistical consideration. The EDIT program is Lhen used to "nor-
malize" the data. That is, a nonlinear transformation is performed on

the data to bring it into a closer approximation of linearity among vari-

ables.

HSMS Use of PCVARIM

The initial factor analysis prograw used by HSMS for determining
the number of factors in the solution and for clustering the variables
has the name PCVARIM, which is an abbreviatior for Principal Components
Factor Analysis with Varimax Rotation. This particular program has cer-
tain features that incorporate decisions about some of the procedures
subsumed under the general term “factor analysis.'" The program uses a
principal coumponents technique ior arriving at principal axis factors

("unities" in the diagonal rather than communalits estimates),and it uses
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orthogonal varimax rotations. The mat>ix of variables is a correlation

matrix rather than a covariance or a cross-products matrix.

The PCVARIM program was originated at the University of Illinois.

It was initially programmed by Paul Herzberg [17] under the supervision

of Henry Kaiser in the late 1950's. The factor analytic adaptation of

the original principal components method consists essentially of an appli-

cation of a form of triangular decomposition, which is described in sowc

detail by Harman [16, pp. 101-103!. This is iucorporated in a subroutine
of the program referred to as TRIDI (a technique for tri~diagonalization
of matrices). Subsequently, an extremely useful, widely used sutroutine
was developed by iouseholder, Ortega and Wilkinson, with the appropriate
name of HOW. This subroutine involves a highly sophisticated set of prc-
cedures for the numerical analysis of eigenstructures, and calls, in course,
the other subroutines TRIDI, EIGVEC (eigenvector), and EIGVAL (eigernvalue).
This subroucine was originally programmed by David W. Matula, under the
direction of William Meredith at the University of California at Berkelev's
Computation Center. (A more complete account of the mathematics of the
subroutine HUW may be obtained from the chapters written by tbe originators

of the techniques [see in 37}.)

The resulting PA factors obtzined by PCVARIM are then rotated to
simple structure using the varimax piocedure for orthogonal rotation de=-
veloped originally by Kaiser {20]. The history and mathematics of the de-

velopment o1 this procedure for orthogonal rotation is described in com-
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plete detail by Harman [16, Chapter 14]. We have come to call this set

3
of procedures "simple" factor analysis.

HSMS Use of Two-Mode Factor Analvsis

While, In principle, one can aprly simple factor analysis to
any set of data, simple factor analysis is usually used to arrive at some
structure and a parsimonious explanation of a set of variables ,i.e., ob-
served variations (o variates) which occur over a number of observed
cases, In psychometrics, the cases, or observations, would usually be
individuale. In the HSMS research, the observaticns or sources of ob-

served variations are the tasks involved.

While there is interest in the factor structure of the vari-
ables, i.e., skills and knowledge categories, the ultimate HSMS aim is to
discover the underlying structure of the observations, i.e., tasks. The
reason is that a fo0al of HSMS is the construction of job ladders based
on the tasks. 7n other words, we wish to see how job tasks would clus-
ter witn each other. In principle, e cculd have used simple factor anal-
ysi: of the type described above, or any variation thereof, to cluster
the tasks. The problen was that we then could not know what the bases
were on which the tasks clustered. We wished to inspect the factor struc-

ture of the skill and knowledge variables which comprise the HSMS data

base as the basis for clustering the tasks. What was clearly needed was

"Simple" Ffactor analysis is described here in fairly general terms, since
the sources tu which we refer contain the explicit mathematical formula-
tions which permit complete replication.

G-6
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the capability of factoring in more than one mode simultaneously, in such
a way as to establish a unique relationship among the multiple refereuce

axes of the modes involved, i.e., variables and observations.

The procedure used for clustering the HSMS task observations is
a modified version of the Tucker-Messick procedure for factoring an indi-
vidual differences matrix [7, 49]. The program permits the extraction of
principal axis factors for both observations and variables (two modes),
based on a covariance or a correlation matrix of variables. It is then
pessible to rotate one mode to 'simple structure" by a varimax method, and
to "counter-rotate" the second mode. For HSM3 the first mode is the skills
and knowledges variables; the second mod. is the task observations. Coun-
ter rotation is done by obtaining the transformed characteristic vectors
of the second (observations) mode induced by the varimax rotations of the
first (variables) mode. [See 47 and 48.] We refer to this use of factor

analysis as '"two-mode factor analysis."

A problem similar to the HSMS problem had been studied in psvcho-
metrics over some time, namely, how to establish '"idealized subject types."
In 1964, E. E. Davis and H. C. Triandis, working at the University of
Illinois, read the seminal article by Tucker and Messick [49] describir,

a procedure for factoring an individual differences matrix, and were cware
of the continuing efforts by Tucker in the direction of multi-mode factor

analysis [e.g., 47, 48]. They were also quite fortunate in having a good
working relationship with Professor Tucker, who was in the same depart-

ment at that time. They were thus able to "interrupt" Professor Tucker
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in his concentration on perfecting three-mode (and n-mode) factor anal-~

ysis to apply the principl‘s involved to two-mode factor analysis.

Davis and Triandis were dealing with social attituvies and in-
terpersonal perceptions, but the principle behind the technique utilized

is precisely what was called for to meet the aims of the HSMS method.

In general terms, the two-mode factor analysis program performs
the following fuactions. It permits the derivation of two principal axis
factor matrices,one for variables (skills ind knowledges), and one for ob-
servations (tasks), through a principal components technique, using tri-
diagonalization, modeled on the PCVARIM program described above. The
critical element, however, is the utilization of the Eckert-Young .heorem
[8] for approximaring one matrix from another in such a way that it be-
comes possible to rotate one matrix to simple structure and subsequently
"counter-rotate'" (to use a rather loose terminology) the other matrix in
such a manner as to obtain the isomorphic relaticnship between the two

sets of reference axes that is desired.

In the case of the HSMS method, the first set of principal axis
factors is rotated to simple structure by means of the varimax criterion.
This 1is the first mode. Then the transfcrmed characteristic vectors of

the second mode are cobttained by "counter-rotation" of the corresponding

Utilizing this technique, Davis and Triandis [7] were -able to demonstrate
empirically the validity of a model which provided the resolution of a long-
standing conflict as to the determinants of social acceptance or rejection.
This mudel and the studies and controversies leading up to its formulation
and proof are perhaps best svmmarized in a replication study carried out

by Goldstein and Davis{14}.
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second mode vaectors. The transformed characteristic vectors of the second

mode are thus induced by the varimax rotation of the first mode.

Either the observacion mode or the variable mode may be used as
the first mode and the other as the second mode, depending on the nature
of the data. Davis and Triandis obtained simple structure of the obser-
vation mode first. 1In the case of HSMS, we obtain the simple structure
of the variable mode first. The transformed characteristic vectors or
factor loadings of the HSMS task observation mode corresponu to, and thus
can be interpreted in terms of, the correspinding skill .nd knowledge
variable mode factors. The simple structure of varialies veips to in-
terpret the corresponding structure of tasks.

5

The matrix operations can be briefly conceptualized as follows:

m number of variables

number of observations

=
1]

k = number of factors

Y = raw data matrix with elements Yi,q, i=1,...,n;
j=1,...,m

X = rescaled matrix with elements Xi,j = (yi,j ~;j)/ (sjfﬁ)

Where s5 = standard deviation of Y.je

From the FEckert-Young theorem, we can say that:

> In this presentation the observation mode is first rotated to simple struc-

ture. In the case of HSMS application, the variable mode is first rotated
to simple structure.
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where

U = caavacteriatic ve tors of XX

V = characteristi. vectors of X'X

A = diagonal matrix of the square roots of the character-

’

istic roots of both X' * X and X * X'

Also, nUk * Ak = nPk

principal axis factors for observations.
Now, let ka be the transformation matrix such that

nPk * kTk = nRk

where R corresponds to the varimax factors for observations.

Then,
= P, kT 771 v
nfm = mPk ¥ kTk * kT "% * kV'nm
= j % T L * .y
n~k k k k' m
Let S = T! % y'; then,
n¥m = Rk * ksm
- _Ll—w___ ——
varimax factor transformed charac-
loadings for teristic vectors
observations. for variables.

The set of operations above is an abbreviated version of the en-

tire matrix operations, designed primarily to illustrate the operation of
the Eckert-Young theorem. Steps such as the generation of the original
and rescaled matrices and their conversion ince PA fawtor matrices are

omitted.

Davis and Triandis originally used a covarianc: =1trix as the

input to the factoring {7]. More recently, Osv.od and asscclates employed

a cross-products matrix as the input te the pulti-mode factor wznalysis
6-10
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procedure [e.g. 33, 50]. Factor analysis is a generic technique which can

be applied to any type of matrix. Historically, factor analysis has uscd

a matrix of correlations among all the variables of an original raw data
matrix in the initial step. However, it is equally possible to convert

the raw data matrix to a covariance matrix, a cross-products matrix, or

some other form of matrix, and to factor the resulting transformed matrix.
The cross-products matrix is particularly applicable to the Osgood Seman-—
tic-Differential type of scales [33] because of their symmetry. We determined
that the HSMS data do not appear to lend themselves to the use of either

a cross-products or a covariance ratrix, and a conventional corre]a-

tion matrix is used.

NOTES ON SOME STATISTICAL ISSUES IN FACTOR ANALYSIS

Aside :rom the frequently heard (and cften qiite justified) crit-
icism that factor analysis is used indiscriminately b, people who do not
know what they are doing or why they are doing it, there are basic statis~
tical problems involved with the use of parametric statistics generally
ana factor analysis in particular. Obviously, any technique, no matter

what its intrinsic value, canr be misused or used indiscriminately.

Controversies concerning the legitimacy of factor analvsis as a
technique and concerning the best method of factor analysis characterizea
the development of the technique in the thirties and forties. Cureton de-
scribes this in a rather witty and sarcastic way [6]). More recently, such
authors as Harman [16], Cooley and iohnes [5] and others have dea't with

the subject. Harman states:
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The many papers that appeared during the thirties

and forties urging "this method" rather thaa "that

method" had their ptace in the growth of the sub-

ject. However, with a fuller understanding of

the salient features of each method, and with the

increased efficiency of computations, the dif-

ferences among the various methods no longer loom

so ominously, and the followers of a particular

approach are much more tolerant of the adherents

of an alternative scheme. [16, p. 10]

Harman indicates that ''the heated and inspired controversies

about the 'best' method of factor analysis are over” [16, p. 9]. As Cooley
and Lohnes have put it, "only recently have students of factor analysis be-

gun to see that the different procedures are suitable for different pur-

poses..." [5, p. 129].

Two of the major statistical questions relating to factor anal-

~

ysis as a technique have to do with the use of communality estimates or
unities in the principal diagonal,and with procedures for rotation. Even more
fundamental, however, are questions concerning the robustness of factor
analysis. This section first discusses the issue of robustness, then the
rationale for the use of unities in the diagonal of the correlation matrix

as input to the factoring procedure, and, finally, the selection of a ro-

tation technique in the HSMS application of factor analysis.

The Data, Factor Analysis and Robustness

ERIC

In discussing preconditions for the use of factor analysis,
Harman indicates that "all observed variables must be linearly related
to one another" [16, p. 374]. He relaxes this requirement to include

relationships that are monotonic. Another condition is that each observed
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variable be normally distributed or at least not distinctly non-normal

(16, p. 374].

v geiepny e o

In this section we first suggest that the variables involved in

DEEIRMY, - o RN IRE

the HSMS method are more amenable to factor analysis than might be initial-
ly assumed, and that it is appropriate to use factor analysis techniques in
connection with them. Second, we suggest that modern statistical thinking
and research findings indicate that factor analysis techniques are more
robusg than was previously thought to be the case, even with greater de-

viations from normality or linearity than was previously thought tolerable.

A theme which runs through the work of Kendall and Stuart [22,
23] is that, when n becomes large enough, the deviations from tiie "normal"
distribution become trivial and the application of parametric statistical
analysis becomes justified, despite the reservations of earlier '"pre-clas-
sical" statisticians. The HSMS sample sizes are in practice large enough
to meet the criterion. The n's which have been encountered thus far have

6
been well over 200 task observations.

The EDIT computer program, which is used to prepare the HSMS
data for analysis, linearizes the data by a non-linear (logarithmic) trans-

formation. In Kendall and Stuart's chapter on Canonical Variables [24,

Sources in Kendall and Stuart [22, 23, 24] were referred to the present
author by Professor Kendall in a discussion in which the legitimacy (from
the viewpoint of a statistician) of applying a factor analytic model to
the HSMS data base was discussed in some detail. Professor Maurice G.
Kendall, Personal Communication, Dublin, October 22, 1973.

Confirmation of the validity of using factor analysis with data of the
HSMS type has also been derived in discussions of the present author with
R. C. Geary. Dr. R. C. Geary, Personal Communication, June 17, 1975.
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Chapter 43], the authors show that logarithmic transformation can be used

to linearize othcrwise non-linear data. The authors, in discussing trans-
formations,state:

Consider a transformation to new variables § given
by

§ = ax (43.4)
where 4 is a matrix of coefficients. We confine our
attention to linear transformations of this kind—
non-linear situations are much more difficult to han-
dle, and if theyv are suspected to exist an attempt
should b2 made to linearize the data beforehand, for
example, by a logarithmic transformation.
[24, p. 286; emphasis added]

Recently, Kruskal and Shepard pointed out (in a paper on "non-metric
linear factor analysis" [28])that, '"the standard methods, though presuppos-
ine linearity, are generally quite robust in the face of both random error
and all but the most severe monotone departures from linearity' [28, p.
130]. These authors also point out the extreme expense (in computational
time) of carrying out the rather strict procedure to achieve monotonicity
and approximations to linearity which their program involves. They state
that,"it is still doubtful whether there are any commonly occurring cir-
cumstances in which it is worthwhile to resort to the much more costly
computation required,” and conclude, citing Shepard and Carroll {39], that:

It now appears that, in order to achieve an exten-
sion of (two-way) factor analysis of appreciable
practical power, it may not be sufficient merely
to weaken the metric assumption of linearity. It
may be .iecessary to abandon even the assumption of
monotonicity. [28, p. 153]

It would seem that, even with rather severe assumptions about

departures from linearity in the data, the procedures which we have se-
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lected for the HSMS method could not have led to any significant distor-
tion of the results. Given the time and the cost of the computational
factors involved in alternative techniques, the gain which could be ac-

crued from the alternative techniques would not offset the costs.,

In other words, even if appreciabie departures from linearity
were the case, such departures would not significantly distort the results.
Modern factor analytic theory suggests that the results to be gained by
painstaking procedures to convert the data to follow the rigorous conven-
tions of linearity do not yield results appreciably different from those

obtained without transforming the data.

With regard to distribution of the data, we find that the vari-
ables which form the data base of the HSMS method do not grossly appear

"normal" distribution. Further, the require-

to depart from assumptions of
ment of normality is relaxed when descriptive rather than inferential uses

of statistics are involved.

If we assumed that we were faced with the worst possibie sit-
uation, in which each of the HSMS variables has a value of zero for close
to half the observations, and all nther values are positive, non-imagi-
nary, and definite, we would be facing a situation in &hich we were seek-

ing to factor analyze dichotomized variables. This is the limiting case

for the HSMS data developed thus far.

For such a limitirng .ase, Christoffersson [4, p. 3] h.' shown

that the use of factor analysis with dichotomized variables is entirely
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feasible. He reviews the difficulty involved in factor analyzing a matrix
of tetrachoric correlations, since such methods usually require (among
other things) that the correlaticn matrix be Gramian (i.e., positive,semi-
definitesand symmetrical,with unicies in the principal diagonal). He goes
on to demonstrate how the basic factor analytic model can be adapted to

dichotomized variables.

Christoffersson uses two different maximum likelihood approaches
which take into account variables that are dichotomized [4, p. 5], namely,
(1) the conditional maximum likelihood metbod [31], and, (2) the uncon-
ditional maximum likelihood method [3]. The latter is an extension of
the normal factor analytic model based cn an estimation of parameters of
the basic factor model. 1t uses the generalized least squares principle
(the GLS-Estimator), and involves tge tetrachoric expansion put forth by

7
Kendall [217.

Whelan [51] uses a Monte Carlo approach to an examination of
8
factor analysis. His findings appear to verify those of Christoffersson

concerning the possibility of factor analyzing dichotomous variables. We

may also infer the acceptability of the HSMS data from the following:

Christoffersson and his associates Anderson and Muthen [1] report that
they have developed a computer program for carrying out factor analysis

of dichotomized variables, which is available on request. They point

out that, so far, they have run into difficulties with computational time.
It is probably true to say that the two-mode program used by HSMS is one
of the few computer programs available which not only carries out a fac-
tor analysis meeting the needs of HSMS, but also is within the bounds of
reasonable ccuputer costs.

Monte Carlo approaches have been used extensively in recent years in non-
metric scaling (e.g. Klahr [25], Sherman [40]),as well as in the investi-
gations of metric problems such as those posed by factor analysis.
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Quite frequently in economic and social research
important variables can only be measured at a
dichotomous or polychotomous level. The inclu-
sion of such variables violates the assumption
of normally distributed, continuous variables on
which factor analysis is based. A related, though
’ less serious, difficulty arises when variables
are measured on a scale containing oanly three,
five or seven points. The larger the number of
points on such a scale rhe more closely the vari-
ables conform to the assumption of continuity.
Any number of points greater than four is gen-
erally assumed to provide a sufficiently close
approximation to continuity for the purposes of
factor analysis. [51, p. 16]

To investigate the problem of dichotoméus variables Whelan took
the data which he had earlier analyzed using several factor analytic pro-
grams and transformed them into dichotomized variables by setting each
negative value equal to -1/2, and each positive value equal to +1/2. This

set of dichotomized data was then factor analyzed by means of one of the

standard programs.
The author concludes that:

It may be seen that the actual and estimated struc-

tures are quite similar, the highest correlation

observed between estimates and actual being over

0.9....The relatively small deterioration in the

quality of the estimates obta‘ned when dichotomized

data are used is therefore quite striking. [51, pp

16-17]

In a further analysis of the data, following an even greater as-

ymprotic transformation in the distribution of the data, Whelan tested out
a hypothesis put forth by Raven, Ritchie, and Baxter [38], suggesting

that factor analytic results may be an artifact of the factor analysis
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algorithm in those cases where high proportions of the sample tend to
have either very low or very high scores. This is aralogous to the ex-

treme case with HSMS data where there are "coo many zeros."

In order to test the hypothesis, Whelan assigned artificially
extreme values to the set of variables on which he had 2 known factor struc-
ture and found "no distinct pattern in the loadings." He concluded that
the hypothesis found no confirmation. Whelan says that, "we see that even
in the case of unequal endorsement rates [scores], the estimates of the
factors derived by the programme are still quite good, since all the cor-

relation coefficients are greater than 0.75" (51, p. 18].

Communality Estimates or Unities in the Diagonal

In describing the distinction between the principal components
method and other factor analytic techniques, Harman refers to R as a ma-

trix of observed correlations among variables. He goes on to state:

A set of n variables can be a2nalyzed either (a) in
terms of common factors only, by inserting unities
in the diagonal of R; or (b) in terms of common and
unique factors, by inserting communalities in the
diagonal of R. These two approaches, of course,
correspond to the component analysis and the clas-
sical factor analysis models, respectively....In
the first instance R is a Gramian matrix, generally
of rank n, and the factor solution

(16.1) z = Af

is in terms of n common factors. Since A is a square
non-singular matrix, in this instance, it will have
an inverse. Then the required factor measurements
are given simply by:

1
(16.2) f =4 =z

This solution is determined exactly, is unique, and
involves no "estimation."
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However, when the factor model involves common
and unique factors the solution is not so
simple. Then the total number of factors ex~
- ceeds the number of variables, and an inverse
. does not exist for the factor matrix M. The
generally accepted procedure, in this case,

is to resort to the "best fit" in the least
squares sense [i.e., communality estiratest,

' [16, p. 346]

In an early paper [35]) Karl Pearson set forth the "method of
principal axes'" which has formed the basis for the method of principal
components. The method of principal components outlined by Pearson is
no. longer used in its original form, but rather in the form of spe~

cific adaptations to factor analysis of this technique,such as those made

by Hotelling [19] and later scholars.

Cooley and Lohnes state that one of the major uses of factor
analysis is "to find ways of identifying fundamental and meaningful dimen-
sions of a multi~variate domain." They then go on to say that:

this "construct-seeking' task of factor analysis
is most frequently accomplished today by first
conducting a principal-components analysis, and
by then using the resulting principal factors as
a set of reference axes for determining the sim~

plest structure, or most easily interpretable
set of factors, for the domain in question. [5,

p. 131]
Whether one uses a principal components method with unities in
the diagonal or other factor analytic techniques with communality esti-
mates in the diagonal is actually a choice regarding the extraction of
variance or reproduction of the observed correlations. According to Harman:

...An important property of [the principal com~
ponents] method, insofar as the summarization of
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data is concerned, is that each component, in
turn, makes a maximum contribution to the sum

of the variances of the n variables. For a prac-
tical problem only a few components may be re-
tained, especially if they account for a large
percentage of the total variance. However, all
the components are required to reproduce the cor-
relations among the variables.

In contrast to the maximum variance approach,
the classical factor analysis model is designed
to maximally reproduce the correlations....

...each of the n observed variables is described
linearly in terms of m (usually much smaller than
n) common factors and a unique factor. The com-
mon factors account for the correlations among
the variables, while each unique factor accounts
for the remaining variance (including error) of
that variable.[16, p. 15]

The principal components approach was selected for the HSMS data
since it appears to be a logical use for an essentially descriptive under-
taking. However, we did carry out an analysis to see whether the use of

communality estimates in the diagonal would make an appreciable differ-

ence.

A number of methods have been proposed for estimating communal-
ities. As Harman states, "As a matter of fact none of the methods has
been demonstrated to lead to minimal rank of the correlation matrix"

(16, p. 83]. Harman goes on to say that:
As a saving grace, there is much evidence in the
literature that for all but very small sets of
variables, the restlting factorial solutions are
little affected by the particular choice of "com~

munalities" in the principal diagonal of the cor-
relation matrix. [16, p. 83]
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Before collecting main test data we compared factor solutions
on pretest data obtained by the PCVARIM principal components technique
(including use of unities in the diagonal) with ones resulting from squared
multiple correlations as communality estimates in the diagonal and itera-
tion by refactoring. (We used the BMD package from UCLA which has this op-
tion in it.) We then systematically compared the resulting factor struc=
tures by means of the coefficient of congruence developed by Tucker [46]
and Wrigley and Neuheus {52}. In comparisons between these two methods, in-
volving two different sets of data, we consistently obtained coefficients
of congruence well in the .90's, and concluded that it made no significant

difference which method was used with the HSMS data.

In a later run with 273 observations and 144 variables we compared
our PCVARIM 6~factor solution (selected after inspecting all solutions
from two factors to ten factors) with the BMD 6-factor solution. We again

found great similarities in the loadings.

These results supported our decision to stay with the type of anal-
ysis which we originally selected as best for our needs, namely, two-mode
factor analysis, which in the program available to us at the time incor-

porated a form of principal components technique.

The Question of Rotational Technique

Another question which has occupied the attention of factor ana-
lysts concerns techniques for rotating the initial principal axis factors.
The PA factors, extracted by whatever technique, are initially unrotated
and usually not very interpretable in their original form. Subsequently, g
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any one of several rotational techniques is applied in order to achieve
"simple structur?" [42] in the form of a set of rotated factors which
are generélly more interpretable. A variety of techniques ranging from
the early hand-rotational techniques of Thurstone [43] to later develop-
meats involve various analytical solutions for orthogonal or oblique ro-

tations.

As mentioned earlier, we chose to use orthogonal rotation with
our data, using Kaiser's varimax criterion [20}. We chose a solution
which would not have correlated factors because the ultimate objective is

to separate tasks into separate job ladders.

Since there has been a great deal of ﬂiscussiow about the var-
ious advantages and disadvantages of orthogonal versus oblique rotations,
we decided early in the selection process for the HSMS method to conduct
an empirical test as to whether the particular method of rotation made
any significant difference with our test data. We used the BMD factor
analysis program which contains a variety of options. We subjected sets
of pretest data to both varimax orthogonal rotations and oblique rotations
of the oblimax and oblimin types by varying the magnitude of beta in the
basic rotational equation. We again used analytical comparisons involving
coefficients of congruznce, as described above. We consistently found the

comparisons between the factor solutions yielding coefficients well into

the .90's.

It may well be the case that for certain psycho]dgical variables

different factor solutions are obtained depending upon whether one decides
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on this or that orthogonal or oblique rotational method. OQur ewmpirical
evilence suggested, however, that with the HSMS data, no significant dif-
ference is found when one changes from one technique to the other. This
suggestion of the basically orthogonal factor structure underlying the
HSMS data and the robustness of factor analytic techniques applied to them
seemed to support our choice of the two-mode program and the decisions it

implies.

s

Conclusion

The HSMS method has been carefully developed from a statistical
point of view. Decisions made at every step along the way were made con-
sciously. Review of the more recent factor analytic literature suggests
that our original decisions were taken on sound grounds and tend to cor-

roborate the initial decisions which we made.
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AN EVALUATION OF
1
THE HEALTH SERVICES MOBILITY STUDY METHODOLOGY

By Philip R. Merrifield2
INTRODUCTION

This report is presented in four major sections, each of which
contains a brief summary and an evaluation, with primary emphasis on meth-
odological issues. It is unavoidable that certain substantive issues )
arise; it is hoped that any ignorance on this evaluator's part of the
complex area of health services may be forgiven, and that such deficien-
cies have small, if any, effect on the methodological comments. The four

sections are:

Goals: importance; specificity; attainability.

Strategy: appropriateness for stated goals; applica-
bility given presumed resources; awareness of options;
- inferred familiarity with tools and methods proposed.

Performance: analysis of career and educational ladders
and lattices; task identification; skill and knowledge
identification; scaling; reliability and validity of
scales and derived measures; interrelations among tasks, |
skills, and aspects of knowledge; documentation.

Overall summary and suggestions.

This document was completed by Dr. Merrifield in July, 1976,and is in re-
sponse to a request for review of the Health Services Mobility Study (HSMS)
method. Documents supplied for review purposes included the Davis paper
[1] (which precedes this), listings of the HSMS computer programs request-
ed by the author, early HSMS documents not currently available [2], Re-
search Report Numbers 4 and 5 [3], Technical Report No. 13 [4], and cur-
rent HSMS scales not yet published. Dr. Merrifield also discussed as-

- pects of the methodology with Eleanor Gilpatrick, Director of HSMS.

Numbers in brackets refer to references listed at the end of this paper.

Dr. Merrifield is Professor of Educational Psychology at New York Univer-
sity and is engaged in a number of ongoing research and evaluation pro-
jects in the behavioral sciences and on learning. He is also an educa-

tional consultant.
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On first encounter, the goals of this project are awesome. To

bound, dimensionali:e, and map sur': an area--not only topologically but

! with a great dea' of quantification--is surely an effort worthy of a

great explorer. But affect aside, the importance of the effort is clearly
and convincingly stated. Obviously, the work needed doing. It is to be
hoped that the results will not now be set aside due to lack of funds dur-
ing the present crisis. Decision-makers must be made forcefully aware of
its value as well as in the domain of educational and career development

that it directly concerns.

I note with approval the level of specificity and objectivity in
the statements of goals and of anticipated end results from the project
effort. It is a measure of confidence and competence that such specific-
ity is introduced early in the documentation, for in so doing one runs
great risk from later evaluators. A vague objective can be interpreted
favorably or unfavorably: in these reports there are definite commitments,
which I applaud. I shall attempt to make my comments equally specific,

both as to apparent difficulties, successes, and suggested actions.

With all their importance and specificity, are these goals at-
tainable? Given the state of the art of job analysis and psychological
measurement, is it possible to prepare the extensive materials needed for
such a broad program? In this domain, new knowledge and new tools de-
velop rapidly, and a certain tolerance for Sisyphean labor must char-

acterize those leading the project. I think it a decision wisely made
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to begin with a prototype system, with the aim of verifying strategy and
method rather than obtaining new substantive knowledge. As a spin-off,
however, it would appear that some very interesting results were obtained,
and might provide a basis for planning the curriculum-building and selec-
tion-placement aspects of the general problem. In reporting results of
the HSMS pilot test [3], Gilpatrick quite properly suggests a wodicum of
caution in generalizing from these results; although the outcomes are
satisfying in terms of what was expecteu, the limitation of the pilot
study to a single institution and the relatively small ratio of replica-

tions to variables warrant a concern for further data.

With regard to Goals, then, it appears to me that the staff of
this project knew in quite specific terms where it wanted to go, knew
where their objectives fit into the larger scheme, and made very reason-

able initiating decisions to reach those goals.
STRATEGY

The basic scheme for the collection of data seems to involve
three major sources of information: jobs, as carried out by performers;
tasks, as components of johs; and requisite skills and knowledge, pre-
sumed to have been already developed and/or learned by incumbent per-
formers of jobs. Obviously, the skills and knowledge dimensions could
form a framework for efficient training for new employees. Similarities
of tasks across job categories would allow for horizontal transfers of
performers from one job ladder to another, withouc the need to re-estab-

lish their possession of skills and knowledge in the new job setting.
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Some orientation in the new set.ting might be required to maximize the

transfer of skills to the new _ob.

It was believed that a system could be developed tuv "score" each
task on each of the skills and knowledge components; from this score ma-
trix, the technique of factor analysis could disclose groupings of skill
and knowledge components (hereinafter SK) which would be conceptually
simpler and perhaps highly related in action. For example, if two skills
were both required at a higher level by one subset of tasks than they were
required by the subset of the remaining tasks, the two siills would be
correlated and would "load" on the same factor; the factor, in turn, would
be defined by the skill and knowledge components that loaded on it. If
the number of groupings of SK variables is suitable for describing the
differences and similarities among the tasks, then factor analysis in the
classic factor-score model or in what Davis [l] presents as two-mode fac-

tor analysis may be used.

At this point, a trade-off that may be important occurs. In or-
der to use two-mode factor analysis, it is necessary to compute factors
from the cross-products (or covariance, or correlations) among tasks, as
well as among SK variables. This computation requires that each task be
represented only once, to permit the computation of the inverse of the
appropriate matrix. However, if a number of tasks appear common to a &
number of jobs, should they not be represented more frequently in the
total space being analyzed? 1t seems to me that concerns for representa-
tiveness would indicate such inclusion, which might well change the values

of the correlations among SK variables and thus have some effect on the
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factors. I should like to recommend some exploration of this possibil-
ity, and assert that the factor-score model would handle *hc problem

3
quite well.

In this connection, I must point out that the Davis paper is not
sufficiently explicit regarding the source of data for the two-mode anal-
ysis: specifically, the computation of the core matrix should be includ-
ed. My readiqg of the program by which the data reported were obtained
assures me that the procedures themselves were sound, but the reporting is

incomplete, at least for unsophisticated users.

The question of using correlations or cross-products requires
more discussion, especially concerning the information about differences
between means of tasks that is lost when correlations are ysed in two-
mode factor analysis. The existing program provides options that could
be explored in future data analyses, although it 1s appropriate to take

the procedure used in this repo.: as a first priority.

As for other strategic decisions regarding the factor analysis,
my preference would be for principal factors, with communalities in the
diagonal cells, rather than principal components. In the latter method,
the number of factors is sometimes too large and sometimes too small,

depending on the magnitude and pattern of the correlations. However,

A factor score is defined as the sum of products of factor loadings of
variables and standard scores of the task on the variables, weighted by the
inverse of the correlation matrix.
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considering the large number of variables per factor in the present st-dy,
this concerr is more a matter of preference than of criticism. It would
be interesting to see the congruence coefficients for the factor matrices
resulting from different combinations of correlations, cross—produ;ts,

principal components and principal factors.

To ask a specific question of the data, is the correlation between
the knowledge categories "Drug excretion" and "Biochemistry of nutrients"
{reported in 3, p. 3-~10, Figure 7] actually near .80? One can estimate
this by multiplying their loadings on Factor 1 (.92 and .86). Is there
really that much consistency between tasks requiring both kinds of knowl-
edge (or not requiring either)? If the correlation, in fact, is rot near
the value computed from the loadings on a factor, then some further ex-
planation is due. One possibility is that the high loadings are artifacts,
resulting from the use of 1.00 rather than communality in the diagonal

4
cells.

In the footnote to Figure 75 the wording is more dramatic than
warranted ("partake," and "tend to rise in an interrelated manner" are
particularly jargon-y). A factor has no life of its own, nor does a vari-
able. A factor is a collection of variables with regard to which the tasks

are differentiated in the same--or nearly the same way. For example, with

Editor's note: The actual correlation coefficient is .94.
Footnote reads as follows: 'Note: Factor loadings represent the degree
to which skill and knowledge variables partake of the factor. Loadings

are standardized and range from +.00 to +.99. Loadings of .41 or higher
are shown. These variables tend to rise in an interr~lated manner.”
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regard to Factor I reported in Figure 7 [3, pp. 3-10 through 3-14], the
272 tasks are differe;tiated from each other very strongly by the amount
of information they require about drugs, and to a lesse. extent by the
amount of information they require about physiological and anatcmical

' They are some-

systems. The variables do not "rise and fall together.’
what alike in the ways they serve to differentiate one task from another,

in this specific set of tasks.

Considering the obvious relations among skills and the probable
relaéions among aspects of knowledge, the choice of orthogonal over oblique
rotation seems open to discussion. While the desirability of simple struc-
ture need not be re-emphasized, we should remember that Thurstone's search
for simple structure among the many factors in the domain of aptitudes and
achievement led him to invent oblique rotation. Here arises another trade-
off. If the purpose is to define job ladders so that they are as unlike
as possible, with a minimum of lattice-relations, then orthogonal rota-
tion is more appropriate; if one wishes to maximize the mobility by search-
ing for as many lattice-relations as possible, then oblique rotation,
especially if tasks are replicated in some representative fashion, as
referred to earlier herein, would be more useful. At the present time,
there are no technical restraints on the choice of rotational option; when

the decision was made, computing capability was much less flexible than

currently.

Regarding the determination of jobs as clusters of tasks, the
grouping procedure based on loadings that is used in this report is logi-

cally sound. Again, so rapidly does technology grow, statistically ori-

G-35

307




ented clustering techniques are now available which would simplify the

work but probably not change the outcome. A further elaboration of the

SK-task-job relation could be evolved using multiple-regression models.

Ratings could be made of the involvement of each SK factor in each job;

these ratings could be used as weights and multipled by the task-factor

scores (or loadings) to develop a task-job index. The foregoing sugges-

tion is based on my interest and should not be interpreted as critical -

of the procedure used in the study being reviewed.
PERFORMANCE

The selection of putative skills and areas of knowledge seem to
me to be consistent with the job analysis literature. With regard to
skills, Guilford's tri-partite model was referred to but not adopted com-
pletely, so that one reads of figural skills and classification skills
which represent a rather large collection of Guilford's hypothesized fac-
tors. In this instance, however, the reduction in the set of constructs
has been made on the basis of expert judgment in the health field and is
thus defensible; one should expect, however, that the skills factors might

be more related here than in Guilford's model.

Specifications for both domains, skills and knowledge, are usable
and relevant. The coding system for knowledge is interesting and will

no doubt have further payoff as curricula are developed.

The choice to use equal interval scales is sound. There is, how-
ever, a substantial difference between equal-appearing scales based on

judgments and equal-interval scales resulting from intensive analysis of
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many specific judgments. The choice to use equal-appearing intervals in
this study seems to put a large burden on whether judges can follow the
plea to assign values at equal intervals. 7T: is not clear from the re-
port whether judges were given any orientation regarding the difference
between numerical intervals and psychological distances. In contrast,
Thurstone's simplest empirical method provides for computing the average
of the standard deviations for two adjacent items: this average becomes
the unit of distance between those items, and similarly for other pairs of
items. The mean or median of the item serves to determine its place in

the sequence.

For exampleslet us use the data prese&téd in Gilpatrick's Table
1 (reproduced herewith). Table 2, below, presents new scale values arrived
at for two of the scales using the following method: we may use the medi-
ans to array the items, and the interquartile range as an estimate of the
standard deviation (within a constant); if we assume a normal distribution
of judgments, and look for an overlap of distributions of abou: 10% between

adjacent items, it turns out that we can use the sum of the two interquar-

tile ranges (twice the average) as the distance between adjacent items.

In Table 2, the scale values are, of course, in the same sequence.
For "Guiding or Steering" the major increase in interval occurs between
positions 2 and 3, and between 4 and 5, with a decrease between positions
5 and 6. (Compare column (5) with column (8).) An examination of the
descriptors [2, Part B, Vol. III, p. 2-20] suggests that the differences
relate to degree of precicion and the distinction between small number of

stimuli and extremely complex external arrays of stimuli. The scaled dif~
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Table 1.

R A2

DATA BASE FOE SCALE VAL’.S USTNG THURSTONE EQUAL INTERVAL SCALING

Scale Name,Number;
and Number of Judges

Statistical
Descriptiorn

items Listed in Order Presented to Judges

1. Frequency

Median Scale Value?d -

Lt A%

7. Oral use of

Mediar Scalc Valued

Language (18)

Interquartile Range

-
ol

B

°
"

&
e (15) Tnterquartile Range
J0

a —
. 2. Locomotion Median Sczle Vilue® 0. 7.0%

§ (15) Interquartile iange 0. 2.9 i

5 |_3. Object Manipula- Median Scaleﬂigluea )5, 6.5/ 3.5*;7.5* 3.0/
. tion (15) Iuterquartile Range 0. 1.4 1.2 1.0 0.9
Ay !

] — — +

% [T 4. Guiding or Steer— | Median Scale Jalued ¢.0% 7.0% 5.5% 8.0/
- ing (15) Interquaitile Range | 1. 0.5 (1.4 EI.O 10.9
. . : | .
s | 5. Human Interaction [ Median Scale Valued (9,031 ,0% | ]
= (18) Interquartile Range | 6.6 1.8

! i

-

= 6. Leadership Median Scale valued (5.5/13.5/,6.5#{ 5.5/1 3.0# 0.0
* (22) Interquartile Range 3.1 11,412.11.6:1.2]0.4
o

[

!

N

=

8. Reading Use of

Language (17)

Interquartile Rarge

——— ey o e d

w

1:

9, Written Use of Median Scale Valued %0
Language (15) Interquartile Rangr 0.5

* Item was kept.
# Item was edited.

/ Item was eliminated.

2 Rounded

b Refers to r. der of judzes in equal interval test.

.

44 d*




Table 2. NEW SCALE VALUES USING INTERQUARTILE RANGES

A
R AR e D il

R

B

7§2 De~ Interquartile Ranges Distance HSMS Scale |
g scrip- Lower High- Sum of New HSMS Scale Differ~:
?fw tor For of er of (3) + Scale Scale Dis- ence !
o Item Item Pair Pair (%) Value Value tance (6),(7) !
@; (1) (2) (3) (4) (5) (6) (7N (8) (9) i
S,
3 Locomotion Skill Scale g

c 0.5 0.5 1.0 1.5 0.0 0.0 1.5 0.0 |

d 1.0 1.0 1.9 2.9 1.5 1.5 3.5 0.0 :

a 1.9 1.9 0.9 2.8 4.4 5.0 2.0 0.6

e 0.9 0.9 0.6 1.5 7.2 7.0 2.0 0.2

b 0.6 - - - 8.7 9.0 - 0.3

Guiding or Steering Skill Scale

e 0.5 0.5 1.1 1.6 0.0 0.9 1.5 0.0

a 1.1 1.1 1.4 2.5 1.6 1.5 1.5 0.1

f 1.4 1.4 1.0 2.4 4.1 3.0 2.5 1.1

g 1.0 1.0 1.0 2.0 6.5 5.5 1.5 1.0

d 1.0 1.0 0.4 1.4 8.5 7.0 2.0 1.5

c 0.4 - - - 9.9 9.0 - 0.8

Note: From values like these, a linear transformation may be made to
produce equal midpoints and ranges for all scales; this, of course,
throws away some useful data regarding differences between scales.

ference in the new scale values is somewhat larger than in the procedure

followed in the study. It is possible that the smaller increment between
the last two positions in the initial scaling is due to "end effect,”
which would tend to suppress the median value more than the standard de-

viation.

For "Locomotion," in contrast, a slight shortening of the scale
seems to occur, mostly between the second and third descriptors, but this
is compensated by the increase between the third and fourth. From the

descriptor content {2, Part B, Vol. III, p. 2-18] the issue is the place-
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ment of "moderate" between "low" and "high' as adjectives used in the de-

scriptors with regard to degree of body coordination. The differences
are interesting, from a psychometric point of view, but it is doubtful
whether the new scale values would make any major change at the level of
correlation or factor loading. If new scales are developed, however, it
should be kept in mind that the proposed method of equal-interval scaling
uses much more of the relevant data and, given current computing technol~
ogy, would take no more effort than the simpler method of "equal-appear-

ing" intervals.

The HSMS indexes used to assess the scales for reliability and
validity are logical,although strange to me. It would be helpful to have
a reference to their derivation.or,if they are original.to show their rela-
vion to Lambda or the Contingency Coefficient. Considering that the rat-
ings are ordinal, if not completely equal-interval, the opportunity ex-
ists to use an analysis-of-variance model for reliability and also for
content validity (accuracy). As reliability coefficients are notorious
for instability across samples and situations, it would be prudent to

check routinely for each job analyzed.

There is a confusion in a footnote of the document reporting on

. 6
the pilot test between variance, in the usual sense related to range, and

O

ERIC

Aruitoxt provided by Eic:

Footnote reads as follows: 'The six-factor solution accounts for 73 per-~
cent of the variance. (Variance refers to a statistical measure which
reflects the different scale values of each of the variables as found in
the tasks. The greater the range and distribution for the scales in the
task data, the greater the variance.) The fact that the large number of
variables are accounted for by a small number of factors with as much as
73 percent of the variance accounted for is considered statistically very
satisfactory." [3, p. 3-7]. (=40
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variance in the factor-analytic sense, which really means covariance.
Each factor can be used to reproduce a partial correlation matrix; in
this case, one could obtain six partial-r-matrices. If these were added
cell by cell, the resulting sum would clBsely approximate the correlation
matrix between the variables initially computed from the task-by-SK ma-
trix. The amount of "variance" in each of the partial matrices is the
sum of squares of the loadings of variables on that factor. The total
sum, called the trace, is equal to the number of variables when principal
components are used; otherwise it is the sum of the communalities of the

variables. The proportion of variance is thus the trace of the partial

matrix divided by the trace of the initial matrix.

Davis' [1] discussion of robustness can be consiagered reassuring,
given that sample size is interpreted as degrees of freedom. In the HSMS test
data, degrees of freedom, computed as the number of tasks (replications)
less 2, less number of variables, less number of derived parameters (fac-
tors) was 121. One can be reasonably confident about the eigenvalues here,
but somewhat less so about the specific values of loadings. In my reading
of the psychometric literature, the lowest ratio of replicates to variables
1 have come across is 5 to 1, a good bit larger than in the present study.
However, it is doubtful that the clusters, in the large, would differ much
if the number of replications were increased or the number of variables

decreased, if that were done proportional to the present number and rep-

resentativeness of variables and tasks.

Oon the other hand, were one to increase the number of tasks as
noted earlier, to reflect the relative frequency of tasks across jobs, and
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if one were to reduce the number of knowledge categories by consolidating

rationally at some more general level of description, ciy the level of

5 or 6 digits in the coding system, then one could anticipate greater con-
fidence in the results, with perhaps a few differences which would be in-
teresting. Again, I hasten to say tha. I am suggesting a trade-off, and
not making a specific criticism. The results, even though from a single
institution, are--to say the least--exciting and hope for the applicability

of the method in other similar studies is well warranted.

I must note in passing tha* the factor analysis of dichotomous
data has long been practiced and studied in the psychological literature.
Phi is, after all, a product-moment coefficient and, if the dichotomies
are made near the medians of the distributions, it is no great effort

to presume an underlying bivariate normality for each pair of variables.

It is discouraging to note that the "loadings" of tasks on fac-
tors are not comparable from one factor to another, as noted in footnote

7
c, Figure 16. This situation would not arise with factor scores.

There is a frequent error of interpretation of factor loadings—-
frequent among many practicioners in the field~-to which this study seems
to fall prey. This error is to interoret a loading as one would a mean,

e.g., to infer that a high loading of an SK variable on a factor implies

7 Footnote reads as follows: "Locdings represent the degree to which task

partakes of factor. Loadings are not standardized, and sign has no in-
trinsic meaning except for change from high on one, passing through zero,
to opposite sign, as continuous hierarchy." [3, p. 3-31].
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that a high degree of what the variable refers to is required, in some
absolute sense. Not so: loadings are based on correlations, which are
based essentially on rank order similarities among variables, i.e., the
variables that are correlated differentiate among the tasks in the same
way. Relative standing is all one gets from correlations (one can get
closer to absolute values in the analysis of cross-products), and it is
necessary to go beyond the loadings to factor scores to see anything about
actual levels on whatever scale is being used. In the present study, it
is likely that the second-mode values, relating tasks to factors, are not
too different from factor scores and that their interpretation is appro-
priately made. However, the specification that correlations were used,
and the lack of sufficient detail about the two-mode computations (were
correlations used to compute the mode 2 factors as well as mode 1?) leaves
a residual ambiguity that is nettling,but not sufficiently disturbing to

rouse a strong criticism. Again, it is difficult to argue with the re-

sults.

Here is an example of the interpretation problem. 1If a variable
has a high degree of involvement with all tasks, but its variance is small
relative to error of measurement (lack of reliability), then it will prob-
ably have low correlations with other variables, and thus low loadings on
all factors. Similarly, a variable with small involvement with all vari-
iables will have low loadings on all factors. Obviously, given only that
a variable has low loadings on factors, one cannot tell which is the case
with regard to involvement level, but only that there is little differ-

ence in level of involvement from cne task to another.
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To look at the question of proficiency, one must have two in-
puts: factor loading of variable, and score of task on variables. In gen-
eral, if a task has the same score on two variables, its relation to the
factor(s) invnlved depends on the size of the loading of the variable(s)
on the factor(s). If two variables have the same value for loading, then
the task-factor relation depends on the differences in the task-variable
score. A positive factor score means only that both loading and score on
variable had the same sign (+ or -); a negative factor score means only
that the sign of the loading differed from the sign of the task on vari-
able score. The sign situation is further complicated by the factor rota-
tion rule which, essentially, assigns a + or - sign to loadings on a fac-
tor depending upon whether the last rotation was to the left or to the
right. Because this direction does not affect the structure, in that the
correlation matrix can be reproduced with either sign for a factor, it is
permissible to change all signs of all variables on a single factor; +'s
become -'s and ~-'s become +'s. This change is often convenient when one
wishes to interpret factors as ways of differentiating observations, or,
in HSMS context, when one wants to describe SK factors as wavs of differ-
entiating tasks. When one wishes to interpret factor scores, or "loadings"
from two-mode analysis, corresponding changes may be made. With factor
scores, the change is direct, simply the changing of signs of factor
scores for all factors for which the variable signs were changed. With
two-mcde analysis, because of the inverse transformation, it is not so
apparent that a simple change will suffice. This point needs empirical

study.




To comment directly on the data, it appears to me that the task
hierarchies developed for the factors are reasonable [3, Figure 16, p.
3-31], in that certain groups of tasks seem related to certain skills and

"knowledge groups. Whether this is the optimal definition of a "job" may
be another question. Again the question of comparability of casks across

factors becomes critical for interpretation of the total array.

Despite the issues raised above, I am stfack by the consistency
and apparent substantive coherence of the results,especially the task hier-

archies. What might be revealed when the few obscurations are removed?
SUMMARY

I sense that there is a great effort underway, for which sound

strategy at the highest levels has been laid out. My major concern is

that the subordinate decisions, and the execution of the strategy, partic-

ularly in some of the more elaborate statistical procedures, seems to hav

proceeded by fiat, for convenience. On the other hsnd, when "it works,"

a2 method certainly deserves further application.
In my critique, I pointed to three trade-offs:

1. Inclusion of tasks on a more representative basis rather
than just once, at the cost of using factor scores in-
stead of two-mode factor analysis.

2. Considering oblique rotations rather than orthogonal, at
little cost but with the implication that the goal is to
maximize rather than minimize lateral relations among
tasks across jobs.

3. Reducing the number of SK variables through a rational
consolidation, losing some specificity but gaining greater
confidence in the stability of the statistical estimates,
due to a larger ratio of replicates to parameters.
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In addition, I suggested ways in which the scaling might be made more

precise and the relation of jobs to skills and knowledge made more formal,

using a multiple~regression model.

Technology moves rapidly, and it must be said that the decisions,

made some five to seven years ago, were consistent with the technology as

it was then. Current options allow more refined approaches to these prob-

lems, but no basic change in strategy is indicated.

Finally, I would be remiss not to report my feelings of excite-

ment and challenge at this new vista in jecb analysis; my comments are to

be

interpreted as my attempt to make a really good thing a little better.
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A CRITICAL REVIEW OF THE METHODOLOGY AND STATISTICAL TREATMENT
OF DATA IN THE TASK ANALYSIS AND CAREER LADDER DESIGN OF
THE HEALTH SERVICES MOBILITY STUDY1

By Mark I. Appelbaum2

INTRODUCTORY COMMENTS

Any critical review of statistical and methodological nrocedures
must proceed from the context in which the techniques were applied. Sta-
tistical and methé&ological techniques are rarely in and of themselves
either correct or incorrect, but rather depend upon their particular usage.
This fact, which is commonly recognized in the physical sciences {e.g.,
the differential methods of chemistry vs. chemical engineering), is often
ignored in the behavioral and social domain where arguments abound con-

cerning the appropriateness of certain techniques in absolute terms.

It is, perhaps, unfortunate that workers in the social sciences
have failed to recognize the distinction between pure and applied research
and hence have used the same critical standards for both classes of work

without regard to the appropriateness of such a decision.

This document was completed by Dr. Appelbaum in July, 1976, and is in re-
sponse to a request for review of the Health Services Mobility Study (HSMS)
method. Documents supplied for review purposes included the Davis paper
{2] (which precedes this), listings of the HSMS computer programs requested
by the author, early HSMS documents not currently available {3], Research
Report Numbers 4 and 5 [4], Technical Report No. 13 {5], and current HSMS
scales not yet published. Dr. Appelbaum discussed aspects of the method-
ology with Eleanor Gilpatrick, Director of HSMS. Numbers in brackets refer
to references listed at the end of this paper.

Dr. Appelbaum is Associate Professor of Psychology and Associate Dean of
the Graduate School, University of North Carolina at Chapel Hill. He is
also involved in research on National Assessment of Educational Progress,
and a consultant for National Science Foundation and Behavioral Technology
Consultants. 047
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It is often the case, nowever, that the highly precise methods of the
laboratory are too finely tuned for the applied piece of research, just

as the highly sensitive torsion balance of the chemist is an inappro-
priate instrumeng for the chemical engineer. Conversely, the cruder meth-
ods which might be appropriate for applied research are not necessarily

sensitive enough for tasks of the pure researcher. It is therefore manda-

tory that the research instruments be 3udged in the context of their use.

SCOPE AND ORGANIZATION OF THE HEALTH SERVICES MOBILITY STUDY

At the onset it must be noted that the scope and purpose of
the Health Services Mobility Study (HSMS) is nothing short of monumental.
Even with the limited classes or areas included, the task of organizing,
measuring, and interrelating the many specific tasks, skills, and knowl-
edge requirements is a vast undertaking. Particularly is this the case
in 1ight of the very limited set of techniques available for evaluation
research and the even smaller number of well executed studies to serve
as models. Taken as a whole I find the technical and methodological por-

tions of the study indeed well conceived and executed.

EVALUATION OF THE METHODOLOGICAL COMPONENTS OF THE STUDY

There are three major aspects of the study which afford the
possibility of a methodological evaluation. These are (1) the fnitial
selection and organization of the task, skill, and knowledge components;

(2) the measurement of these components; and, finally, (3) the interre-

lating of the components in order to identify a simplifying organization
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and to allow the development of job and curriculum ladders. The first
of these is outside of the area of competency of this reviewer and shall,

consequently, be left untouched.

Measurement of the Various Task, Skill and Knowledge Components

In the present study the process of measurement is fundamentally
one of scale construction. The methods employed to develop the various
scales are, perhaps, the most extensively documented in the entire report.
In general, well known and highly accepted classical methods were em-
ployed--namely, constructions using equal interval methods. The quality
of the resulting scales (and their consequent utility) depends, of course,
upon the ability of the judges to construct truly equal interval scales.
Being unfamiliar with the judges or their degree of training, it is diffi-
cult to assess the degree to which they were able to accomplish this task.
Alternative methods of scale construction do not seem to be applicable
in this study--the technical requirements being untenable (e.g., nethods

based upon paired comparisons).

In terms of the reliability of the scales, I was unfamiliar
with the methods employed, but saw nothing which appeared to be, on the

surface, inappropriate.

Interrelating of the Components In Order To Identify a Simplifying
Organization

This section deals largely with the utilization of the "Two Mode"

Factor Analysis procedure and issues attendant thereto. Discussion of the
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Davis paper [2] [which appears in this document] is also included.

"Two Mode" Factor Analysis

Among the difficulties involved in understanding the "Two
Mode" approach, is that (a) there is little existing documentation of
the approach and (b) the bulk of the procedure is defined by tﬂe pro-
gram wﬁich is used to produce the results. Perhaps a few words about
the procedure as applied to the Health Services Mobility Study would be
of some help. It is first necessary to understand that the basic in-
put data are unlike those usually employed in factor analytic studies.
Rather, what is employed is a matrix which has as its rows the various
tasks (T) and as its columns the various skill/knowledge measures (S).
The data entries are the judgments (actually a single "average" or
“consensus” judgment) as to "how much" of a particular skill or knowl-
edge is required for a particular task. The judgments are (as de-
scribed in several of the reports) the expert ratings of trained judges
for a rather idealized task, but one which corresponds to actually occur-

ring tasks.

From this single basic data matrix two conceptually different
but necessarily related 'correlation’ matrices are formed; one is ob-
tained by intercorrelating tasks over the vari;us skill/knowledge mea-
sures, the other by intercorrelating the skill/knowledge measures over
tasks. (In the more usual application of this procedure, usually referred
to as a Tucker-Messick Points of View Analysis, these would correspond to
the correlation of individuals over variables (also referred to ty

G-50

322




Cattell [1] as the Q technique), and the usual correlation of variables

over individuals (Cattel's R technique [1]).

These matrices can be thought of as representing tasks in a
skills/knowledge space and skills/knowledge in a task space. By using
the results of the well known Eckert-~Young theorem it is possible to
approximate tne original rating matrix as the product of two concep-

tually different sets of relations based upon thes: two spaces. Specif-

ically, Eckert-Young states:

= * '
nxm nUk * Ak kvm

where X is the original matrix of ratings; U, are the k

characteristic vectors of X'X (the skills/knowledge measures
correlated over tasks); kVé are the k characteristic vectors
of XX' (the tasks intercorrelated over skills/knowledge mea-
sures), and A is the common diagonal matrix of the character-

istic roots of X'X and XX' which must be identical.

The first phase of the "Two Mode' program is to then extract from the

nxm matrix, the three matrices nUk’ A, and kV&.

Having these three "basic' working matrices and noting that
nfk = nka are the principal components of the skills/knowledge corre-

lation matrix, one may then proceed to find a particular representation,

there being infinitely many with respect to the reproduction of nxm

(the factorial invariance problem). Thus one may choose, for instance,

to use the varimax representation of the principal components of the
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skills/knowledge correlation matrix as a starting point for a “nice"

representation.

Let T represent the k x k non-singular transformation which
achieves the varimax rotation. (We eliminate subscripts in this presen-

tation.) Thus:
R = PT

where R is *he varimax rotated solution. (T is analytically
determined by a varimax program.) Since the Varimax Trans-

formation Matrix is non-singular, T-1 exists.

We may now write:

X=U2\xV' (Eckert-Young)
= PV’ (definition of principal components)
= PIT v (since TT"L = 1)

(PT) (T V")

R(T-1v') where R is the varimax representation.

Thus, if we wish to use the varimax representation of the
principal components of the skills/knowledge correlation matrix, we
must also transfer the principal components of the task correlation ma-
trix in order for the equality to hold. As can be easily seen above:,
the required transformation is T"l (this is the so-called, and mysteri-
ous, counter-rotation). It is the second phase of the program which

achieves this rotation and "counter rotation."
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The PCVARIM and '"Two-Mode" Programs

The complete computer programs as supplied by HSMS were re-
viewed by visual inspection. While it would have been preferable to
actually make the programs operational and run test data on them, this

option was judged impractical in terms of the time and personnel involved.

Much of the "Two Mode" program listing is simply system
overlay and input/output routines which do not concern us in this evalu-
ation. The functional portion of the program is actually a fairly
standard common factor analysis program (or principal components pro-
gram, depending on how the communalities problem is handled). The
major computational routine, the eigenvalue/eigenvector routine, is the
rather dated and out-of-fashion "HOW" routine using tridiagonalization.
While this routine is known to produce certain problems under rather un-
usual conditions (linearly independent but nonorthogonal vectors when
there are roots of multiplicity greater than one), it is highly un-

likely that this situation would occur in this particular application.

The second mode of operation, the rotation and counter-rota-
t;on of the basic components matrix, while unusual in factor analysis
p;ograms, is based upon well known methods of rotation and should cause
no unusual problems. This method, of course, offers no solution to the

basic invariance of factor score problem--but, on the other hand, adds

no additional problems which cannot be said of many other routines.

In general, one can have reasonable confidence in the numerical

results of the program. Given sufficient time and funds, however, one
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might wish to introduce the newer and less problematic numerical

solution to the eigen problem.

Alternative Methodological Strategies

Given the basic task at hand, one might ask if alternative
methodologies are available which might rather have been employed.
Taking as an oversimplified statement that the goal was to organize
the task-skill comporents of selected jobs withim a particular.health
dglivery unit, several alternative methodologies suggest themselves.
These may be divided into two general classes: (a) factor amalytic,

(b) multidimensional scaling.

Tactor Analytic Techniques

While there are literally hundreds of variations on the basic

"common factor analysis,' all of these have certain common features
which make them different from the Principal Components analysis actually
employed. From the onset the goal of Principal Components was the

summarization of the total variance in a test space into a smaller number

of orthogonal components. The goal was simply to summarize. All of the
factor analytic techniques, however, have a goal of first reducing the
total variability into a smaller "common space" variability (the commu-
nality problem) and to then find a representation in that reduced space
which maximally reproduces the intercorrelatiuns among the manifest vari-
ables. Many of the problems currently discussed by factor analysts center

around thcse problems.
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In terms of the goals of the HSMS prcject, the Principal
Components approach seems, to this reviewer, the more straightforward
approach and the one that most nearly will achieve the desired end pro-
duct. It might also be mentioned that Principal Compoments are far
easier to work with and interpret. Save the problem of whether to
analyze cross-products, variance-covariance, or correlations, Fhe
results are completely determinate--Principal Components being the so-
jution to a statistical maximization problem. While it would not be
valid to select a method based simply upon ease, given the fulfillment
of the basic project goals by Principal Components it seems a wise se-

lection.

Multidimensional Scaling

Major advances have recently been made which allow consider-
able flexibility in creating spatial mappings of both stiiuli and indi-
vidual "points of view." The basic data requirements of this approach
are, however, such that it would seem inappropriate to consider this
methodology. T use this method it would be necessary to have paired
judgments of ''task similarity” for all tasks in all jobs. This would
require judges who had familiarity with all jobs and all tasks within
jobs as well as the ability to assess their similarity. Given the
breadth of the jobs included and their complexity, it seems highly un-

reasonable that such judges would be available.
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Comments on the Davis Paper [2]

The presentation given in the Davis paper [2] (presented
herein) gives an adequate but not detailed review of the Two-Mode Factor
procedure--one not well documented elsewhere. It would be helpful if
more detail were added. It should be emphasized, however, that the
unique portion of the technique is not so much a part of the classical
factor problem as one of representation (actually related to several
classical problems; namely those of factor scores and congruences) .
While apparently appropriate for the Health Services Mobility Study,
the technique should not be used, in general, without great care and

understanding.

There are a few issues raised which deserve some comments, al-
though they have little direct impact on the Health Services Mobility
Study. The first of these concerns is the selection of the correlation
matrices as the unit of analysis. While this discussion is rather casu-
ally presented in the Davis paper, and while the decision is, most
probably, the correct one, it is stili worth noting that there is a
rational decision. Since the scales which are being inter-correlated
are themselves rather arbitrarily construc*ed scales (in the sense that
adding a constant or using a constant multiplier would do no violence
to the scales per se),one would not wish the resulting solution to be
dependent upon the means or standard deviations of the scales. Had the
cross-products matrices been used, the solution would have been depencdent

upon both the means and standard deviations; had the variance-covariance
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matrices been used, the solution would have been dependent upon the

standard deviations. Since neither of these were desired, the choice

of the correlation matrix was indeed appropriate--if not defended.

The second issue of concern deals with the rather obiique
treatment of factor analysis versus principal components. While it
might be of some comfort to note that these two conceptually different
techniques have similar results, I do not find it pleasing to base the
"justification'" of using principal components on that fact. It seems

to me that principal components, on a purely theoretical level, does

exactly what was desired and should thus be the analysis of choice on

that basis exclusively. The goal was to summarize the total variation

basis alone one is perfectly justified in using components--no additional

l
in the system; there was no concept of common space variance. On that l
justification is needed. ‘

|

The final comment pertains to oblique versus orthogonal repre-
sentation. To this, two comments are relevant. First, principal com-

ponents are, by definition, orthogonal. Second, a representational basis

is completely a matter of taste.

SUMMARY

GCiven the orientation stated in the Introductory Comments, it
is the belief of this reviewer that, but for a very few technical points,
the basic methodological approach taken in the Health Services Mobility

Study is sound. While other investigators may have chosen other approaches,
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there are no problems, beyond those of personal taste, which would

force the conclusion that some other approach should be preferred.

It is particularly important to note that when dealing with an area so
complex as this, tie most one can reasonably hope for is that a few
basic and important findings should result. Certainly this has been
achieved. It is perhaps equally important to note that there are years
of additional work (and large sums of additional funds) required before

anything approaching completeness could be hoped for.
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