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The use of multiple matrix sampling (MM MMS techniques for program

. eva]ﬂat1on purpbses has been accepted by educational evaluators as a

means of reducing the time and.cdst requ1red to perform program eval-

_ uations (Knapp, 1972).' The usual MMS procedure 1nvo]ves the. amg1n1-

stratfon of a sample of items drawn from a larger item universe t6 a
X -

) samp]e 05 respondents drawn from a popu]at1on of respondents On the

basis of this 1nformat1on est1mates oj;pop;)at1on parameters [usua]ly

the mean (u) and variance (o )] are obtained and used as part o1 the
S .

e@aluation data. It is desirable, of course,  to est1mate‘these para-

meters as accurate]y as possible. { j'“‘“””

N

;Many investigators havée attempted to identify pro edures for se-

<

- Tecting a MiS procedure “that witl prov1de the most accu te est1mates

of the pppulation parameters [See, for example Shoemaker (1970a,
1970b, 1971, 1972, 1973), Knapp (1972), aid Barc1kowsk1 (1972 1974)]:
The majority of these 1nvest1gations have been concerned with the "
;elect:on of a set of des1gn parameters [i/e///the number of subtests |

(t ), the.number of items per suptest (k)/ and tie number of examinees K
per eubtest ( )] that wi]] yie]d accurate estimates of the medmand

Al

variance. Re]at1be1y few\rnvest1gat1ons have examined the effects of °

using strat1f1ed random samphng of items rather than s1mp1e rando‘

-

'ghmpling of items on the accuracy of these_est1mates;, Shoemaker 19731

has suggested that when using MMS, items should be stratified by -

diff1cu1t¥ level rather than content area. " Myerberg (1975) stratified -

items by difficulty 1eve1 and then used MMS procedures to draw samples

/\
from a computer ‘generated data base. He found that stratification by

( »
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item difficulty ‘did.not consistently result in more stable estimates of
. N / . .

* the standard-errors_of i and 62 than did simple randam assignment. It

was found that systematic decreases in the standard error terms occurred
N 1, . .

only when concurrent stratification by item difficulty.and contént was

used, : _ | o ) / -

-
o

With regard to item discriminating ability, Barcikowski (1972, 1944)

* concluded that discriminating ability as measured by the biserial corre-

3

lation between each item and total test scoreqdoes affect the variability

A

of the estimated mean. Samp]es drawn from a- universe w1th biserial corre-
1ations in the range .05-.50 resulted in more precise est1mates of the
mean than did samples drawn from a un1verse of items with b1ser1a1 corre= -’
1ations in the .40-.70 range. For the var1ance, it was found that when ’
the biserial corre]at1ons were re]at1ve1y homogeneous, the MMS procedures
provided more precise est1mates of the variance than traditional examinee-
sampding procedures When the biserial corre]ations were re1at1ve1y R
heterogeneous, trad1t1ona1 examinee-samp11ng ‘provided esimates which weré
as. precise as those obtained by the MMS procedures ! -

The primary purpose of this study was to pro 1de additional emp1r1-
cal evidence related to the effects pf using stratjf1ed samp]ing of items
in MMS/gn the accuracy of est1mates of the population mean. Two methods

i

" of stratification were examined° (1) stratificat1on by item d1ff1cu1ty,

- L‘

and (2). strat1f1cat1on by item discr1m1nat1ng ab111ty

; "
C s

PROCEBLRES :

4

The method of ana]ys1s used 1n th1s study was the post mortem

approach in wh1ch samp]es are drawn from~a data base W1th _known para—

meters. 'Sample estimates of_th parameters of interest are then’

<




.. computed and compared to the known data base values. . .

.

Description of the Data Base

The ftems used in this study were from subtests of the Iowa

Tests of Educationa}.Development (ITED): mathematics (36 items) and
vocabulary (40 1tems§. These two subtests were chosen pr{marily be-

cause the distributions of scores on these subtests were known to be

’

relatively different. Also, the items on each Subtest are indepen-
AN

dent, {i.e., the response td a given item is not dependent on the

respopses to other items). U

AY

-

During 197f‘ 16,819 ninth grade studerts in,Iowa took the ma th
test (Form X-6). A 1in T systemat1c samp]e was drawn to gave a data
base with N = 600. For th1s data base of 600 the fo]10w1ng values _'
were found:  u = 11.623, 0% = 30:385,.0= 5,512, skewness = .965, and .
kurtos1s 3.680. The range was 32 w1th 8 m1n\ﬁnum score of one andfe
maximum score of 33 The re11ab1]1ty (KR 20) “for the data base was

77%. The d1str1but1on was positively skewed and Teptokurtic. - .

The $econd data base was derived from the scores of 13,821 )

.

" eleventh grade students in Iowazzho took the vocabu]ary test (Form

iis in 1973. A1 in f systematic sample was drawn to construtt a

data base with N = 600. Foh'this data base the following values were

found: w = 22.682, 02 = 88.328,0= 9. 398, ‘skewness = -.076, and

kurtos1s 1.971. The range was 37'w1th a m1n1mum score of three and
a maximum score of 40. The re]iabi]ity (KR 20) for the data base was

.923. -The distributfdn was slightly negatively skewed‘and;platykurtic.

Samp11nngrocedures ‘

Two methods of samp11ng were emp1oyed to ass1gn items to subtests

5 -




ﬁnumber of items per subtest, and n is the number of respondents ber

36 item math test was inided into two strata of 18_items each. For \\

purposes of illustration assume that t = 3, k =12, and n = 20. In

. : .

\

(1) simple random sampling and (2) stratified random sampling. The
data for stratifying thevitéms according to difficulty level came from

N *
norms for the state of Iowa for the year preceeding the sample®data °

7

. . . o
collection. For the math tes®, the ndrmative data came from the 1970..
/

adminiﬁtration]and for the vocabulary test the data came from the 1972
adminﬁstrathn. The di%ficu]ty indices -for ﬁhe math.test hahéeq*from
%14 to .67. For- the vocabulasy test the range was .22 to .78. Nheh
stratify{ng by item discrjminating ability, the item discriminatioh
indices were teken from item tryout, information. The range for these
jndices was .25 to .73 far the math test and .36 to 79 for the vo-
cabulary test. [The'item discriminatien indicee are Flanagan ihdices..
The high .and low groups were defined on the basii/gf the total test'
score on the associated suptests of the ITED. See Flanagan (1939) for
further explanation.] « .

Table 1 1ist§‘the sampling plans which were implemented for the

{

mathematics test and Téble 2 lists sampling plans- for the‘vocabulary

test,In these tables, t is the numbér of subtests, k specifies the

suh%est. PSS indicates the neTber of items included in eaeh subtest
from each Ztrata.' NS specifies the number of strata and IPS indicates -
the number of items per strata. Those samp11ng plans with NS = 1 L

0bv10us1y did not 1nvo1ve strat1f1cat1on . The samp11ng of 1tems

within strata was done randomly. For example when samp]ing/from the

math test, if IPSS = 6, NS = 2, and IPS = 18, thi$ indicates that the -

| . DV i,
this*instance there are three subtests of 12 ifjrs each witp six i tems

6
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({’ randomly selected’ from each strata composing a given subtest.’

Al

_ ) Certain relationships of interest exist among the pérameters of the
Ti : y ) ‘ e
| sawp_ ng plan . i . S e
- B (t)(k) = (Ns)(TPS) =k . R
« ' B ' | |
) where K i¢ the total number of items in the universe (a)
~and L (1PSS)(NS), = k * ~ " (b)

*

Equation (a) shows that the hggber of subtests multiplied by the number

. _of items per subtest is equal to the number of strata md]tfp]ied by tﬂs
number of items per strata which is" equal to the number of items 1n the
universe. Equation (b) shows that the number of items per subtest per
strata multiplied by the number of strata is equal to the numbé‘ of

items per subtest. - i o

-

Each sampling plan was imptemented twice; first stratifying by

difficulty level and then restratifying the items according to dis-
[ ,_., . 34

cr1m1nat1ng ability. No attempt was made to'stratify the items con-
currently by d1ff1cu1ty Tevel and d1scr1m1nat1ng ability s1nce “in an
app]ied eVa]uat1on settJng concurrent strat1f1cat1on would most 11ke1y ‘

be carried out on\the basis of e1ther difficulty 1eve1 or-discrimi-

rd

) nating abi]ity and content.. Since the items comprising bg;h ‘data.
: . . Yoo
bases are reTatively homogeneous with raéand-to content, stratification
by content did not seem réésoﬁab]e;; | .

\ . . . . o
For all sampling plans, the sampling of the item universe was
]

‘exhaust{ve and without replacement of jtems for the-constructidn of

N each subtest. That is, an item .assigned to a particular subtest was

not returned to.the item pool- before constructing the next subtest.
/

Ehis procedure assured that every item-appeaged on one subtest and all

L4
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_1tems appeared an equal number of times among the suBtests which is 1n

Y

accordance with the gu1de11nes proposed by Shoemaker (1973). The'

sampling of students from the population was done random]y S0 ;hat » « \
each student's response was included for enly one subtest. This was
done because it is un]ike]y that in an applied eva]uation sett1ng a g
given'student would respond to more than one eubtest while some stu-

1

‘ B\ : .
dents would not respond to any subtest. Therefore, the sampling of

both items and students was exhaustive €ince all items in the uni-

. AL
verse and all students in the population were utilized.

" 5. . ‘ . - T o 4
Indices §f Accuracy /S
In mpst evaluation studies fhe major parameter of interest is ‘

the~p lation mean, u. This study was conéErned‘with the/accuracy(of
"di fferent.methods of estimating u. The actual.estimate of the popula-
p X

tion'meaﬁ/wasjaccoﬁp]ished as follows. First, for each subtest, u
“was estimated using the fo]]pwing.formula [Shoemaker (1973), p. 27]:

-

v Al . . n - k "
' ﬁS = (K r I X )/nk (1) .
s. ‘ =J J-] , -~ 7

where fig = the estimated mean universe score for subtest S
, K = the number of itéms in the pn?vérse t )
n-= the number of examinees who respond to each subtest ’

~

k = the number of items per subtest -

= the observed score for individual ion item j. e -

Then, the-estimates from each subtest were pooled using the for-

mula, below [Shoemaker (1973) p. 38] to provide a single estimate of
y
- (R

0




= the ppoled estimdte of the population mean

the number of subtests

X nsks; the number bf observations per subtest.

The accuracy of these ﬁp

o~ '

estimates was examined using tyo some-

what related indices.. - - 7

LY

follows:

-~

;

where ﬁp'is the mean over replications of the ﬁp values.

*

The seco?ﬂ index of accuracy was defined as follows:

-'ul

- (4)

¢

£ . \ ‘
SE(up) indicates how c1ose1y the gstimates of u cluster around the
average pooled estimate (il p) and v fhg1cates how closely the estimates -
of u cTuster afsund the true data base mean. Although these two indices

are somewhatidiﬁfgrent, they are higH]y related since the p values

AN L T~
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" are unbiased egtimators of u.

S Both thexSE(ﬁh) and the-‘i{T values were used-te compare the .
stratified and nonstratjfied MMS plans. For all comparisons, the
values of t, k, and n were held.cdnstant. For exarple, tn Table 3,

© plan 1 (nonstrat1f1ed) was compared with plan 2: (stratified), but

X v ’/ﬁ1an 2 was not compared with plan 3 (nonstratified) because.the"~

. latter two plar® involve different va]ue§ of t, k, and n.

L . . - RESULTS AND CONCLUSIONS - S -\,

3

. . 4 : \’
The resa?tg of the.various sampling procedures are listed in
“« ¢ . £

Tables 3\ 4, 6, and 7. ‘%;9 tﬁese tables the design parameters of the.

sampling p]ans are specified by the number of subtests (-), the num-

‘berof items per subtest (k), the number of examinees per subtest (n),
* . the total number of observations (0),, the number of°1tems per subtest

from each strata (IPSS), the number of.strata (NS), and the number of

© items per §trata (IPS) The column 1abe1ed'5; is the estimated value of ~ dé}'

M poo]ed over rep]lcatlons, SE(up%‘indicates the standard error of ﬁp ’

. . [Equat1on (3)] and Y is def1ned by Equat1on (4). -

B The co]umn headed STRAT 1nd1ca§es th7|nethod of strat1f1cat1on
witb nd1cat1ng that the items were~not_stwat1f1ed, DIFF 1ndteat1ng
/)str tTféZat1on by 1eve1 of item d1ff1cu1ty and DISC showing that 1tem;\
wer rataffedlby jtem discriminating ability. The 1ast column shows

the numbér of rep]icatidns of the sampling plan (NREPS).

“

" The results for stratification by difficulty Jevel of the math N
test are éﬁesented in Table 3 and the results for the vocabulary fest:
are conta1ned in Table 4. “As noted previously, stratified p1ans were

compared w1th nonstrat1f1ed plans holding t, k, and n constant For

-

\. ? //




— example, considering the math test stratified by.difficulty.level, plan

-"1 (Table 3) was compargd with plan 2, p]an 3 with plans 4 and 5, plan 6 - T

T _ 'wﬁth plans 7 through 9, plan 10 w1th Alans 11 and 12 and plan 13 with

plans 14 through.18. .The resu]ts of these compar1sons ‘are summarized in .
Tab]e 5 where the numbers in the tab]e 1nd1cate which fype\of,sampling -

p1an yielded the sma]]er value for each of’ the two stq istilcs used as a’

-

: 7 basis for compar1son For examp]e, w1th SE(u ) as the erion, eight,

of the 13-comparisons show that the stratified p]ans p oduced sma]]er

values of §E(up) than the comparab]e nonstrat1f1ed plans. .

.

"The data in Tables 3, 4, and 5 do not provide.c nclusive evidence .
a faQoring‘itratification‘by/ﬂ?fficu1ty level when ;ssigning items to sub-
O, tests. These results generally SUprrt Myerberg's, (1925) content1on that .
. : stratified random samp11ng of 1tems by jtem d1ff1cu1ty does not neces- | g
§§¥11y -result in moré accurate “estimates of the mean than s1mp1e randouy/////’ .

y '
samp11ng of items. !

» The resu]ts of strat1f1cat1on by item drscr1m1nat1ng ability for
the math test are 1isted in Tab]e 6 and the results for the vocabu]ary
test are pnesentedljn Table 7. Table 8 summarizes the compar1sons

T s between the stratified and nqnstratiffed\designs. Again, -neither type

of samp]in;\ﬁﬁan consistently resulted in.more accurate estimates of wu.

However, thene‘was a slight tendency for.the stratified sampling plans

S ' for.the'vocabu1ary test to prqduce more accurate estimates than the .
simple random'sampling plans. _ ‘ .
. - . - , ) . Q
) * « ‘ ‘ L/ B
. ),
' -
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IR Concluding Statement '
- : - . s

v

Generalizatibns from £he results of this study must be made'ver}

Only two item un1verses were studied.

N

~—

cautious%x

number of rep11cat1ons used to est1mate the accuracy of the two MMS

-

procedures was‘hxtvqme]y apalT for studies of this type. Nonethe1ess,

these results do provide ‘additional data refated to the .effects of

.

using item stratification procedures in MMS. In general,

ihdicate that stratified sampling of items ejther by item difficulty
» — ¢ -~ % . e, -

lavel or by item discriminating abiljity does not consistently yield.

-

P -

more accurate estimates of u than does simple rahdom:sampling,
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TABLE |
Stratified Sampling Plans Implemented

for the_Mathg@atics Test

4
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Sampling plans w1th NS=1 did not involve stratifica-
tiono - - - - . s -~ \

The dlfference in NREPS between those plans with
NS=1 and Ns>l is ‘due ‘to the hrieed to reduce computér
costs.

>




) ,  TABLE?2
Stratified Sampling Plans Implemented

for the Vopabulary Test -

-~

. )

Plan t_  k n IPSS  NS* = IPS  NREPS
1 4 10 20, 10 1 40 - 5
2 4 10 20 1 10 4 .5
3 4 10 20 2 5 8. 5
4 4 10 20 5 2 20 5
5 5 8 20 8 1, 40 - 5

.6 5 8 20 1 a: 5 5
7 5 8 20 2 4 - 10 5
8 5 g8 20 4 2. 20 5
9 8 5 . 20 5 - 1 40 5
10 - 8 5 20 1 5 8 . 5
11 10 4 20 4 1 40 5
12 10 4 20 1 4 10 ° 5
13. 10 "4 20 2 2 5

20

* Sampling plans with NS=1 did

15

-4

not involve stratification. |
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‘ TABLE"3
Results t;f‘Stratifica;ion by Oifficufty Level
! in Assigning Items to Subtests - Mathematics (u=11.623) .
T I T
PLAN 8 SE(5y) Y = =
P /"u\jr k « %
. ' \t K n 0 .
. 1 3 20 720
. 1PSS NS IPS
1 3 N AR 11.620 648
2 o 1 12 12,000 65 . .46 OIFF 5
t Kk a0 S ' : ’
. ‘ 9 4 20 720
¢ , PSS NS 75 - ’
* -
3. 4, o1 6. 11.320 618 .489 NO 10
e 1 s 9 11.950 .250 .356 OIFF 5
i 5 2 2 18 11.920 - .568 486 . OIFF 5
~ N » '
- t k n 0
- 6 20 720 q
A )
o IPss NS 1Ps . y ,
6 6 1 % 11.495 571 465 N 10
: » . ’
7 o1 \ 6 6 11.490 . .426 .305 ¢ OIFF 5
’ 8 L T 1 s 192 705 . .OIFF 5
- s . 3/ P 18 11.750 .539 38 . OIFF@® . 5
N % y
.k n 0 ! ' o
A 20 720
1Pss NS ws. ' , .o .
e " 9 T % 11.595 525 450 NO - 10
n’ S .9 ;4 11.580 920 775 OIFF 5
=1 12 3 Lo.3 T 120 12,200 59 .577 . OIFF 5
t S n 0
i1 0 70 , )
IPSS NS 720 g ‘
13 12 s 1 % . 11745 . g2 576 NO 10
. ~ oo .
18 " 1 12 ) 3 - 11.220 .676 .594 DIFF 5
15 2 . 6 6  11.830 883 .63° OIFF 5
16 - 3 4. 9 - 12.060 .827 726 OIFF s
17 4 3 12 11,960 .482 .435 OIFF 5
N 18> 6 2 18 11300 .580 N .515 OIFF 5
I
’ \ .
’ 16 -~

- .oN -

. .
.




TABLE 4

C

Results of-Stratification by 0t fficulty Level

in Assigning Items to Subtests - Vocabulary (u=22.682)

7 .896

AN | 3 ‘SE(p) :1 3 £
: ' | : 7 g
t .,k n 0
& 10 20 800
oooess ] NS 165 N
1 0 1 40 22.080 1.403 1.236 NO 5
2 1 10 4 21.780 1.106 1.229 - OIFF 5
3 2 . 5 8 21.980 1.667 1.496 OIFF " 5
4 5 ST 21930 629 752 DIFF 5
t‘ k n 0 ; ; o
5 8 20 800 \ .
R S 1pS ' .
5 8 1 40 23.980 .666 524 N 5
6 q 8 §  23.840 1.110™ 1an DIFF 5
7 2 4 w0 2307 925 Bl4 < OIFF 5
8 4 2 20 - 22.850 796 4% DIFF 5
) t ok n 0 .
8 5 20 800 )
_ 1PSS NS 1pS . -
9 4 1 40 . -22.900 604 534 M 5
10 1 5 8 23.180 *1.002 OIFF

w "




me - —-v——-rv—-—-—ﬁ’ e R
| . - . -~ -~ 2 ) .
\ 1‘5{3}5‘5 ¢ ; .
t, & ' ) . )
| TABLE 5 ‘
_ Number of Times Nonstrdii?%éd Sampling ) \
Plans and Stratified (by Difficulty Level)- |
Sampling Plans Haduprer’Criterion Values
MATHEMATICS . VOCABULARY
STRAT NO- STRAT STRAT . NO STRAT
SE() 8 5 4 5
¥ 6 7 4 5
1 1 '
) s
» [
[4
-y
. 'S
v
18




TABLE 6~__
Results of Stratification by Discriminating\Abthy
in As ing Items to Subtests - Mathematics (yu=11.623)
- 7
-~ a . e
t k Al /!l 0 Ve ) ’
12 3 20 ‘720 .
1pss NS IPS o . . .
. -~ e . M v
3 S R 11.620 .648 .399 NO *10
1 , 3 12, 12.040 . .506 * 506 pISC 5
- . N |
' t k ©on 0 -
9 4 20 720 - « ; .
1pSS NS IPS : ) '
4 1 3 . 1132 618 .489 NO 10
] ) 9 11.950 624 .505 oIsC 5 ”
2 , 2 18 Ci1.8m .341 .286 DIsC 5,
t k n : 0 T
6 6 20 720
.1PSS NS IPS _ )
6 1 % 11.495 571 .465 o Yt .
* J
1 6 6 11.380 = 12 .605 oIsC 5
: , $ X e
/. 2 "3 1 11.270 - 524 .861° pISC . § "
e 3] 2 "8 11.940 551 .526 DISC 5 )
t k.’ n 0 /
. 4 9 20 : 72
1pss NS o A ,
9 1 36 11.595 525 .450 N 10
1. 9 4 11.780 .682 566 DISC 5.
£ o3 3 12 11.380 .982 865 DISC 5
> ; =
t k n 0 . . .
3 12 20° 720 : “
« PSS NS IS _
. 12 1 36 11.745 .728. . .576 N0 10
S R 3 11.130 ° .89 493 DISC 5
2 6 6 10.760 . ©1.080 | 1.03 .~ DISC 5
3 4 9 12180 % 629 727 DISC 5
A 30\ 12 11.580 ..670 .456 pIsC .- S .
6 4 2 18 11.250 .627 ; .535 .. DISC 5
. A
Fe




20

TABLE 7
Results of Stratification by Discriminating Ability p
in Assigning T;ems to Subtests - tlc;\cabulary (u=22.vsoé) -
- ‘ o L avd -'-ﬂ
5 SE(iip) " 2 &
’ t ok n 0 S :
4 10 20 800 \
1PSs NS 1pS \

1 10 1 , 40 22.080 1.403 1.23 K0 5
2 1 R {1 4 " 22.580 1.406 1.204 DISC 'S
3 2 5 8 21.920 1.201 1.749 otsc® 5
4 - 5 2 0 22.610 © .24 . .15‘9, DISC "5

t’ k. n 0 . " v Y
5 8 20 . &0
1PSS 1pS _ ;
5 8 1 40 22.980 .666 S24 N0 5
6 1 g 5 23.460 319 g7 CDIse 5
7 2 4 16 22.880 .629 ST . DISG 5,
8 4 2 20  23.200 970 / "4 '01sC 5
t- kT 0 ,
.8 50 20 800 _
| IPSS/ . NS 1PS . . N
& 5 1 40 22.900 .604 .524 4O 5
10 1 -y g 22.410 .708 586 DESC 5
t k n 0 ‘\
10 4 20 800
1PS5 NS 195 y g .

1 4 1 40 22.280 ° 762" \.716 NO
12 1 4 10 22.490 .558' .374 D1sc 5
13 2 [ .2 "20 22.070 S22 612 DISC 5

v : ‘
N .

,\..




LSRN A

‘ TABLE-8 |
Number” of, Times Nonstratified Sampfjng Plans CoNL
and Stratified (by Discriminating Ability) ‘ o
Sa;pl‘ing Plans Had Lover Cri ter‘io‘r_\\vnalu\es - ol
3 . HY

_~ MATHEMATICS s © VOCABULARY
STRAT NO STRAT ~ STRA¥ - NO STRAT

8 i 5 . 16. ‘. 3
' 7




