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JThe problem of nen-sigmificant results 1n educational’e exp,en
. mentation has perpfexed researchers for several decades. Two

mistakes are made ih connection with such ﬁndmgs The first is
the mistake of concluding that in fact there are no dlfferences .
between the treatments mvestngated A non-igmificant’ 't or F
. statistic does not mean that there are no differences. Rather, such
a statistic states that in thissituation we arg unable to reject the |
null hypothesis! Failure tb reject 1s not the same ‘as acceptance.
Theé second mistake is one of advanced planhing. There have been
numerous educational experiments conducted ‘in which the
probability of observing a real difference was practically nil from -

-, the start, a situation that results from tfe unfortunate choice of \
sample size, alpha level and desired mean differences. Knapp and "
Miller have_focused on this problem in their treatment of the ’

concept, the power of the test. Educational researchers can
improve their efforts if they willuse the information presented
here by those two as educational experiments are being planned.

+° ) T * . William J. Gephart 4 .

Director of Research Services
. . Phi Delta Kappa




- 1| 1. INTRODUCTION
A. Human Decisioqlnaking_ )
~ " * o .
One of the most|certain’ but imperfectly appreciated facts of
life is the uncertah’;l'y of human knowledge. The concfisions we
. . draw about the wofld around ys are constructed from the data of
experience, assembled bit by isolated bit into explanations of (
how and why things are as they are. We simply do not possess the
perceptual equipnent for verifying the truth or falsity of any
generalization except by tge cumulative weigltt of highly specific
observations. i .

-

As a cdnsequence the eviderite we gather in the effort to
generate and verify solutions to proble}ns is rarely,-if ever,

o . deterministic. At best the assurance afforded by such evidence is
probabilistit. This means, in the- absence of certitude, that
preference_is'accorded to solutions most congistent with available

~evidence and least subject to jnexplicable phenomena. Witheut
taking into account every single piece of data relevant to the
adequate solution to a problem, one must always anticipate the
possibility of finding exceptjons. of discovering more comprehen-
sive answers, or even of confirming an altogether, different ex-
planation. ] - ,

s
By the same token it is often difficult to rule out'alternative \
explandtions completely. ;The amount or quality of evidence
available to illuminate the inquiring mind is often i{lconclusive,
providing insufficient basis either for affirming or denying some ;-

* explanation categorically. And yet we can rarely allow ourselves
the luxury of equivocation. We must act and make decisions; and,

lacking certainty, f we are to act rational]ya we play the odds. . /

[ * ' ;\
When a physician, for instance, decides upon a diagnosis in a :j‘

, .difficult case, he weghs the evidence favoring each possible ~
! diagnosis. that a patient does or does not suffer from a particular
disease, or that the patient is afflicted by one illness rather than

_another. The danger of error in daggnosis, prescription, and

-
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prognosis is always present, no mattet what conclusion the
physician ultimately selects. His responsibility is to select the
alternative that snmu]taneous]y minimizes the prgspect of, error
and maximizes the llkehhood of healing or prolonging life. The
doctor finds himself, n fact, shbject to two quite’different but’
complementary types of error. When there 1s suspicion of cancer,
for example, the physician ‘can arnve at one of two diagnoses —
that the patient suffers from the disease or that he does not. The
erroneous diagnosis of malignancy could lead .to unnecessary
endangerment of health and life through medication, radiation
therapy, or surgery. On the other hand, the erroneous conclusioh
that th¢ symptdms do not point to Cancer could result in
surgically preventable metastasis and premdture death for the
Rpatient. N ¢ .
Clearly the physician wishes to avoid making either type of
error. The trouble is that avoiding one of them is inversely related

- "

to avoidance of the other. In other words, the more tests he Juns, -

" or the more evidence he demands, or the fonger he waits before

making a definitive diagnosis of illness and initiates treatment, the
greater the ‘danger that the ravages of disease will progress

meanwhile to an irreversible st!ge. The physician will have clung

too tenaciously to the @ priori hypothesis that his patient is not
seriously ill Yet if the doctor relies on purely superficial or
aimbiguous symptoms, he will re’adi]y_ evade tragic delays in
diagnosis, but he may greatly increase the frequency with which

" he mistakenly treats patients for illnesses they do not have. )

!
The physician’s dilemma me}ely exemplifies, in a context
ntade dramatic by the4mportance of the decision he must make,

the essemtial peril of the dichotomous decision. Faced with
deciding between two mutua]]y,exc]uswe alternatives, supported

aonly by mnconclusive evidence, the selection of either alternative

could constitute a mistake. The only reasonable solution to this
dilenima 15 to,effect an acgeptable ‘compromise between the
danger of erring in either direction, Thi¥ Tan .actually be
accomplished only by taking account of a number of factors:

1y l:xphut identification of both"Sources of error;
2) Assessmem of the seventy or cost ofeach type 7error
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3) Comparison of the cost of making one error against the cost
of making the’ other t6 detemune w}uch if either, is mote
tolerable;

4) Specxﬁcatlon, as precisely as possible, of how much danger

. making either type ‘of error c¢an be tolerated wher a
deciston is finally made;

5) Control over the inquiry_process in a manner that i msures
adhererice to specified error tolerances.

B. Scientiﬁc Qecis}on‘-making

"“In the natural and behavioral sciences, the testing ofresearch
hypotheses is directly comparaB'te to the dichotomous de,cl-_
sion- makmguprob]em of medical diagnosis. When the scientist
systematnca]ly pursues the goal of verifying expectations régard- )
ing, for instancé, the superiority of one instructional method over
another, the very nature of his evidence imperils any conclusion
he might reach. Should ev1dence Tfavor the supenority of one
method, there 'always lurks in the background the p0551b1]1ty that

+~ uncontrdlled, undefected, irrelevant factors are operating to

BIA 1701 provided by ERic:
-

produce only fthe appearance of greater instructional effective-
ness! On the other hand, even should evidence fail to support or
appear to refute the anticipated outcome the Tault mlght not lie
with the anticipated outcome. It could be the result of defects in
the quality of the evidence gathered or its quantlt)n, or even the
manner of obtaining it.

The purpose of scientific mqu}ry particularlysthe investigative
techniques we characterize as experimentation, is the acquisition
of extension of knowledge by adherence to formalized proce-
dures that minimize the prospect of reaching erroneous conclu-
sions. Kerlinger (1964) ° pomts out that the good. scientific
expenment is designédto’let the facts, and only, the facts, speak

for themselves. Ideally this means that such control is exercised

over the sources of error in human judgment that the data will .
actually support a true hypothesis and will not suggest that an
erroneous one is true. . - -

By .using highly refined and time-tested methods &f inquiry,
science -seeks fo neutralize extraneous or irrelevant factors tha)t
> \ .
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commonly contaminate more casual meiho&é of acquiring knowl-
edge. In pursuit of this ideal, investigatefs are confronted, more
often than not, with the task of gathering, organizing, synthesiz-
ing, evaluating, and ‘interpreting an unwieldy array of evidence.
Even relatlve]y simple problems would defy expenmen tal

solution were it not for the susceptibility of the data of empirical .

science to quantification. The ability to summarize his observa-

.tions in the form of measurements places a .powerful analytic
tool — statistical inference — in the hards of the scientist. °

-

Il. STATISTICAL INFERENCE

[y

» ' . X 1Y

As we've noted, to produce an acceptable diagnosis the

-physician must evaluate theé symptoms he observes against

diagnostic alternatlves The data of science are weighed statistical-
ly for their compa:atwe consistency with certain hypotheses,
plausible alternatiye solutions to scientific questions. To accom-.
plish this purpose there is available a wide range of statistical
techmques classified in general as hypothesis-testing procedures,
These methods enable us to determine ‘th,e likelihood that the

‘laws of chance alone suffice to account for the occurrence of

some event. Statistical analysis would indicate, for example,
that tlte’ emergence of a seven on ten successive throws of the
dice at the gaming table has a very low chance expectancy.
Quite logically the gambler would be disinclined to attribute the
event to chance and would favor the suspicion that the dice were

loaded. Similarly we might disdover statistically that thg differ- .

ence i learning rates associated with different’instructional
methods is too great to readily attribute to fortuitous, non-
instrrotional aspects of pupils’ learning experiences. If the
findings had bee correct]y anticipated, then the investigator
could claim legitithately to rave ‘confirmed”’ his hypoghes:s
fa\?ori_ng— the effectiveness of one method over the other. ’

These simple examples point Lo the essential property of the

hypothesis-testing modél. Scientific hypotheses are not validated
,or invalidated in and of themselves. They are confirmed or
disconfirmed orJy in a'relative sense, i.e., relative to some explicit

.
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alternative, some competitive hypothesis. Statistically the investi-
gator did not compare 4wo' teaching methods in the example just .
cited; he compared two hypotheses. This distinction is a crucial ‘ .
. one. Failure to recognize its unpligtxons ha@ resulted in a '

’ wndespread practice of ‘domg only half. the 305 that a scientific
experiment is capable of accomplishing. . -

©

A. Null and alternative hyp'otheéeg _ R
. / . 0 '
< Conventlonally, in the course .of his investigation, the scientist

. identifies two ‘mutually &xclusive hypotheses one called the
alternative hypothesis (H;), which he i$ inclined to believe wifl ..
" ‘stand; ;and onevcalled the null hypothesis (Hg)‘which he is inclined
to isbelieve. The statlstlcal oomparison of the*null and aItema-
tive  hypotheses results in nothing more or less than a simple
. probability statement — the degree to which'a phenomenon, such

as the difference observed between two learning ratés, would be

expected 'to occur purely by chance. However, the scientist’s
principal task is t0 thoose between Hy and Hj. L

B. Significance and Type kError - . - '

’
"l \ ’ L RN

In relation to that task the statlstlcal probablllty statement can

. be interprgted as the likelihood of makmg an error when the null

hypothesns 1s rejected and the a]tematlvc‘accepted For example,

¢ if thlS probablllty is found to be .03 (3%), and" the investigator
/0 decides to place his trust in the alternatwe hypothesis that the
- learning rates do differ as a result of differént methéds of
“instryction, he runs a 3% risk of errof. Such an error is known as’

Type I Errbr. :

N
+

LN In order to decide between the npll and ‘the alternative, the

\_ " tesearcher must have a decision rule a pohcy for determining -

’ when to side with Hj. He selects some small value, ordmanly 5% t
or 1%, as the risk of Type I Error that appears, under the
.circumstances, to be reasonable or tolerable. This risk is com-
monly called the “level of significance”” in slatistical jargon’and is
designated by ghe Greek letter alpha (o). In effect, when the
. . probability of committing Type I Erroris found to be as small as
" the risk an investigator is willing to take, he rejects the null




3 @ -

. N ‘
. >

hypothesis‘ and accepts the’ alterpative hypotiesis, That is, he
attributes hi< findings not to the operation of chance but to the

" systematic influence of factors associated with the alternative
hypothesis. < A

o -y

¢ B =

When and if his observations lead the researcher to feject the
null hypothesis (Hg) there is, of course, cause for rejoicing. The
gvidence favars the solution he has formulated .to a scientific
problem. But let us suppose, as is almost universally true, that the
investigator has been satisfied with désignirig a study that
cautiously guards only against the commission of Type 1 Error.
Suppose, furtner, that the outcome ot the data analysxs does not
permit the rejection of the .null hypothesis, 1e -that the
predetermined “level of significance™ is not attamed so ‘hat
adherence to the alternative hypotheas would entail an unaccept-
able risk *of Type 1 Error, Does this rigorous control against

Jnterpreting chance events_as experimental effects provide any -’

insurance against attributing real experimental gffects to chance?
Unfortunately, but emphatically, it.does not. Evidence that Hp is
not supported by the data does, indeed, enhance the credibility
of HjxBut failure to reject Hp does not make it credible, or give
cause for rejecting the credibility of H. It would, for example,
be flirting with disaster for a physician to reject the diagnosis of
cancer in the face -of some, but not all, of the positive clinical
signs: of the disease. Similarly, failure to find the evidence
re}pmed to confirm the syperiority of one instructional method .
over another does not refute its supenonty Both these instances
exemplify a basic principle of sclentlﬁc mqmry indeed ‘of
inductive reasoning in general. Faﬂure to confirm-any hypothesis
does not constitute evidence agamst it, There is a huge difference
between knowing that something is not true and not knowing
that it is true, . .

g . » -

N . .

C. ‘l‘ypo_ll Error and the concept of power !

- In Jimiting his sasceptibility to Typé I Error through specifica-
tion of a stringent level of statistical significance, the scientjst .
buys protection agnsf false claims to the discovery of new
explanations, When the criterion of significance (a) is not
satisfied and the alternative hypothesis is unconfirmed, however,
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the issue remains essentially unrésolved. At best, the ifivestigator
may have the optioh of deferring)final Judgment until more data
becomie available. At worst,.considerations of practical necessity
may require him to relinquish his\research hypthesis. In either
case it remains not only possible but\plausible that the alternative
(Hy) is true but unsupported by the butcome of the experiment,
If Hy is, in fact, true, an error of the second kind €Type II Error)
has been committed. Typically, when results do not satisfy the
critecion of significance, the experiment is regarded as a failure.

- As Campbell and Stanley (1963) point out, experimental failures

of this kind are more to be expected than experimental successes.

This should be cause for neither surprise ndr discouragement. The -

formulation of acceptable solutions to serious problems is far
more difficu vlt/Lhan formuilating erroneous\ or incomplete solu-
tions. However, it is unfortunate that failure to confirm hypo-
theses has become equated witlt experimental failure. An experi-
ment truly fails_only lf it fais to extem‘ ‘the horizons of
knowledge. L . ’ .
- \

If one could be reasonably confident that a‘re\earch hypotKesis

remains unconfirmed because it is actually false, the goals of

+ sgience (if not the investigator’s goals) would be fulfilléd. In other

words, an experiment® designed to promote imultaneously
confirmation or elimination of Hl never f‘h uch a study
contributes to knowledge by proposing and supporting an

acceptable solution to a problem, or by discovering that the -

solution,advanced is inadequate. Elther way the inves zanon isa
roductive enterprise. . »
p p J .

3
There is, however, only one, way t,hat an expenment can

constitute such ‘a two-pronged attack on ignorance. It must not- ’

only controt-Type I qrror it must also control Type II Error.
First, it is necessary jto face squarely the question of the risk
involved in making a Type II Error: how serious amistake is i} to
dscripe the results”off an' investigation to the chance hypothesis
(Hg), when the invgstigator’s explanation (H}) is actually an
accurate one? What 'odds does the physician require against
diagnosing a malignant tumor (H;) as some lesser illness (Hg)?
Are odds of 9 to 1/allowing a 10% probability qf Type 11 Error,
acceptable" Or mugt he be more cautious, demandm&bftter odds

/’11 : -
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(e 9‘)‘) to I) and a-Jower risk of error (eg., 0.1%)? If he is to
retain the conﬁdence of his patients, the respect-ofhis colleagues,
and his lisense to practice, his preference had better be for strong

safeguards agamst Type II Error. On the other hand, the™

consequences of failing to verify the superiority of individualized
JTeading instruction may not be so dire.. A 10% risk of abandoning
a successful innmovation may be acceptable, if N? conventional
method already in use is known to be reasohably effective.

N ln fh—e'?pplrcatron ofstatlg,pcal hypothesrs testmg procedures 1f
is possible to place restraints upon the commission of Pype H,
" Error, just as it is possible to limit susceptibility to Type I Error.
The 7isk of makmg a Type IL.Error is desrgnated by the Greek
letter beta'(g), and, like the level of significance’ (@), i
represents a simple probability statement — the probabulity of
failing to reject an erroneods null hypothesrs Statistical power,

(l-«B) 'is a, correlative concept indtcating the probability, of =

‘rejecting, an erroneous null hypothesis in favor "of an alternative
hypothesis. The physician must ordinarily demand great power of
his <hagnostic decision in cases where failure to drsc0ver a setious
1Ilness (Type 11 Error) might endanger life.- )
l\ !
Power must also be high in pharmaceutlca] expenments in%
order to eviluate the side effects of medicinal drugs. In_Europe
the disastrous effects of prematurely marketing the tranquilizer
thalidonude is*a classic example of thé implications of experi-
¢ mental-.power. Failuré to reject the safety of the drug_during
. pregnancy and® to discover its damaging effect upon the fetus
(H)) was a costly Type II'Error. Had more extenSive resedrch
bcen yndertaken, requining uneventful consumption by a larger
number of subjects, power would have rncr‘eased far]ure to detéect,
fetal damage might have been avoided, “and the' drug might never
have been erroneously judged safe for distribution.

K

Thorigh Type 1l Error m edueanonal and psychplogical
research is rarely accompanied by the danger of such gresrt and

rmvcrsrblc effects, the difference 1§ one of dégree rather than

kmd The \érmumess of the potential error determines tow much

power s neeux.rry But any cyperment designed without

.\pC\.‘Ilyln\L a-level of power pmpn\lmrn.rl' to t$r( necesstly is
. ) : .
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inherently weak. Let us suppose that the level of power to be
required . in an educational expériment comparing the effect
of televised mstmcuon and programmed instruction has been
defined. Ang let Us suppose, for purposes unique to this investj-
gation, that the level is a very *demanding one for a ]earmng
expénment (Power~ 99). What -factors influence the attainmeént
of desired power? They areffour 1) the significance level or risk
“of Type 1 Error that is deemed tolerable; 2) .the difference
between the two treatmentpopu]atlon means on ‘the. ]earmng
criterion; 3) the variance in the population on the learning
cntenon and 4) the nunmber of subjects in each of the treatment
groups The selection and attaintment of some preierred level of
power requires-that each of these four vdlues be specified in

- advance. . v

.~ e

- B

The choice of significance level is, or should be, a prudential
~ judgment based on assessmeént of the consequences of commutting
a Type I Error. The more severe the impact of erroneously
! rejecting the null, the more rigorous the level of significance must
be. . . o . , . *
. . v o« - .
. The smallest-.difference’ between means “that’ would be of
. interest to the inyestigator must be selected. This Tepresents the’
precise definition' of a. very specific alternative hypothesis It
> should'be noted that the exercise-of control gver statistical power :
.precludes the formulation of the more conventlonal non-specific
alternative hypothesis. Neither the so-called ““two-tailed” alterna-
tlve (ie., that the, mean difference does not equal zero), nor a
“one-tailed” hypoHtesns (1 e., that thé mear difference favors one ¢
treatrfient over the, other) is suffigient. All.pthér fhmgsebeing
equal the power of the decision to_accept or rejéct the null
hypothesis is diréctly affécted by vanation n the dlfference
_ between means.

04

Power is sensitive, however, not only to differences between
mears, but to variation 1n performpacg among individuals as well.
The wider the range of M%:::}\to be found on the
experimental criterion variable, the grevaler the danger of commit-

tng' Type I Error. It is therefore, necessary, by rational or:
empirical means, to anticipate the extent of individual differences

" 13
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{the variance) characteristic of.the criterion measure.

[

-

Finally, variations in sample size also affect the ,power of
inference. However, when desired levels of power and significance

have been pre-selected, and when a mean difference worthy of

“the investigator’s mterest has been defined, and when a reason-
able variance estimate is available, then the number of experi-’
mental ‘subjects needed is no longer free to vary. In fact, the most,
feasible’ method for bringing Type Il Error under control 45 to
calculate and select’exactly that number of subjects required to
satisfy those conditions. . >

-

" II.. AN ANALOGY AND AN APPLICATION - -

\

.. . ' }

In 5’- j;,ry'tria_l the. guiding (null) hypothesi§ ‘is that the |

defendant is innocent u!ntil judged guilty.*.If at the conclusion of
a trial the def¢ndant is not judged to ‘be guilty, ie. the null

. hypothesis i$ not rejected, there arg two possible, explanations:.

’

(1) the defendant is in fact innocent, i.e. the null hypothesis is
true; or (2) the defendant is in fact guilty .but an error (Type 1)

. in judgment has been made, Le. a false null hypothesis has been

=4

retained, because of insufficiént’ or mcenc]uswecﬁdence

Similarly, 1n experimental 'educationa] research the guiding
(null) hypothesis is that there is no difference between (among)
the expe 1m§ntal treatments. If at the conclusion of the egperi-
mem on the treatm\e,ms is not Judged to be better than the
ut]rer(s) ie. the null hypothesjs is n'bt rejected, there are two
possible explanatmns (1) the treatments are in fact equally

effective. ie. the null hypothesis is true; or (2) one of the

treatments.is in fact better than the other(s) but an .error (Type ‘

11 in Judgment has been made. 1e. a false null hypothesis has

been retaned. because of insyfficient evidence (samp]e size too  *

small. relability of the dependent variable too low, etc.).

r-. . > -, Iz

*The expression. “ingocent’ until proven guilty” is used more

often. but “proof™ im any absolute sense is impossibl&to establish
in ajury trial nr,nué&pé;nnen;a] eduwuonal research.

4'-514'.
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What is the relevance of power to both of these situations? For |

the jury trial, society, through its representatives (the presecuting

and defense attorneys; the Judge, the jury) must decide, before \
_ the trial begins, what risks it is wﬂﬂn@ to assume as far as both
Type 1 Error (declaring as_ghilty an inngcent deferidant) and

Type Il Error (declaring ds innocent a guilty defendant) are
concerned, and act accordingly. It must choose a decision-making
procedure (trial) with appropiiate power (by considering a large
amount of evidence in a long tral, for example, if both errors are
very serjous .and equally serious, dnd. if a fine discrimination
between guilt and. inflocence must be made). For expefimental
.educational’ research, the scholarly *community, ‘through its

' representative (the researcher) must decide, before the experi-

ment begins, what risks it is willing to assume as far as both Type
I Error (declaring as different equally effeciive treagments) and
Type I Error (declaring as equal differentially effective treat-

" ments), and also. act accordingly. It must also choose a decision. _

making procedu-e (significance test) with appropriate poweY (by
.drawing a large sariiple_of subjects and usjng prégise ‘measuring
instruments, for exariple, §f both errors are serjous, and if a

rather. fine ‘discrimination between @l effectiveness and superi-

\prity must be made).

Table 1 explores, step’ by sgep, the parallels vbetween a jury
trial and an experimental educational research investigation into
thé problem of the relative effectivériess of two teaching methods,

, -e.g. televised instruction w'prognmmed Instruction, for & parti-

cular unit of a course in, say, secondary school (tenth grade)
biology. o

4
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Jury Triat 7

Table 1: Anslogy Between Jury Teistand ~ * © -
’ Exp¥rimentul Research -~ '

_ bxperimental Resesrch

O the averape, televised

-

smatl. .,

.

Nutl hypothesis: The defendunt »
) * innocent.” mstewchion and  program- .
. med mstea ting are equatly,
s effective: .
i.c.\ur : b :1'0
by ,
v . . . , g .
. Alternstive” Kypo- ' The' defendunt s On the average, televised
thesis: puilty. instructfon is ten points - :
' « . more effective than pro- |
- grammed Instruction; o T
- I.c.ur— ',J‘,-:Io T
. - y] . - - ", v
Risks Type | () Both errors, viz The cost of makinga Type . ~
and Type Il ( B) deciding that an 1 Error, viz. deciding that: ]
aror: | innocent person s one method is Letter than
. . guilty (Type 1 Er. the other when in fact they, -
+ - ror) and, deciding are equally effective,fs not -
that a guilty person substantial, but the.gost of .
’ ) is innocent (Type 11 muking a Type il Ergor &,
” ' Etror), are very viz. ‘deciding that ‘these
3 « - * seridus and equatly’ _ methods are equaily effec. -
serions.® Therefore tive .when in fact televised - .
) both o and B -  instruction is¢ actuslly ‘
- - should be equally better. Therefore 8 should
, bg smaltér than (g, say 00 .

as compared to .05, neces-
sitating the cholce of »

significance test, (one- -~
tailed) with power = .99
(=1-b). A.

. N x-' . .

- Setection of simple
shre: N

The only way ¢t
keep O d

equally smafl is to
have a large N, le.
to collect a Isrge

. amount of evidence

and conduct a long
trial.

See Figure. | l'le Mted
calculations in text. \ s

& A
= ]

. ' 4 *

*Scheff (1963) and most present-day fiberals srgue that deciding that an

ihnwent person s guilty is @ much more serious erfor. (Type 1). We find it

Jifflcult to make mcyl vatue judgment.

’
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\ Statjstic . The differerce " The difference bétween the /
o < between the .eli- meap scores gn the TOUS
: . dence in support of for fwo inffependent ran-
. . . the defendant’s guilt domly - assigned samples.
. . ' and the gvidence in
, . B support of "his in. . ’ N
, . ‘. + ° nocence.
Decision rule: . If all jurors agree .  If the difference betweer
N ' b ‘. that guilt has been . the sample means is greater
. established, reject than 4.14, reject Hy; other-
. . Hgs otherwise, .re-. -  wise, retdin Hp. (The pro-
. . . ~ tain Hg: (Such a bability of g#he difference
. ) s ©  decision is dften greater than 4.14 js less
- S - Based, conscioysly  _than .05 if Hg is true and is
' . N 6r ‘“ungonsciously, greater than .99 if H) is h
. on the probabijlity true.)

of the association of
tife * defendant with

. . 1 sar .
., ‘the ' conditions, of | .
T the'crime.*) . » . { > .
. . v . -
. .
. PR
N e 3
% . %
N . .
.. .
R s . e °
- - . v v
! . . o1
L4
- 13 " .
L3
4
.
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*This point is illustrated in the following example taken from Kingston
(1965a): , v
Consideg ...the 'following hypothetical case. An International
courier, carrying a brief case cuffed to him, in which was carried a
considerable amount of money and some secret documents, was

, " murdered in London. The brief case was ripped open and the °
contents taken. The only evidence found by the investigating ,
. authorities was a latent_fingerprint on the brief case that could only N

have been left by the perpetrator. It is calculated that the
probability of the ridge pattern shown by the latent print occutring
- by chance on any one person is about 1/(3X lO’l. ‘The latent print is
filed with an international police record office after an otherwise
ansuccessful investigation: Every fingerprint filed coming to the
attention of this office is compared with the latent print. One year ( /
" after the crime, such a routine comparison turns up a fingerprint r
- ! card which containg an jmpression area matching the latent print.
. ' This card was made from a person applying for a job in Washington )
& * D.C. He is immediately arrested a:.d “tharged with the. crime. . -
e Considering that the above probability calculation is accurate, what ,
A is the chance that the above accusation is in error, where the latent / .

print is the only evidence that can be used? . )

. ‘m °
5 . ¢

.
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The principal problem is one. of solving for the N (assummg o Sle

equal sample sizes for the two groups) which is such that the {f«?ﬁ

point marked “X” (Figure 1) cuts off 5% (=a ) of the areainthe . = | ¢t

right-hand tail of the null distribution and 1% of the area in the

left-hand tail of ‘the alternative distribution, ie. (assuming 0

normality for both sampling distributions) zpult =,+ 1 645 and
Zalt. = —2.327. The standard error for each distribution (assuming

equal vanancis) is glve? by

= ]

1.414g. The required

N L

calculatlons proceed as follows

_LQ. - 1645+X=23260 . (1)

 14l4g p . . .
‘ \/ N v N . "

. . ! ,

[altemaﬁve distribution] X — 10'= —2:327 +X = =3.290q+ 10 (2)
o | 14140 N ", ' oy

N R . .
Eguating the two expressions for X we have:

>

LY

232000 .+ 10=2.326g .o
- N . VN .

or =329 + 106/ N =" 5.3;60 R
or 10V N = 5.6160 - =, . ~

5620 R /

(562002 = 31602 . ¢

or

o E
A4
i}

P
R4
1)
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Suppose that the dependent variable to be measured at the ¢

conclusion of the experiment i§ the performance of each subject

on the Te% on Understanding Science (TOUS). The manual for

that test (Cooley and Klopfer, 1961) contains the information

? that for a normative sample of 1055 tenth-graders the standard

deviation is 7,66 (the test contains 60 multiple-chqice iterps).
Substituting this value into the expresslon for N we have; :

N = Y316 (7.66)2 = 316 (58.68)
= 18.54 or approximately’ 19 subjects per treatment
group* . /

The value of X (the “critical” obtdined difference between the
' means for the two samples) is found by substltutmg in equation
, (D, or equauon (2), as follows: ~

X 2.326(1.66)
V19

S48 o

P

~3.290(7.66) + 10"

. -
’ AN

v 37, .

.4.14
Thus, in order to reject the null hypothesis at the .05 level of !
significance and the+.99 power level when  the investiggtor:
hypothesize$ a ten-point difference between means on a variable
typxﬁed by a standard deviation of 7.66, the optimal number of

*The word “subjects” is used here in its' most geﬁeral sense, i.e.

observations. The experimental unit may be an individual person

a classroom, a ‘,;chool, or what-have-you. Furthermore, the
“subjects may be ‘run” one-at-a-time or as an interacting group.

Neither of these matters affects the statistical,determination of N

but both are of critical importance in the interpretation, of the
_ data and the generalizability of the results.

19
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“subjects in each -of the groups is 19. Morecver, when these
*  conditions are satisfied, the null hypothesis would, i fact, be
rejected for an observed difference of 4.4 or larger In other
words, if the difference between the two methods were truly 10
“ “Jeritesion points, an ‘observed diffgrence. of 4.14 would be
sufficient to prevent the Type I Errof rate from exceeding 5% and
to prevent the Type II Error rate fr exceedmé 1%.
- Even if the altem.anve hypothesis is non-specific (e.g, by —
Ho FO b~ U >0 0r - < 0) and/or the population
o standard deviation 1S unlmown une cafl solve tor N by usmg/an ’
. - approximation procedure due to Cohen’ {1969) which is also
. found in the recent elementary statistics text prepared by.
, . . 2 Welkowitz, Eweii, and Cohen (1971) All the researcher need do
" is specify a relatwe “effect size” (the ratio of a meaningful
.+, difference to the standafd deviation of the dcpendent variable)
" which would be “too good to miss” and use the tables which
+ Cohen has coinpiled to. find the N._that does the job. For our ,
example, if we were interested in detécting a "large” effect
(Coheg’s +y = 80) we would find (Welkownz et al, 1971, p.

* 199) that: \ o,

2 (—3—)2 ( 6=3.97 far &= .05, bne-tailed,
" and power =.99)*

A

2( )2 . N

2 (4.96)2

e '(24.6_0)

LN
.

49.20 or approximately 49 subjects per treatment group «
M ’ b]

* For a “small” effect, Y = .20 and N would bez/%.large (about
787 per group). for a “medium” effect, ¥ = S0 and N would be
about 126 per group. ¢ : b

~

*§ is a measure whjch combines the significance level and the
power level. " J fL
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Fimlly. in the unfortunate event that one is “stuck” with a
“grab sample” of subjects which may be- more or less, than
opllmnl in number, one cart at least determine the power for the 7
avallable N” and discover if experimental conditions actually
provide reasonable protection against Type If Error. Suppose-thiat
the total pool of subjects consists of 30 students (15 per. .
treatment group) and we want to test the nuil hypothesis agalnst
the same specific altemative hypotlmis of a ten-point dm‘erenoe
in favor of televised instruction, with' = 7.66:and a=05. From

1

equauon ()on page 14 we have )
B N : X . I ' ;z‘!zg!:l ﬁ. 3 . : v
R . ’ - \}‘*ls . t
Ca - - S
b - 4 60 . ) . “ ‘- —\, -'

SR Subsmuung thls in the initial Iormulatlon -for equatlon (2)

ftom page 14 e P ‘. O ‘s
_'. . ‘ 460 — l0 = zan = "71.93,|{ . Y
. 1.414(1.66) o e, T
- Y 5 ‘ ‘ > '/3 ' ‘s \ .
. Azl 931 cuts off. Fh g the left-hand fail of the noimal
. dlsmbution -Therefore B = 0¥ and power =91 ~ L
'r‘b ot 4
S, . lV WHERE HAS ALL THE POWER GONE? Y.

"¢ . The Awo: most"frequemly referenced statisfics books in the '
contemporary experimental research literature of education and
psychofogy are those by Winer (1962) and Hays (1963). Both =
texts contain excellent discussions of very s'imple procedures for
“detepmining the Sppropriate sample siz for a desired level of

¥ Statistical power (1-8), given a specific altémative hypothesis
-*(Hly) of interest and significanceé level (a) chosen to test the null
hypothesis (Ilo) As Chandler (1957) so aptly pointed out, power

basic concept responsible for one’s employing statistical

’
¢

. tesls'ls basis for taking action on an H(ypothesis).” If power

. were of no consequence we could adopt the arbitrary convention

i

!

) ®
A i \ - %

-

«
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of rejecting a gndomly selected 5% of all oull‘hy‘potheses ) i

However, aside from an occasional rationalization of failure to
confirm some pet alternative io the null, consideration of power
is conspicuous by its absence from research-discussions. lr&lestl
gators continue to camy out. mean-difference tests on as many
. handy subjectsas they can hy theﬁ hands on and feasibly

“accomniodate. . _ .

9

Why has this apparently cmclal aspect of the hypothesls-
testing approach .to statistical inference been so conslt'ently
lgnored? -

-
v

1. The cynlc would ciaim that rejecting Hg, whether it ‘be t[ue
or false, has become a matter of personal survival. Power must
succumib tos/more important considergtions such as finding
slgnjﬁcanf differences, breaking into print, and obtalnln& salary

incféases and promotions. We reject this accysation, perhaps’

naively, slnce we take.a more optimistic view of the dedication of

behavloral sclenlls(s to the advanc{ment of knowledge. L®
\

2. The defeatist would,argue that the combination of hlgh\,,.\.

- power and a stringent significance level requires a prohibltlvely

farge N. For any-Hj that'differs:only slightly from the null, this is
, true. Yet thg literature contains-éxamples of “esearch studies
wheré investigators have l;sed more subjects than wou‘ld be

hecessary to strike-an oplfmal balance among power, statisticd’

significance, and meaningful differences. Such studies ignore the

inwlications that power holds for sample size, permit variations in *

sample size to govern the statisticabdecision, and, as a conse.
yuence, snuiﬂce relevance on the ‘altar of slgnlﬂcance ]

.3, The scholar wbuld say that mest lnv’estlgatoi's fail to -
appreciate the hypothesis-testing model in general and the matter ~ °

of power in particular. Witness the vlrl{l_al, boytott of power
*An analysis, of ten-of the most popular books on research
methods reveals that Best, Borg. Kerdinger, Mouly, Sax, Travers,
and Van.Dalen devote nospace>Wiersma devotesgfess than a page;

Helmstadter allots three pages: and Fox gives ﬂﬂeen pag’es to the -

sonsideration ol power.

>

op  uE "
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the conduct, of scientific inquiry,* despite.the clarity of prese
tions by, Winer and Hays, and despite the penodic emergen
‘concern about the ‘susceptibility of decision-making behavxgr. to
Type II Error (e.g,, Cohen, 1962, Kennedy; 1970). Failure to
comprehend the simplé notions associated with power and
sample-size determynation is not at all consistent with widespread
evidence of increasing sophistication in the complexities of
analysis of covatiance, multiple discriminant analysns etc. Many
-instructors, it is true, hesitate to talk about power ‘in mtroduct’ory
stat)sttlcs courses,* fearng that students might find it too dificult.
Instructors in more advanced courses** may assuiwe), on the other
hand; that'the notion of power is already part “of their students’
statlstlcai repertores. . .

-

4. The rigid ,empm’cist would adopt the view that ‘powér is
- itself an object of inqujry rather than a legitimate togl of efficient
expenmenta(desngn He would label “unscientific” the a piori
specnﬁcatrén 'bf a diffefence that satisfies some criterion of
practical ,mgmf ce. He mlght even be perturbed by the use of
an estlmate f th coiznmon population variance drawn second-

hand from ex1stmg infgrmation sources. A pilot study at the very
least, perhaps even an e*tensnve preliminary samplmg survey, are,

vt e

_*The number of pages voted to power In ten of the most
popular ‘introductory statistics texts is as follows: Blommers and
- Lindquist, 14; Downie and Heath, 0; Edwards'- Statistical
Analysis, 2; Fergusoﬁ' 0, Gamis\and Klare, 0; Garrett, 0; Gu1]f0td
- Fundamental Statistics Psychology and Education, 14;
Popham, 1; Tate, 1, and Wa]kei and Lev - Elementary Statistical
-Methods, 8. ,
\ \
**In surveying ten texts which gan best be described as either
advanced or intermediate n difficulty, power received page
allottments as follows: Cooley and Lohnes, 0; Edwards -
Experimental Design in Psychological Resear\ch. 5; Glass and
, Stanley, 6; Hays 11; Lindquist - Design and Analysis of
Expenments in Psychology and Education, 0; Marasculo, 23;
McNemar, 2; Walker and °Lev - Stanstlcal Inference, 7, Wert,
-Neidt, and Ahmann, 0; and Winer, 4

23
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under most cfrcumstances. an investigator’s best recourse in the
search for accurate parameter, estimates. Yet experience suggests
that the choice of a logical, realistic alternative hypothesis and a
reasonable estimate of the population variance can often be based

Nn other considerations. This matter is pursued further in our

Londudmg remdrks .

.

» 5. The Bay;SIan would suggest that the people who use the
hypothesis-tesfing model have nogeal faith in 1its applicability to
behavioral research. Consequently, they do a sloppy job of
implementing 1t. This appears, 1n some respects, the most
convincing and insightful conjecture. The hesitance with which
mplicatians and conclusions are extracted from observed results
betrays a woeful lack of trust either 1n the research results
themselves or m the strength of the hypothesis-testing model as a
framework for inquiry The rf)(lctanCe of the practicing educator
or psychologist to take senously the implications of expenimental
ﬁndlngs frther mirors the researcher’s own skepticism. The
simple.fact of the matter s that the hypothesis;testing madel 1s a
dichotomous’decision-making model. [ts user T _goes “all the way™’
with 1t, or he cnpples 1t, Essential components of the model
nrclude. a) two_explieitly defined hypotheses (Hg and Hy); b)

-exphat knowledge or reasonable expectations regarding sampling

distributions; and ¢) commitment to accept and act upon the
conclusion mand: ed by the statistical decision Perbaps there are
very few important problems 1n education and psychology which
tend themnselves to ngorous focus on the dichotomy: “reject Hg

“or reject 1§} "/We'doubt 1t. But 1f such 1s the }ase, then pretense

Aruitoxt provided by Eic:

shotld be abandoned 1n favor of other modelg’ . L

V. CONCLUSION '

What 15/ thé wprescription for salvaging the hypothesis-testing
model i/ those situation$ for which it 1s the appropnate
prmcdur ’ At the very' least. 1t would appear, the power
w llunl.uu n'must be‘.ome as mtegral a concern 1n the experimental
process s the significance test itself. The complementanty of
Type /I and I errors should be sufficient cause for at least

ackngwledwing the problem of power far more frequently. It is,

24 -
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afte all, the scientist’s responsnbrllty to mifimize error — any .
error. The prevalent preoccupation with the vordance onypeI A

by - kngwledge by sub]ectmg Hp to ngorous tests against Hg.
- Y the cause of science may be Qre]udrced far more gravely

abandonment of a true Hy. By ns very nature the mcorrecI- |

jection of Hy invites ultimate exposure. Type 11 Error, however, . |
more likely to escdpe "detection. Nonetheless, we would not ——

dvocate improving power at the expense of smng;nt sightificance

evels. The ideal expegiment is both powerful and rigorous.

A4
e -y

‘It is possible to.achieve any desired power level in conjunttion -
with a specified significance level by controlling the number of
xperimental observations to be taken.” For mean- -difference g
’/v tesearch, the control of power through sample size determination - /
.~ depends upon the specification of a difference 1n magnitude that
is meaningful, together with an estimate of the common:. At A
population variance for the dependent vanable. ' ,/
. . i )
- There appears to be a curious reluttance in the behavioral
sciences to take responsibility for specrfymg how large 2
difference will be regarded as a meaningful difference. Pe/érh'

the attitude persists because concern for meamngful differ
hints at a ufiitariari view of science, or because a a
, specrﬁcatron of valued outcomes appears wantmg in scig

with the absolute magnitude of the differences ob rved. Rare

trivia are no less trivial'than the garden variet /
L o

The abundance of anecdotes about the en aneement of

inconsequential outcomes by the artlﬁce ofmcrea sing sample size

attests to the need for non-statistical criteria fo valuating the

Tt importance of re}éd] results The‘suscepubl of statistical

inference 10 the vyBanes of sample size 1s, 1n self, grounds for
disnussing statisti®Gl significance as the sole crfterion of substan- -

' FRIC .
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tive importance. Presumably the competent researcher does have
at least an.appreciation of his field or discipline’ sufficient to
- differentiate s trivial from non-trmal differences. If, he can not
. evaluate a hypaqthetical difference in the light of his theoretical - ~
.t constructs or in.relation to prev;ayiling professtonalpractice, there .
is faint hope forhis ability to interpreyAr observed difference.
. The real yglity of the significance test is thé assurance it can
) provide that ence supporting some. interesting alternative to
» Ho is, at the. same time, a nori-chance event,
«  Deterinining in advance the order 6 magnigude that would
- distinguish an uninspiring dijfesence from an exciting one offers
two important advaptig # Besides facilitating advance control *
over Type II Etrop/talefance, the prpcedure effectively excludes
from the region of /;ectron differences too small to be of
1nterpst The net pffect is reasonablg assurance of rejecting the
* nufl when' the observed difference i as large as the appropridte .
predetermined vale and avoidance of the embarrassing respons- .« -
ibility for centinuing plausible conclusions and lmplrcatrons from -
. mconsequgﬁtral but statistically significant, results.” '

Estrmatron of the common population variance is ag empmcal
problem — one that 1s more tractable ‘than 15 generally believed.
Many studies employ instruments about which a great deal is

' 0already known. Large* numbers of published tests that have

. achieved -popularity -as research instrumgnts provide normative

data based on large and reasonably representative standardization

ples. Many other Tesearch studies use unpub]rshed measures‘__/-../t
th&_have been used before and for which there s available 4~

I roughw proximation to the populdtion variance. And, finally, >

responsib® research which employs newly designed gnéuuments o
will make provision for the acquisition of reliability and validity

data that urclude tlje variance estimate required for the power
uluul.xtrons 1t would Bé unfortunate to ighore such rich sources ..° ¢
of information simply because they were not produced with the
explicit 1ntent of facilitating the control or evaluation. of
statistical power 1. even worse, because fthey were not a.product .
of the investigator's own efforts. Acknovledging dependency on N
external sources of relevant statistical input might<¢véntually \ .
contribute to<diminishing the fragmentation so charactéristie of

N ‘
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research products in the behavioral sciences. Present gustom,
characterized by emphasis on the unigikpess of an author’s
contribution, tends to weaken, rather than strengthen, the
contiriuity of science and the relevance of new discoveries. -

Given the importance of statistical power to the utility and
integrity of difference testing as a decisive contributor to the
advancement of knowledge, there is no room};ﬁ)g equivocation,
Estimating the common population variance, specifying a differ--
ence iha_t can be regarded as meaningfully large, selecting a power
level that enforces reasonable restraints upon Type %rror, and
calculating the sample size required to satisfy Yhe ‘Power
specification should be as routine as the selection of a significance
level. Moreover, like the selection of significance level, these tasks
should precede the collection of a single piece of data.  «

»
N .

\

But what if the investigator can honestly claim that for his
study there is no intuitive, rational, or empirical basis *for
stipulating some difference “too good to miss”? The Utopian age
of ratio scaling forecast for psychological measures by Wright
(1968) has yet to dawn. As a result, the cautious investigator may
be deterred by the arbitrariness of his scale from attributing,
substantive meaning to specific -difference§ or to variance esti-
mates. The soluuon to thig problem rests with the concept of
“effect size” ‘exploited in Cohen’s (1969) magnificent contribu.

- tion to the statistical literaure, a reference work devoted

exclusively to power, complete with tables for sample size
determination for virtually every commonly used test of signific-
»ance. All one-nged do is specify the relative order of magnitude of
a meamn'\ifﬁifference, choode the preferred significance and
power levels” and read off the tabled sample size. Not only is the

notion of eftect size an intuitively pleasing one {e.g. an:

anticipated difference equal to half the pooled samples’ standard v

deviation for the t-test employed with independent samples); it is
a practical one. Cohen eyen provides the user with a rational basis
for identifying for each statistic effect sizes that be described
as small, medium, and large in the light of results typically
associated in the behavioral sciences with weak, moderate, and

 potent experimental treatments. RN Y
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What practical implicatipns does advance deterrmnatron of
sample size have for the design‘and comduct of- research? If the
investigator discovers that the sample required is toq ldrge to be
accommodated by available resources, he has the, opportunity
avail himself’ of a number of reasqnable alternatives. If both:
-~ power level and the significance level chosen are really crucial, the
* study may be abandoned or deferred until a sufficient nuhber of
. subjects can be mustered. It may be pdssible, on the other hand,
to effect an acceptable compromise between ‘power and signific-
ance by tolerating an increased probabrhty of Type I Error 1n
order to bring_ Type Il Error under sensible control. Or the,
mvestrgator may take a calculated risk and proceed with the
proposed s,tudy, fully aware of the extent. to which his procedure
is less than optimal. - -
Suppose, however, that desired levels of power and signific-
amce do not drain @ supply of available subjects. There-is,
obwviously, no; scientific virtue in the extravagance of fruitlessly
Jlarge samples, particularly if smaller groups might permit notable
.improvements upon the original research design by permitting
inclusion of additional experimental treatments or the investiga-
tion ofinteresting interactions.
2
:Can experrmenta] behgwioral science really afford the dubious
luxury of continuing to blunder upon. significance, subject to the
fortuitous; coincidental attanment of sufficient statistical power?

N
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ANNOTATED BlBLl?GRAPHY
Campbell, D. T, and Stanley, J. C. “Experimental and Quasi-
Experimental Designs for Research.” In Gage, N. L. (ed).
Handbook of Research on Teaching. Chicago: Rand McNally

and Company, 1963. LAY :

This alréadyclassic chapter- on the ‘non-mathematical C

« aspects of experimental design is also available as a separate,_

- paperback with a slightly altered title (same publisher,
“»

Chandler, R. “The Statistical Concepts ofC

Significance.” Psychological Bulletin, 1957,

66).

idence and-
, 429-30.

This very “rief two-page article clarifies the distinction
between significance (a term associated with the likelihood of
getting a difference between 4 particular statistic and a para-
meter, in hyporhesis testing) and confidence (a term associated %
with the likelihood that a particular interval around a statistic: L
covers the parameter, in interval estimation). The two tess -
are often confused with one another in the literature pértain-
ing to inferential statistics.

Cohen, J. “The Statistical Power of Abnormal - Social Psychio-
logical Research: A Review.” Journal of Abnormal and Social
Psychology, 1962, 65, 145-153. . ‘

This arti!]e was the first of many efforts by Cohén to point-

out the neglect of statistical power in behavioral research. The 7
* first, part of the article is a summary of the_ basic concepts ¥

involved in power analysis, with examples. The second partis ~
devoted to a critique of 78 articles which appeared in volume
61 (1960) of the Journal of Abnormal and Social Psychology,
focusing on the question: “What kind of chance did these
investigators have of rejecting false null hypotheses?” .

Cohen, . Statistical Power Analysis for the Behavioral Sciences.
=~ New York: Acg{emic Press, 1969.
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A textbook devoted entirely to the Concept of power,
,  complete witlr forfulas and tables for determining either the
| sample size requited, for a given power or the power associated
_with a given sample size. All of the commonly-encountered
significance tests — single sample mean, difference between
two sample means (independent or correlated), sample correla-
tion coefficient, etc. — are treated. . .,

Cooley, W. W., and Klopfer, L. E. Manual for Administering,\
Scoring, and Interpreting Scores — ‘Test on Understanding
Science, Form W. Princeton, New Jersey "Educational Testmg ~
Service, 1961. - |

-
-

The data provided in this manual (means, standard devia-

| tions, etc.) dre illustrative of the kinds of information a’
tesearcher might fie&d if he were carrying out an experimental

| educational investigation for which performance on this test

Mwere the principal dependent variable.

| I L
" Hays, W L. Statistics for Psychologists. »New York: Holt, )
"| Rinehart, and Winston, 1963. . .

" The' very popular textbook used 1n many educat:o‘h] and
| psychological statistics courses throughout the country. It has
\' an excellent section on power (pp. 269-280). - .
Kennedy, 1.1 “A Slgmﬁcant leference Can Still be Slgmﬁcant

_Educatzonal Researcher, October 1970, 2, 7-9.

One of many reactions to an article by Coats, in a previous
issue of the same journal, objecting to the study of inferential
statistics. Kennedy suggests, among other thlngs the tailoring
of sample size to the conditions -<of the expenment by
employing statistical power analysis.

L ~ .
Kerlinger. F. N. Foundations of Behavioral Research. New York:
Holt, Rinehart, and Winston, 1964.

v

. LA
This popular text in research methods does not treat power '

as such but does bnng to the researcher’s attehtion some of
the bas:c-tssues involved in statistical inference. 3

‘ R . .30
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Kingston, Charles R. “Applications of, Probability Theory, in
Criminalistics.”” Journal of the Amencan Statistical ,Associa-_
tion, 1965, 60, 70-80. (a) s . ) >

Kingston, Charles R. “Applications of Probability Theory in
i < Criminalistics ~ 11.” Journal of the American Statistical
Association, 1965, 60, 1028 - 1034. (b) '

A pair of articles concerned with models for evaluatmg
physical evidence for criminal trials. Power is not expl:c:t ly .
considered, but the probablllstlc basis on which it rests is
treated in detail. . d . ‘

: " A . . Y
Scheffy T. J. “Decision Rules, Types of Error, and Their .

Consequences in Medical Diagnosis.” Behavioral Science,
© 1963, 8, 97-107.

As the title indicates, this article explores the relative * .

. consequences of Type I Error (“judging a well person sick™)
and Type I Error (“judging a sick person well”) in the field of
medicine. The autMyr questions the usually — unwritten
assumption that Type II Errors are .more serious in this
context, whereas he supports the notion in the ﬁe]d of law
that it is worse to convict an innocent person than to let a
guilty one go free. g . "

-

- -

. Welkowitz, J., Ewen, R. B., and Cohen, J. Introductory Stattstzcs’
for the: Behavioral Sciences. New York: Academic Eress 1971 '

d . Thls very new textbook is one of the {ew introductory
texts which contains more than"a page or two on power. In
« % Chapter 13 Lt&t: authors treat both sample size and power
. determination ‘for thé four most commonly  encountered .
significance tests, viz. single sample mean, difference between |
two indepenident sample means, single sample propertion, and :
sample correlation coefficient. : .

Winer, B. J. Statistical Principles in Experimental Design. New
York: McGraw-Hill, 1962, 3 .
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This equally — popular (along with Hays) textbook also

.. contains a clear presentation of the basic notions of statistical
power, with special relevance to single - classification (“one-
way””) analysis of variance. _ .

?

Wright, B. D. “Sample Free TestCalibration and Person Measure-
ment.” Proceedings of the. 1967 Invitational Conference on
Testing Problems. Princeton, New Jersey: Educational Teéting -
< Sérvice, 1968. . v "
A:glost convincing pléa for and description’ of a procedure
devised by Rasch for freeing psychologicdl measurement from <
the particular instrument emplo@ and_from previous mea- \ °
sures obtained. . '

X J :
e . - -' ' 1
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, ‘., for Power =.99 (B=,01) " ’
. ‘. Srgn!f!réanca level (o)=,05.

) R Y - Common population varlance = 7.66
2 - © Sample size = 19 T
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» \
THE PROBLEM Al‘ﬁ PROBLEM DI;‘[NEATION TECHNIQUES -
William J. Gephart, i Delta Kappa. Presentéd at the Second National
Symposiurh for Professors 6f Educational Research, sponsored by Phi
Delta Kappa, Boulder, Calorado, November 21, 1968. A discussion of
the nature of the concept “problem” as related to educational research
+ with a discussion of several techniques useful in problem identification

‘and delineation. $1.00 * N

A REVIEW OF INSTRUMENTS DEVELOPED TO BE USED IN THE
EVALUATION THE ADEQUACY OF REPORTED RESEARCH
- p;uce B. BartoPhi Delta Kappa & Indiana University. Presenged at
the Annual Meeting of the American Educational Research Associa-
ebruary 1969, Los Angeles, California, A brief description and «
bibli phic annofation of 40 instruments developed to ‘be used in
assessing the methodological quality of completed reseatch. $.25 -
PROFILING EDUCATIONAL RESEARCH - William J. Gephart, Phi
Delta Kappa, January 1969. The rationale for the development of a
methodology plofile on completed research to show jts strengths and
_weaknesses. Included are flow charts for profiling the five facets of the
research process. $.75
APPLICATION OF THE CONVF,RGENCE TECHNIQUE TO READ-
49.‘An interim
n the field.of -reading.

ING — William J. Gephart, Phi Delta Kappa, Ja
report on a research program planning* effo
Free™

THE CONVERGENCE TECI:}NIQUE AND READING A PROGRESS
REPORT ~ William J. Gephart, Phi Delta Kappa. Presented at the
+ Annual Meeting of the_;ntemational Reading A(sociatiqn, May 2,
1969, Kansas City, Missouri. A second interim report on the planning

* of areading research program. Free

THE EIGHT GENERAL RESEARCH METHODOQ : A FACET
ANALYSIS OF THE RESEARCH PROCESS — William J. Ggphart,
Phi Delta Kappa, July 14, 1969. The identification and description of
general research mettiods-in educgtion through the use of Gutman’s
facet design and analysis technique. It also details the procedures for.
the Gutman technique. This paper was printed in the procedings of the
“Warsaw, Poland Congress of the International Association for the
Advancement of Educational Research. Free
PROHLING INSTRUCTIONAL PACKAGE — William J. Gephart &
Bruce. B. Bartos, Phi Delta Kappa, Auguat, 1969. An instruction,text
to assist- Individuals with no prior research training in the use of
research profiling flow charts to assess the methodological adequ acy of
completed research. $1.00 i
EDUCATIONAL KNOWLEDGE USE — Gene V Glass, Laboratdty of
Educational Research, Unidersity of Colorado. An ﬂnlaysis of the
;vaihbility and use of empirically based information “in educuion.
50
MEASUREMENT AND RESEAREH IN THE SERVICE OF EDUCA-
TION" — Warren G. Findley, Research and Development Center in
Educational Stimulation, University of Georgia, Originally presented as
an invited address at the annual geeting aof mq American Educational
Research Associa(ion, this papeér uses an historical perspective to
examiine the'role of measurement and research in education. $.7§

Y
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10. THE EDUCATIONAL CATALYST: AN IMPERATIVE FOR TODAY

—~ Joe H. Ward, Jr., Resve Love, George M. Higginson, Southwest
Educational Development Laboratory, Austin, Texas, July, ‘1971 An
analysis of the problems involved in the process of change and
improvement of the practice of education. This paper poses a new
professional speciality for the facilitation of einpirically basad educa-
tionat improvements. $1.00-

DISSERTATIONS YOU MAY WANT TO SEE - William J, Gephart,

‘Phi Delta Kappa, 1970. A collection of dissertations done in 1969

which focus on research training. $.25 o

. THE DOCTORATE IN EDUCATION IN CANADA -~ Neville L.

Robertson, Commission on Higher Education, Phi Delta Kappa, 1971.
An analysis of the institutions offering the doctorate in education in ~
Cinada. This paper is a companion pikce to a larger study of similar
institytions in the United States. $.75

13. THEAMPORTANCE OF STATISTICAL POWER IN EDUCATIONAL
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RESEARCH - John K. Miller, Thomas R. Knapp, University of
Rochester. When an educational experiment results in nomsigruflcant
differences can it be said that no difference exists? This paper
discussed the concept that must be attenided to IF that question is to
be answeged. It also details the procedure for determination of sample
size needed in an experimént. $1.25 . .
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