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. ABSTRACT o ' o

° {
‘-, The appmach thac we present co pro’blem-a'blving has fwo components

' closene’ss and reformulation. 'Ihe.closenesé measure is a cognitively-' y
- > - ’ .

1 4 based -he'uristic fungtion, and reformulation provides cheﬁproblen—solvex A
’ . . { ’ R . . C . ’
: ;with new ways of looking at the.goal and is mediated by the closeness

.
A3

t measure. We 'éy'ply the proposed fdeas to many problems that'have‘

~traditionally been used to test problem-solving ideas.
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) Gencraﬂyspakxng,therexsﬁn;tasxtuahon ’ ’ .
v ,',, S;,ﬁmsxmabonmwh.uhtheacﬁmlthoughtp:mstarbmd . '
’ ' thena.ftzramxmberofsteps; . -
' - Sz,mwhwhtheprocessends,theproblemxs‘solved.

Iztﬁsmmdcrﬁlenamofnmahoniandsituahon2bycompar= ot :
( ing them, and let us then consider what goes on between, how and , . '
) whyClearlvtheprowssxsatrannuon,achange&omS;hntosz, :
S1, as compared with S, is structurally incamplete, fnvolves a gap
‘ ;arasﬁucmralmublé,whaﬂssgrsmthaetﬁpmmamal}y | . )
' betterthaﬁapxsﬁﬂed’adequately,themcunalh’oublehasdsw ‘ o
. / appeared; it xs-sensiblyéomphicasagamstsx e :
: . = Whentheproblemirrmlmed,S;contzmsstmchnalsbamsand . LT
.o shmthﬁmrmbedm&%ﬂ:&sthzttbeverydmzcz
of the steps, of the operations, of the changes between S; and
spnngﬁomthemtmeofﬂ;emsetupiéthmm ) o
troubl&sintheduectianofhelpmgtbesntuabon,ofs&a@tenﬁzg o ot
it out structurally. This is quite.in contrast to processes in whidh - <o /
. , some sieps, some operations coming from various sources and going .- T
. : . bvz:ious&uechons,mayl&fdmthesolunoninafmtmtms,ngzag o T
way.. .

’

L ¢
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. ey —— Hax h’ertheimer, Productive ﬁinking_




i 4§ N N . .
’ . N - : . .
3 s . -
) o .
.. s e . A
., /‘ - .
: . . PREFACE
‘I -

. .

The Conputer and Information Science Research Center of the Ohio

M i
* : » State University is an interdisciplinary research organization consisting .
- N N ‘ . -
* of staff; grgduate students, and faeulty of many University departmegts
’ - and laboratories. This report describes research undertaken in .
N - - « ]
LY L .. -> * X .
) “ “cooperation with the Department of Computer and Informatiom Science. .
R . - ’ .t Lt :
The research of B. Chahdrasekaran was supported by, AFOSR Gramt 72-2351. 4
P : ) - '
1 . - .
. - 3 ’
= N f -
+ . ' s . s
N )
. - / . *
. . . \ ~ )
. - + e
. —3 .
- ¥
’ . T .
,: ‘ _ . L -
* . 0_‘.“‘. B ) ,
. , - R _ . «
, .
- Py ) . - —~——
’ —-‘-__
- 3 “ L3 / “
' £y l. :( f‘
, ST ' / ' .
s ‘ A :
iy ‘ ' . .
. - i ;. . ¥ .
= ‘ “ :
. - . ~ .
» . af‘ R " s e 1
S - e )
LERIC . , , A




. - « . P .
‘ . INTRUDUCTION ’
) In this paper we present a new approach to ﬁroblezesclviégyand apply it L
R ! - - 3 € . .
to & variety of problems that have traditionally heen a test-bed'for problen- N

solving ideas. The reader who is impressed hy the role cognition plays in

-

human problem—solving will notice that the new approach has a great deal of

cognitive relevance. On the'other hand, the person who is perforrance-nminded -
- v /. R

will have opportunities to see the scope and genmeraljty of the propoeed.ideas through
the examples, which include the Father and Sons Zask, various water—-jug prqblezs,

blocks problems with interaction of goals and th® Elecentary Algebra Task.

. [}
-

SEARCE PROCEDURE T T -

“or convenience of exposition, we conffne ourselves to probleas represencabre

.

’ in state space and use the terminology of N¥lsson ‘[1]. The problen—solv3r would ,

=

) . S
require as primitive only a hHeuristic function whick would enable it to cozpute a

"closeness ceasure" between two states, deno:ed C(sl,sz) for two states 8 &nd 322

- . -~
Ip couzd be a numerical megsure but it need no: be so. The closeness measure gives -
L d «

the problemsolver the ability to decide wvhich of a set of .candidate nodes to expand

H - . .

/!
\§ next. The fornationlof cbe clogeness criterion corresponds to an "understanding" of
F

the problem and tbus would be cask—dependent. Actually, we shall gee t that for clasces
x'g of tasks, essentially the sace clé;ecees measure would be applicable.~_ -
f\,ﬁ . The. search 1s contPelled by a modified depth-first aigofiths. In the
"%gllowing, we will not expliciclj state the activities normal to this clasgs of

- -

algerithnsk such aé.the establishsent of back poin:ers. The <initdial state is

g, ,‘rhe goal state is G, PARENT ERT(s) is the parent node of 8. For eaqh node 8 T

“that is expanded BACKUP(S} ig a set of neslles to back up, to if expansion of

node s<resul:s 1n o expandable successors, i.e., a cut-off has occurred.
‘ * i#
1) ‘g * so, BAGKUP(S),is ty set. ot

-

T 2)5 Expand 8y delete f:pm the successozsinodes already generated, and Iet .

N . 3 - . »




4 * - ’
» Iy Ld . - . . ; - 3 2
‘\\_ . “the remaining succéssors be the set S.. If S is enpty, go to 3. -
g .
/. . ’Elsé, check to see if GeS. If yes, exit wiv:n success. Flse ge; to ,
. i ) _ b ,
3). ’ T . -

! _ - A

-
%

3
3 Choose the node in S that is clcfsest to G (decide ties arbitrarily),

.

and set the value of 3.to’ this node. :

- [

M 7

4) BACKUP(s) « :- {s}. 'If BACRKUP(s) is hon-erpty, go to.2)., Elge set

) BACKUP(s) ~-BACKUP (PARENT(s)) and go to 2). . ° ,
- / ) .

i

- 5) s ezzbt(;f::;eans a out-off has occurred.) If BACKUP(s) 1is ercpty, exit

with failure. Othervise set S «~ BACKUP(s) and g0 to 3).
. ® . . ..
The basic idea of the procedure ig simple. As a node is'expanded, the ser
. ' . e .

of succesdors is pruned to elizinate any elercents identical to nodes alreddy,

. ]

generated. 1If the goal is mot found azong the recainder, the suc’cessor clOsest. ) *
to the goal is, chosen for'expans*c;n next. If a node has no expandable successors

. (i.e., if the srunedket of successors is e'-pr.y) 2 cut-off has sccu;red, aad rhe , 4
J: . -
ciosest node frém its udexpanded siblings is cnosen. If this is not possible, *

'
trace back through the a&cestors until one with a set of unexpanded siblings is
1 4

) found, and choose the closest from it r<nr further expamsion. If no such node ig- .

v

found, ex*t uitn :ailure. This kind of back-up incorooratea c,he notion of

E 3

pursuing a iing of thought". : i - .-
F 4 *

-~

¥

ke havc given a rather sicple search proéecure for purpopges of exposition.

7‘,. . One of the dcsiréble :@difications -ould be s:hen the closeness neasures for two

. x

* “
= ‘ -

. candidate states are equal In thfbove :procedure, we have brokén the ties

- arbitrarily, and the search would go dowm che chosen node. However, a more e
3 I . )

) intelligent procedure would be to expand both of thea one tevel dcnm,, see if v i

- e
any further insight through closeness of succegaors can be’ obtained beﬁra ar **

. committnent is made to a "lj.ne of thought”. .

.
-
.
-
.
\ 4

The interpretac{ of the cldseness meaSure is what, distinguishm it ‘from

» 5
. . AL % ¢ )
K 4

other heuristic functions used to order nodes,-such as the cest ftmct‘ion, b, L

L ' ’
LN - a;‘ s v " =
~
N N . ~ + -~ fa [ . I's b
.

Q T - * ‘ vt -, * .y

‘ ' . ) 7 * ;i".ﬁ i | . i»»:




of Nilsson. OQur closeness measure is related to what is cognitively considered
> L5
L - » -

- ‘ ~ b

the "essential" part of the description. v y : . T .
.~ ’ ¢ [ - , b ~ -
' ’ . , . ’
’ " SYMBOLIC CLOSENESS ' T
-\ * '\ . ! . v , '-
There is a simple typé of kloseness which we call symbolic closeness and -
which is the appropriate. elaseness ceasure for-a class of problems, which
- . R .
includes thes Father and Sons Task, the Logic Tasg, the Missionaries and .Catnibals ,
. Task and the Elézentary Algebra Task, In all these cases, ‘certain synbols are

abstract®d from the state description as having been deemed essential®. Thé//‘\f\

I ) ° . f
¢loseness. ceasuré is obtained by patching lists of these abstracted *symbols. )
. RN - L g

-
H

For iastance, let L = ‘4,3,CF, L

bt

::A.S,C,B?,‘Léz{A,B}, and L37'A,3,Z} be such
ﬂ . - - -
lists of abstrzcted -v=bols for states S, sl, 52, and 53; then r\\//&? - .

s f M

-

C(S’Sl) = C(S'SZ)<RF(S'33); i.e,,.s1 anq 8, are equally close.§%¥ 8,

*
3

¥ . s s " L .
requiring change in one symbol to achieve symbolic closeness, but 84 .

is farther from s, needing changes in two symbols. Let us illustrate

' A - *
« , by means of the Father and Sons Task 23. -.
. - -~ Fl
t - *
Exaople 1. - Father and Sons Task

. * The problem is: "a father weighing 200 pounds and two sons each %

&

weighing 100 pounds wish to cross a river. The only conveyance « ~

- ) R * .
available is a boat of capacity 200 pounds. Father and .sons can .,

- s
-

operate the boats individually."-‘Our system starts with the following ~
~ . * -

L L%
-

repregentation: Initial State is RIGHT(F,Sl,S2,Boat), LEFT(Hone);

M -

.

goal is LQFT(F,SI,SZ;Boac). The 1ist used éor closeness is the LEFT !

‘list of candidate state, i.e., this list’ is matched with that -of the
f 4 > -

goal srate. The more matches, the closer. The tree appears as Pigure 1.

N -

. . » ;Q. :
- o~ - - = ? ‘
\ : . LN . "‘ £ . :
., . -\ ,
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r *8 ¢ ¥ * ]
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v ok 4
& . 4
+ ’ . B
« ' .
L] ¥ ) = "
’ RIGHT(F,S1,52,Boat)
- -+—LEPT{ ne)

SN LT . Bl @
[ RTcaT(r) (P S1)_ sznrtr $2) RIGHT (51,52
LEFT(S1,52 Boat) LEFT(SZ T(s2,B0at) [ ik BFT(sg,Boac) " | LEFT(F,Boat)

l —~—_. i,
h.©”m~,< Lo . _

|RIGHT (7,52, Boat)! RIGHT(P ,S1,Boat) ! IGHT(P S1,82, Boat) .
LEFT(S1) | luerrgse) -~ LEFT(None)

J.\-\--‘
..... . =B
RIGHT(S2) | RIGHT(P) 1 .
LEFT(F,S1,Boat) | LEFT(S1,52,Boat)
! T 5:92: S
RIGHT (51,52 ,Boat) | RIGHT(F,S2,Boat)
|LEPTCR) { LEPT(S1)
; \\_\)—; , } S . ’ -
A{-_ =1 ‘_\—, - .
' {IGHT (Nome) + RIGHT(S2)
_LEFT(F,51,52,B0at)|]l  : LEFT(S1,7,Boat)’ )
Figure 1°*
B _ LN )
RN : ‘<
- - - '..
. A g _‘;;%V
t o. B ’t_ :
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In this problem, the onl§ time closeness is used is.to choose node (:Y

over nodes (?f, 3), and'e> .- Nodes 6, 7, §, and (§) wére generated earlier and

lose out to their siblings. This, ﬁerfo;mance is striking in comparison with that

R . . P ‘

oP-GPS on. the samer problem [2]. L * .
. s . e v-\ . . - . L
. Symbolic closeness is applicable to proélqms where certain tokens need to_
% ¢ . - -

be present or absent in the state representhtion} ﬁ%tgx we shall see that -

symbolic closeness works very successfully in the klgebra Task. It is our °
work}ng bypothesis that a taxonomy of problems éxists’bgsed on the closeness T
measures that théy'calf for,'and the process of "understané%ng” the problem ‘.

5 P—_—
corresponds to “framing" the problem-in a cognitive wap. within the 4ppropriate -

taxonomic unit, this resultipg in the relevant closeness heuristic,

-

In this first example, the coggitive role was restricted to noting the ‘

.

.

presence or absence of symbol tokens. 'In the next,‘quantity is introduced 4n

the closeness measure. . . R - - ,
’ ) - .
R " QUANTITATIVE CLOSENESS
Examples2. - A Water Jug Task [2} : - . T *
) . v, . -~ .
‘?‘{‘Given a/f'ive-‘gallon jug and an eight-gallon jug, how can pre- .
' a2 ) - . T . . |

cisely two'gallons be put into the five-gallon jug? Since there
: o : . : ¢ ,

is a %ink nearby, a jug can be filled from the tap and can be, ’ -

H ~

emptied by. pouring‘ité contents down the drain. Wat;r,can be poured

-

from one jug into another, but no measuring devices ‘dre avail- . ¥ ’
ablggother than the jugs chemselves:" . ] ‘1 '
‘Tpe representation is -:Iniéia%_state {J5(o, JB(O)i, goal J5(2). - In this - /:, ;
‘ca§ei ;ﬁfzéééential ele;ent is not simply, the pfésenoe or aBSence oé toé;ns,_z * _‘\\

’

*

but the concept of quantity. Let J5(x) and J5(y) be the components of states’ ~.
- . . -~ . =

. 8 and $; where 8, is’a successor of s. If x is leas than 2 (since the-goal .

-
» -
-
.




S o { ‘6‘_-

description is JS(Z) in this example) the successorsg of 8 ,will be judged on oo )

the basis of fheir contribution in increasing the conténts of JS. Then, s1 .71

scores a match, in closepgess calculation, if y > X. If x 18 greatef than‘2 -
the above argumént will be reversed, eThe alternatives for expansion will be

- écored .in terms of this measure/of closeness. Hotice the role played by.the

»

parent of node §; in calculating the closeness of 8y+ It is another, aspect pf

- the notion of "pursuing a line of thought". R
The. tree that is generated is given in Figure 2. T K
« 4 b

1\

o / :7 ' ’ . ‘;/fl
LI5(5), J8(0)' 135(0), J8(8) ] ‘ -
T T — o : Lo
35(0),38(0) 'I5G5), J8(8) | S P
=——" _Q e NP
V500, J8(0)]  T35¢8), J8(5) - T [5Gy, J8()] )
- ._'3 ‘:-ié(z)’ J8(8) ,; PRI 2
o - Figure 2 .
- * . .
” ’ /‘ . ! ’ ‘
L

The circled mumbers near the nodes represent the order of expanaion. Ernst and

Newell (2], .commént on the _behavior of GPS in solving this problem: o

*

"The use of differences in this task seems to be a rather ineffective means of -’

. - i
. .

guiding' the problem~solving ... GPS might,need some additional problemrsolvihg

. ‘mechanigm, e.g., planning, in order to be more proficient at the task." The

reader might nétice ghat to the extent that planning involves abstracting the . .

. s " .
1 - . . -
- - .
. , . H
M P * .

B k4 - .
’ . ¢ s - - - - * i -

LTY
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. - \ '.'“ A - \ > N
/ ' ‘ ’
. JUR ‘. ) . N . o2 . - .
. T - . e " t . S ‘
’ . - . S N ST : ¢ g o, 7 <f
. 4 ' . * T ‘e = - . *
. - essential" from dhe "inessentiai"‘in problemfsolving, our system ‘has the rudiments
; of plénnxng in the concept of-closgness. ) R - *
1. . —~ . . ?. . : /\, N I' . .
. v “ . . - " . ) . s )
L ‘ ~. * -
‘ - \ . 14 ‘. . 3 v .‘
I - ORDER-BASED CLOSENESS - . : , NS
’ a v . » < P ) P
L. In the. literature recently,‘the problem of interecticn of goals has ~ ’
£ received ‘some attentions Sacerdoti {3] .Sussman (4], *fare [Sj, and Warren f6j
: consider as a prototypical exampq.e the’ rollowing problem in: the BLOCKS world l
' ,\ - ) ' . " v = s, N *
. r i « ' . ~
Exdmple 3, ‘ i_ == L ;A-, X s . ) ..
\ .. v, ?__‘- 4 ‘ -~ N
. I ‘Change pi" to 1B - . :
‘o S S A B TABLE -jcﬁ——TABLI-f LT . y ‘
Only on!?oaerator is available- PUTON (X, Y), for which X shoald have
- , o

cleartop It 1s enerally pointed out that S fares poorly in this
g

- L} L3

problem and ocvers whf&hgg{e characterized by the so-called inter-

w action of goals. This term arises s{nce S tends* view the
- , ..

. goa& as consisting of a conjunction of two subgoals. (ON'B C) and

‘ . on ON(A BY, b‘ut if one subgoal 1is achieved, it_will have ¢o be undone to , - ‘"
Y ) [ . . ] . L <.
o achieve the other subgoal. In eur opinion, this problem arises in this

case because of a weakness in traditional represencacions of che problem,

* i »

which do ndt perﬁic imparcing of som ’esSencggl informationﬂto che-syscem :
-~

-

which is intuitively available to the human. We "shall solve the problenm

- LI N .t "

A . using two diffarent notions of claseness one we feel might correspond .
\ ? * N -
to that offa person whe has lived ail his life in 8 world of no gravicy ‘
. artd other cayturing our intuition,dg the role played by the .order of blocks
. - . » : - . ’ - \i‘ . . \
Let the representation be: | ) ) .
initial state [ON CA | _go31 state %fm’A B - |

‘ LON A TABLE| - o lousc /o
ON B TABLE.| . lon g TaBiEle .. ‘

# - —




-

e . P - C R . 8’ ’ .
¥ CL ) $ .
The firstﬂotion\ of closeness is simply. the more ON statements the state . .
- . _ iiv o ™ 4 », .
descript‘ion shares with the goal state the. closer. The tree in ‘Figjure 3 is ¢ .
t, . S l 4 . . . ’ 3 i .
. gene‘rated. ) - "
e % ,3.‘ . . . , -
-~ \/ ’ ‘-1
K ) o ' ONC A - . -
, 8 ON A Table . ) e
. . ON B Table "
-
e ) o .
ONCB . [ C Tablz] * -
ON A TabXe; | ON A Table
| ON B Table} able LON B Table
.!. DR ‘_ ,.,:..-1» - et s."__[./c‘ - ' , » d_ 'rl;.
ovac % "ON B A .. iONAB, T {ON ATable |  ; .
‘FOK C Table _. *ON A Table ’ {ON B Tablee ~ [ONBC o
.ON B Table' ° _ON C Table , ‘ ON C-Table ON C Table | -
2. et § > _—
. . - ] * ’ . : ‘A T 4
. -_ _JoNca . {ON B Table ggga’}
L oNAB g T oNaT O & 2ot 1eil
ON B Ta le ION-C Tablej

Lo .ON 4, B ’i‘ . A
- . : ON B Table . R
, , ~ ON C Table

Some explanations, Expansion of node a ag‘not show it simply results in the

initial state,. Nodes ¢ and* d ‘are equaliy close. He @ve assumed the worst
- “a . > .
dnd let c be sel,acted resul‘ting in successors e ard f. Node £ 1s recognized as
\ R ')

'hdvlng been icnprated, uxpﬂnsion of e reuulm in a cux-ofi; The syatem backs up
' %,@r ;

*

to dxwhich leads straighc to the \goal.\ :



[ . , * —— . - ) -
: Lt . . . ) o s
© . '1 Now-let us consider a moze sophisticated notion of clogeness for this claSs
, . p . .
.. of problems. )The:qeason why humans solve this problem wfth remarkable ease ig’ k
faad . L3 x ° vy /7 .
that they do not regard the three components of our goal descrlptions as equiva-
< - y2 - ERE Y .

-lent and independent.. There is a.p;ece of knowledge that they bring into the

LI -

'iituation, sometning—tﬁat is a product of having liveq in;?'world with~gravity,
’ an;i\"\at can be incorprated into the .closeness' aea’sure{‘ The new notion of ’
cloeehess is: 1If 0N6X5,Tablej is'part'of the'goal description, then a state
having ON(X yTable) is closer than another’state which does not have ON(X s
Table), rrtever the matchings of other component descriptions Similarly, .
a state having KON(X l,X ), ON(X Table)}is ;hOSer thap anotpgz state which

does not have ’(ON(X l,X Y, ON(X Table);, whatever the matchings of other

[

components; and so on. The new tree is given in Figure%. ~A signffican& ‘ -}‘

-

reduction in search over Figure 3 is seen. -

&>

222

1
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.
N
~
<
)
v
‘.

o

S
Eiec B
N
Vi
‘® o

-~ *
s

‘ON A Table . .
' ON C'B
C ON B Table .

-

_ . {on AB NBA
il . - ON B Table A Table
‘ : \on lox ¢ tabl,e N C Table .

‘|oK A Table: ' "
ON B Table;A, ]
ON C Table! T

. i ‘e

'O o,
Z oz
‘oW
- >0

able

ON & [on A Table.! ,
ON § Table lou B C :
ON ¥ Tible 'ON"C Table |

5 .

= . v ]

- v ONAB g'
:'- . §0NBC ’i;
o generated earlter are not shown) ' . - - loN ¢ Table'
. . T S A—

* I 1 . - e o

L

(Nodes which are the same as, those

-

B———— i e Ty b -

) .  Fgure 4

- : - ¥ )
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* Example 4 . ' - ES /
Let us consider the following mpre, ccunplicated case, For simplicity v‘ ‘ ’/'
/ — i,
‘S o switch to a pictorial rep’resenCacion of states without logs of generality. 1 s
) The problem is taken from [3] and is as follows. .t o
) » 4] '
3 - ’ ’ . ’ B ' ' . -
c, ﬂ ;;/b-, . cl .
A‘{ - s M B | D ) ‘ .

The tree which results after search with the closeness measure incorporating

order is given in Figure 5. s ¢ . .

A x

-




",.; Y 5..‘4 ( }‘ i / . . ll L
The solution is rgmarkabfy straightforward yode 1 is closer {han its siblings :
. A Vi
- g
and thus chosen, because‘ 1 satisfies (ON D Table). Similar&y node 2 1is. ' *

chosen over its siblings because if satisfles (ON ¢ D)and(OR D Table) and se on.

e As’ Sakerdoti'l3} points out, goal interaetion can be aVOidEd by planning;‘ .

e SN "

As mentioneé#garlier ‘and as can hf”seen from the examples in.this section, Sur

- N -

) " notion of cT senes¥ gives the aystem the rudim@ats of plannidg.

- : , -

“ ‘x‘«/TEFEORMULATION , - T '

The human ptobleb‘solverj while engaged in a search with whatever concepts of

closeness provided him by his own cognitive system, is also considering possiblg!h‘

: rq‘ormulations cf ¢he problems! This reformulation.guides t%k search in such a }.

“

way that both the ori

roblem and the reformulations are simultaneously
. o

. -

kept im mind. Our céncep:ﬂoflcloseness?bromises to provide” a smooth way of . f/
" integrating these modes of problem—solving. ) '
Y
“Again, let us conﬁine aurselves to probletm whose solution process can be

;ﬁﬁvs "

completelv moaeled as a state—space search (like all the exampleg so far.) .

-~

Aiclassical*nption here, ig "working back from the goal”. 1In fact, the reformulations.

we tdlk about wikl be, for this class of problems, states which 1e¢ad to the goal

state. However, in order to cut-gywn the, seardh spacé backwards, one meeds

< ¥ . » . R < "_ .
some sort of criterioh. Sincte the only primitive notion available to our | - e
- . . \ . IS ——

problemLsolver is that of closeness, the,reformulation in general, and working -
" /
back from the goal in particular, need to be anchored to that measure, In the- -

~

Logic Task, reformulation based op ‘closeriess_1is more ‘than working back c

_from the goal and in fact %ggds naturally to problem-feduction. For now, however,

. 4
.wWe gsee reformulation as a way of gaining insight by backing up from the goal - .
& . L3 ,
examining what results, and. using it to guide forward sgearch. Wertbeimer (71 . -
. X .
says in discussing the pe?formance-of young.Gauség at- age six, summingjl +2+...10 -

. ;J’ -
in a new way, "In the process the,varioussitems clearly gain a new meaning, they s .

appear, functionelly determined in a new way. Nine Is no Ionger viewed as 8 plus l;

,i . ;‘;,

. . } 1 6 c - . . i
L . : v & e . . s v 7 - % : -
- i . . L ) . s * . . . A .

AruiText provid c < -, Q » H . . . . .

el »
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"1t has become 1Q minus 1, and S0 on." Reformulation is an attempt to give the
system. the, ability to see the gosl in a new‘'way. '

Our criterion for a meaningful refo ulatiog,of a goal G as G' is that:

i). there éxist permissible operators taking G to G' and vice' versa, and ii)
3 \« .
. G and G' differ in some essential respects, or, in the language of c%ﬁseness,

€(s,6) 2 C{S G ) where 5 is, éay, the initial state, and C(x,y)-is the measure
of closeness between states x and #. ~C(S, G) = C(S G') implies that ia the respectg
deemed essential by the cognitive system, G and G' are not mEQpingfully different,

-and thus looking at G' will not yieldgunrfnsight . PN

~

The suggestion that G' quali‘ies as a reformulation even ir-9is less close
7 -
from G' than from G might be pozzli?gaat firsc Bowever, creativity consists in
i
looking at possibilities which\a_e against ccnven{ion or are counter~incuitive
1Y

Reformulation 1s a way of "shaking up" the goal representation for possible

£

’ . ~

ﬁson ] L f ) s . .

, p . -
A - . . - -
Suppose a set of meaningful refotmulations fGl G ! have been generated.

1
insights and a more "oifficult" goal qualifies as a reformulat‘(n for this

g

Before reformulation, closenéas for a state s would be Q{s G). waéver, after

~ the retormulation, the modified closeness mweasure would bé min{C(s G), C(s,G ),

'

iy C(s G )r Tor each candfdate node, this modified closeness would be

gorputed, 1l the node with the Sﬁallest measore wonuld be gelected, Perhans tke

3

. ideas will becgéi cldarer aftervthe .next e§amp1e

Lﬁ “, ’ Toa T, . - e
- . > . ; .
Examgle 5 . . R . ' . ; .

i

>
Let'ns take the following "ale-jug! problem [2].7 The® iéitial stg;e is
.{35(0), J3(0), J8(8)}, and the goal is {JS(&) J3(0), J8(4)}. ‘However, jugs

Ty can neither be fiiledwsith alé from any tap nor can they be emptied by pouring

L3 LY - &

“ale down the drain ,(/1eaven forbid‘) - . - -

The basic closeness measure ig similar to that used in.Example 2, bue-dow-ﬁe
{ x -

have twd goal components<:sze“extension is best illustrated by coqsidering the 5

¥

-5 A
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:5two successors of the, initial. state, sl:’JSIS), 43(0), J8(3)} ahd-szc{JS(O), J3(3),
Sy . Ve .

.4nd che.goal'scate.' Considering J5, we wish to increase its contents,

38(5) ",

. » a .
thus ) will score a match.- Similarly consldering J8, rhe goal State requlres

}educing its contents. gre botn %l and 5, will score aatchﬁg

N -

= ’
both of them,:ogether, 85 will be deemed closer than 52. L ot

" Now cousiderihg‘

The fqllo%igé'are two candidateé for reformulation; Gl = {J5(4), J3(3),
J8(1)}, 'and 92 =

1J5(1), J3(3), J8(&)}, and both staisfy the conditions for.

reformulation. The forvard search baseq a rezorﬁulation now proceeds and the
( tree {sgeusrated zs dn ?igure'ﬁ-' . o *
. . : _ 3500y < TR
‘ B () '
- N iéS(S}jy o
e “: ’ ’ ¢
.o, - o
, ! ' %2 : .
s ( 25(5) gJJ(Of .
R J3(9) . ‘J3(3) ¢
. I8y Js(a)}
e S '
! S '
‘ * . ‘ﬁ 53 . [ f(‘ . -
¢ :J5(0) 'J5(2) o 15(5), -
J3¢0) J3(3) ) - 3(3%
38(8) J8(3) 1B (0), ¥
// ;/75\\‘ .
Vi i —~ v
B T
J5(2). J5L5) 565). . .
* o J3(0). . 3(3), M 3(0). -
Jj8(6)y. . JB(0) 3(3) -
. : »
. B AN -
x * * e .
135(2) '35 (0)s J5(5) 5(0)] '
J3(3)° J3(0)! 33(0), J3(2) . "
“438(3) Jacé); J8(3)I , 138(6)
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. i Choiceﬁbecueeo s; and 32 in favor sl would be done with or without ‘reformu-
lation, with che basic’.notion of closeness available to the system. Let us

consider the choice betveen ) and 34 [nodes marked * are nodes previpus;y

generated and elosed}. Without reformulation, both 83 and 84 will score
’ ]

equally in the closenesg .calculation. This is because between g and goal the

contents of J5 ad% J8 need co‘Hecrease, 84 will score one match with respect ‘to

J5 and s also one, but with respecc tg J8. On the other hand,ewich reforru-

lation, the closeness zeasure can be illustrajéd as follows.

1 2 o :
- J3 x % P i
85 ] T .
;'
s, J5 .
J8 b4

That is, 54 is now deered closer, and expanded. State S¢ is recognized as .
—— t %
! : N .
identical to 8, and 1s not expanded...If pursuing 85 would have led to & cut-off
(in thig.case }: doesn't), then s, would ‘be pursued. As, §, however, the goalr

—_—

is reached quickly. ) i

He have applied refornulation to a’ variety of other problems with success.
in parcicular, the ?ather and Sons Task and the Hissioﬁaries Task quickly
resu’t in solutions, when sypcessive reforuulation{%o:bined witb synbolic

-closeness is ezployed There 4s hardly any search. The Elementary Algebra

Task [8] is handled elegantly by- aeforzulatiou. We now proceed to that task. -

< ' ) .

) ELEMENTARY ALGEBRA TASK
v . . ) ’
The rewrite rules, as .they appear in [8] are giveﬁ below. . ] .
- B ' ‘ . B
Rl A3 = Bta .. . Ré., A= (A4B)-B C i -
. R2, AH(BR) 1~ (a48)4c *« BS. (A"BMC i= (A+C)-B
(48)-B 1= & o R6. (A+B)~C := (A~C)4B

. ' . — h »
The closeness measure ‘uged is the symbolic closeness, i.e., a list {g formed

el o .

t
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' ' @£ the tokén _sirmbols éi:péat;{,ng in’ the expression’ and‘née'ck to cormpute the

: closeness measure as é)\;plqined earlier, 'I;he operators do fot appear in

™ ’the list, .i.e., they aré ab;strécted.out.,

- Given 2 theoren to’rove of the forn LEFT STRING i= RIGHT STRIKG,

énly rules R3 and R4 are i»otentially applicable for reforf_ulation of the
N - 1 .

goal, s’ince. they are the 1ly ones that change symbolic closeness.‘ In R4,

B plays, che'role of a va:;iable standing 4505 .any expression. Each .
. i
. o & . - ) ) .
reformulation is at first Kept, in t& form contzining the variable, sa& Y.

-

- The first task of the executive* ig to achieve symbolic closeness. It
-~ T -
.1/ :

£xpands' the initial ncde ({,e.,the LEFT STRING)» If R4 is used, there
. %

will be variables, 4 deterrination is made of the possible substututions
3

- ’

for the variables, say X, such that the resul,t'fng expression is as cloge

* [
as possible to the go2l. These possible substitutions are recembered, but
a .
the successor s 'kept in the forn containing

-
«

Now a substitution for the variable Y i.l'; a given reﬁogulation?is

L

pade so as to result in an expression as close as possible to the succe~ -
« e -

ssors of the initial pode. Since these successors contai the generic

' varizble X,v the substitution for Y will in general be in a form '
contafning X. This is done for each reformulation and the get of refor-

5

oulations is now used to guide forward search 30 as ‘to achieve grou/ging .

clogeness. ;‘Once groupi:gg clogeness is achieved, X ,1s :subéfitufég'ﬁor e

-
-

by the-possible subgtitutions that were deternined earlier, to gee if

‘. . Lt
the two expressiond which are syobolically and yping-&isj cloge, are
’ .o > .
in fact identicil.’]If 50, the problem ig solved, Otherwise, other ‘y

bramehes of the search tree are pursued, ' g

’ >

o

Let us illugtrate it with an-exanple that had the longest solution .

'Vtire for the Quinlan-Hunt sys'tem. ' ‘ ' 7

*The search procedure degcribed garlfer needs to be ;iven additional capabi-

-
e

* Hties for thig classpro_blms, such as gub

stitution for free variables. The

- =

Q .
RIC . )

- . -

E

r

Fulr

nheeded changes should becomd clear as the executive ig déscribegd,

20 - - - -

-

i
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Exatple-]  Prove (A-—C)-(B-—C) i= A-B - ) R
- The Quinlan-Hunt system had proved five theorema { ) up to
t - B
this point. We shall assume that our system has’ actess to the same cheorems,

~

in particular Theoren 5, which is (A-—B)+C 1= A+(C-B)

The first stage of thaz refomulation of the goal is as folioﬁs.» ’

P

((A+0)-Y) =B o S ’
a-s B L (emymy . . nT /
. (a-By+v)-t - . .
The inicia:l state is .(A-C)-(B-—C) - The only rule applicable 18 R4, but it

can be applied in seven different ways :

L. {((440) B3 =)~ (B-0) 5. (A-C)-(B-((CHEY-X))
2 (-ee-R) (o) \ 6. (A=C)-(((B-C)+0)X) o
- 30 (((A-0)+0) -%) - (B=C) 7. (((a-C)-(B-C))+X)-Xx ° -
4 0~ -0-0, . | ;

Of the possible substitutions for X, substitution of A or B would )
5 ' ;-:
\\be the only ones consistent with maximizing closenesgs to the goal This

is noted.,ﬁang put away for future use. : - i ’
" The variable Y iu the reformula?ions i; now to be sub?;}.tuted for X
in such a way ag to maximize closenesss :otpne oT more o.‘-the* seven
) succesgsors. It can be seeni that substitution o'f (Z+C) would result B “ ;
5 .

in symbolic closeness being achieved between the éucceasors and the reformu-

’lations. All the seven successors are now equally close to the reformulatiens, v

.
.

which are, after substitution; the following

. ’ L] _
4 « -

. L. ((AH(X$0))-(Z4C))-B . . L
g AL a-((B+(x20))~(X40)) LT ) *

L (B /\ 7 . :
~ '

Al L3 L4 =
-l/ LI .
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S&i ure 7 sﬁyws the results of forward search, assuming that the first

<

of the successors is selected. The last expression in the rree is identical

;.

= s

(((A+x>-§>TC)-(a-é>

' . R6

(((A=X)+X)=C)=(B~C)
’/‘
o R
71 . }f(é-x)
’ Ny

/{5 8

~

51

"‘E "

.

N

(A-C)-(B-C)

—

~

~

~C)+¥%)-(BC)
Lo, e
_ -. Theorem 5
L]

(A=) +(X~C)

Ligure 7

- ~Z. -
- ~ - -
-~ -

2 YD 9 )

)-(B-C) -

-

VAN

- -

to reformulation III, wicp the subséicution X=B ‘and the choice‘of the -

sign in fhe substitution ¢ Y=X4C. The theorem 1s proved.
é 2

e

Figure 8 shows this for

Q.

GD‘
(A-((C+X)~X))~(B

R6

(A-((C-X)+X))~(B

Figure 8

»

- - 22

- ¥

' Choice of any of the successors Q@xfo ﬁ?,wnuid-resulc in a cut-off.
[ 4

L4

~

’
- .

-C)

-¢) -

W
!)
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On the other hand if @ had been chosgen,’ there would be suctess
-again. Figure 9 shows this. The expression pointed o by che arroW

A Sl e
in the figure @atches reformulatioﬁ I for X=B and YBB-C.

14

@ . i

Theorem 5

(((a+x)-C)-(B-C))-X . \’((A'*'(X—C))-(B-C))-X . \/
’ . y F;.gure g :

e . ' \ ) l
We g'a've the problem-solver only the notion of symbolic closeness. |,

-

If we had given, .in addition, a not‘ion of grouping- closeness (peaple use
%thac in making choices for this class of problems), @ or @ would have

been expanded first, Howéver, it is not clear to the authorg at present
\

how a general concept of grouping closeness can be formulated. It is a
subject of current investigation. It would pe easy to come wp with a- -

_ % n"j;; -
grouping closeness Measure that Fill work for this ca}%"but that would have

e

had an ad hoc flavor. ‘ -
WS T s ¢ i
CONCLUDING REMARKS

This paper is based on the v:f.ew that at the. very basg of any problem- 1
solving activity there is a cognitive component. The various problem- : f

solving modes such as_search, planning and problsm—reduction are not ) . ;
) independent, disjointed activities, but work in a coherent way, mediated /

by input from cognition, A task of any problem-solving theory is to .

~

uncover this cognitive role, ch tendsito bé hidden under the acgmlatidn
\) " - - ¢ - '
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of a nupber of high-level heuristics. . 19

+ *The closeness concept incorpoﬁh;es our notion of what cognition noticés:

as the stfuctural difference betweep two situations. The problem-golver
14

attempts to close the structural gap, and once'this is done in the right
!

way, other things fall into piace. Reformulation is a‘powerful way of

obta1ning a different view of the task.

There are sevegal aspects of these ideas which need further fnVvesti-

. o

gation. It is not clear how to formalize the specific conditions under.

which reformulation is to be activated in a problem-solverE ~-To some extent,

R . .
an absolute committmept is not wise; since a problem-solving theory should

captuye not only what is common to intelligent pYoblem-solving, but also

-

should provide for individual.ﬂiffetences, and individual difference plays :

Elrole in the invofation of reformulation. evertheless, more ugderstanding
o

this.assect is needed. ) ) . e . . o

. Means-ends analysis 48 a useful component of problem-solving, though

we do not assign it a dominant rJ{; We are currently studying how this

s

) component can be smoothly integzated into our system. / o . -

-

The taxonomy closeness itself is a matter of great interest. Other

kinds of closeness_measu 'S will be clearly needed‘and a systematic inves-

at deal of insight into the stiucture/éf the
! .

tigation should provide a
cognitive base of problem-solving. T
A o -
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