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‘Abstract C

- ’ ) .
. -

. Altho'ugh the large Governnment gupported Machine Translation (MT),
projects came to an end in the middle Sixties, it was by no Arieans

Some large projedts

v

the case thét all MT research stopped at that time.

continued in Universities (particularly in Canada), and some small commercial .

1

« companies continued with the mpethods’ of the first generation, but using larger
1 v . [’

<,

and faster computgrs.

v

. lt N
The results of thejr perqistehce have appeared

A\ ]

only in the ]ast few years.

Moréover, rescarch workers in Artificial

? Intelliegnce (AI turned thecjr attention to understandmg natural language o,

‘%

in some cases, to concrete problems of MT that required t.he .manipulation -

.

0?{’ /J ~
*of meaning and of rcal world m.formatmn for their solution.
-~ v . ’

~

[}

‘These la;ti'er three approaches are all alive and we;‘l at the moment,
n - N b -

and the paper discusses their abilities to cope with the difficult proble\nis‘
: ¢

of MT that were left unsolved by the first g'eneratxpn(apprr;aches. Phe - !

- ~ .
bulk of tHe paper :frgucs that for‘the long terméuture the AI gpproach

¢

- has the best chd.nce c:?sxmulatmg the commqnicatwc abilities that will

be requxrcd for realistic ‘and general MT\and proceods to glge some o
« s

+ account of how large scale knowledge struc'tux‘es might begin to cope with
. <5 . M v

one of the clasgsic b.rolﬁems of MT: that of metaphor, or "semantic .

bounda;‘y breaking'.

AN
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Introduction
) N

»
.

There is an ancient Chingse curse that dooms recipients to, live

s

/
inan tnteresting agg, and by those standards Machine Translation (MT)
L]

workers are at present having ‘a-bad time. The reason things are ipteresting
at the moment is that there is a number of onﬂlcting 'clalms in the air

about how to do MT, andwhether it cam, or indeed has already, been done.

’ ' . P .
Suéh a situation is unstable, and we may confidently expect some kind of

“outcome-~--always cheering for the empirtciqt——-—in the near future

' ‘What has happened is threefold Flrst the.'brute force" methods
for MT, that were thought to have been brought to an efid by the ALPAC (1966)

Report have surfaced again, like some Coelacanth from the deep, long

beheved extimct. Such systemé'\'aré now being sold under such trade names
, : . N

as LOGOS, XYZYX, SMART and SYSTRAN; and the last, and best known,

AN

< is now undergoing extensive testing in Paris: (Etat 1{976$ and-Luxembourg
- ¢

»
» . .
Secondly, some large-scale, more theore,ticall‘y based, MT projects. -

ETEO,

contihtted---usually based in Universities—--and are now being tested-{n use
thouglst sometimee on a scale smaller than that orlginally envisaged. M
/

.

for example, in Montreal (Chandioux, 1976) which was (o have translated

\

official documuments fro;n English to French, 1e now in use for the translation
I"

of the mare limited world of TV Weather reports
‘ . X
» . ! : !
Thirdly, worl\ers in natural language in the field known as Artificial

Intelligence (Al) have begun to maKce' dlstlnct claims about the need for their

--4

1

‘ .
’approaeh if thcre is b he general'and}qﬂgh _quality MT (Wilks, 1973; Charnlak

}

o~
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1973;, Schank, ];975). Small pilot sysiems illl¥strating their:claims hare o

»

A

* beenprogrammed,, but their role in contem‘pojary discussion ig mainly of

+

i

a theorétical ndture, > i .

4

»
»

! However these are not merely three complementary approaches,

_ {
b foi\they seem to be mahmg dlfferent’clal
’

/

- v ’ ; /
. f ]
A
’ - What I shall ,do iri this brief paper i8 to sketch the recent bacl*grotmd
* from the.Al point of view, and then outlﬁ] very briefly a development within
y the overall Al approach that should have dome beéaring on the possibility of
N ’ - v - ‘ . (]
high quality MT. )
[ .

. N . /
Some hackground notes % ‘ ‘
- .. '4s the title hints and the introduction sets out, we now have, 1in my
. ¥ .

'view,‘* four generations of MT research: the original efforts of 1957-G5 plus
. “ ~ . ‘e
. the three'types of project now surviving, anddndeed competin'g Thexkey

. to their relatton can be found in thdlr different responses to" Bar-Hjlles!s

) crxtique of MT, w’hlch he updated at intervals, but which came dotho one
»

esscbtml point: MT islnot only practlcally but theoretieally, impossible,
»

AY

f
[ ] . »

- ’ .
e 4
- .

) "Expert human translabors use their back'ground kno'(vledge mostly.

L]
. ‘ »

subednscmusly, in‘order to resdlve bytactxoél and sems: xoal ambiguxties

’ v

whzch maehes will either have to leave unresolved or "esolve by some

Q v . , ' . _—
[M - .f ) - - S

J

Y
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"mechanicalt rule which wil? evex 80 often’ rbsult in a wrong tx:axi,slati‘on.‘- f

- ’

-

by a raachine except by arbitraryor ad hioc rujes is provided by a sentenée,

. y . .
say '....slow neutrons and protons....", have no ditficulty in resolving

“ the aybiguity through utilization of his backéround knowledge, no counterpart

of which could possible stand at the disposal of Qomi)uters, ' (Bar Hillel, 1962),

o

The immpdiéte cont_ex't of Baxf Hillel's'a}'gxmént was the perforj{nance ,
of early ;s.yntax analysers which, accofding t'; legend, were capéb}e of produping
upwards to of tcmrparsings of sentences like ""I‘im,e flies like an arrow', where,
wit); i'es;;ect to standar& dictionary in{ormation,' any of'the {irst three words ‘
could be taken as a possible verb.

. The standard reaction to su;h S);ntactic} results was to":irgue that

this simply showed the need for linguistic semantice, so as to reduce the -

“readings'’ in such cases to the appropriate one., Bar Hillel's addition to

5.

7’I‘he perhaps simplest ‘illustrétion,‘of a syntaclical anibiguity which 18 un;esc;lvable’

this was to argde that it was not 2 matter of semantic addiﬁons at all but 3

L : -
of the, for him unformalizable, world of human knowledge.
v .{ . ‘ ) . . ’ i
b - . .

i It is interésting to notice that™®he reactions of Bar Hillel and Al

workers like Minsknggére‘in partthe same: (Minsky, i968).argt1ed that
. ‘\‘ .

. v

. , ca -
MT elearly required:ﬁf! formalization of human knowledge for-a systermn

that could be saidto understand, or as Bar Hillel reviewed the situation
“ , . ' .

in 1971 (Lehmann & Sifhowitz, 1971, p.73), . .

: "tis now alr;lost generally agreedeipon that high-quality MT is

N L * - ‘ T .

po'ssible only when the text to be-translated has been understood, in“An
~ . -

-
)

"appro;.-iate senge, by ihe translating mechanism', 6 Co
: ! . -

.

»
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What Minsky and Bap-Hillel .dié_égreed about, of course, was/v&hat ‘
v . . N R e

*“followed: " Bar-Hilldl thought that the tmpossibility of MT followed, whereas

& -

e e '
KK )

Chomsky s generatwe‘theones are aIso, in a clear sense a reaction {o the

failure of early MT, in that they state with_ great force the case for a solid
thedry ofnatural languages as a brgcondition for any advance w:ith machines

and language. Fodor & Katz's semanticd, adjoined to a genere:&vé grammar,

represent, as it were, the linguistic analogue to those who thought that
P = . ' ' .
semantic information would resolve the mutliple parsings of the notorious

~ a

. / . ,
"Time flies like ap afrmw”. Later linguists broke from the Chomskyan
paradigm by arguing that Fodor & Katz's rigid exclusion of human knowledge

froma linguistic system was inadequate, and that many forms of pragmatic

*knowledge would be required in a full linguistic /system. Lehmann -

Stachowi‘tz '(]97‘.1) contains contributions along these lines from Ross and

n Fillmore, specifically in relation to MT. Y,

The attempt by AJ rescarch to reSporid)to'Bar—Uillel’s challengé

* .
is of a different sort. ,It is an’aticmpt not only to admit ab initio the need
: : %

c\ ' L d
for "knowledge-structures' inanunderstanding system, but also to formulate -

theories'and systems containing processes for the manipulation of that

»

kﬁo{vledge. '""Processes here is.not to be taken to mean meré'l} programming

. I’ . ’
a ccimputer to carry out a task, for many Al systems of interest have cither

N U] "
not been progranimed at all or made to do only partial demonstrations. /The
» \ ' g
SRRV R ‘

‘
Minsky believed that the task had now been deﬁned and tbe job of AI was ho &
. . v
‘ -
_7 "get on with it, v, ' . ,
, ] . ‘ !
Y . .
5. . L]
. The contrast’is clear between these t‘/o and the view-s of linguists:

\.
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word "brdceés" means that a theory of underst{mding should be stated-in

, a8 symbol processing manner, ‘one in which most linguistic theories are
) -\ LI

, p_oivinfax"mau'on processing. This is a contentio}s position, in that generative

-

‘ .g'ram"mar has been in some sense a description of a proc.es,s‘ince the earliest
’ . : . W
descriptions of transformational theory. The Al céae is that it never quite .
comes up to scratch in processing terms. The nature offthi—sndispute can
. be seen from such work as ('Bresnan 1976) where an attempt is made to_ '
. ‘ - ' .

px:esent transformational grammar at the highest level in an unfamiliar

(to linguists) and process-orientated manner. ) ‘ N

The METEO system represents what one might cadl the linguistic
tradition in MT works: with claim 4hat an MT system based on a liguis’cic

. ]
theory is sufficient, and that wh'atever knowledge is required for MT can

be assimilated (o the structure of a grammaxr-based system with a semantic

- ‘ .
/ . . - . ’
) component, T Lt .
~ ! : /
“‘z‘” The work of Qoss and Fillmore referred to (as well by Lakoff and

-~ ‘ B
McCawley among others) represents a breakdown of the paradigm that has

N 4

do)ninated linguistics since 1957, and in their search for -more general

notions of process to express knowledge computations it is no Iong.er clear
.that anything fundamental separates them from what we-have here called- «
the AI approach to MT, , .
- | . , .
The addiﬁ?n‘al contrast with the resurrecied '"brute force'' methods»
. ' .

.,‘

. should now be clearer. These approaches have in essence ignored the challenge

- of Bér—Hillél as well as the earlier one from linguistics for a theoretically

- . § -




4

motxvated syntax and seémantics. The assumptlon behiqd work like SYSTRAN / '

. is that the main fault of.the early ‘MT period was iuadequate machines and - .

/

Q

¥ , ) \
software, not theorg. The striking demmstra’cions"‘ g‘lven\)f that Bystem

are not yet conclusive, *and detailed descriptions of its Qlethods are not

] available,'becaltse of understaridable commercial eonsiderations, but there

can be no doubt that it 'does pose a considerable chgllenge o bot;hi linguists -

S

and Al theoreists, who claim, in their different ways that some higher
° b . .

»

level thedry is essential for MT.
AR - kg

". What then ié an AI theory? a Y

/

/ = 4 ,
\' - Apart from their common emphasfs on knowlcdge structures and
A =

/procum form, Al theories can only be {llustrated by éxample, since they -

dlffPr 80 much amo'ng themselves on a wide range of 1ssues (see Wllks 19760)

»

Morecover, 'MT is not usually the ﬁnplejpentation environnfent of a typical AT -
’ ' y

progrlam {though see Wilks, 1973; 1975) which is normally dialogue, question -

J

[y

answering or paraphrise. But no issue of principle arises here, especially

if onk accepts Stei'n’er's (1975) claim that every act of understanding is, in
. e )

essence, onc of tramslation. ¢

4
a

-
.

[

Winograd's well-known program (1972) was perhaps the first Al

language understander not directed to what one could call the classi® residual
problems of MT: word sense ambiguity, pronoun x;eprenée ambiguity etc.
- ’ . ‘

. ﬁe was concerned to show the role of knowlédge of a microworld of blocks

}

as a toof for. resolving syntactic a:'nbiguitiés in input to dialogue system,

' . v
g

L *

-

1,‘*'One at the University of Zurich, ore Swiss acedemics and military
~on 12th June 1975 successfully translated 30, 000 of unknown text.

Sy




//’

-

/
I

N

-«

t
’

/I

systems of Schank, 1975a; Charniak, 1973; and Wilks, 1975, which, in

{

{ N i 4 . L4
. ’ ' 9.
So, for example, when -hig gystem saw the sentence Put” the pyramid on .
the block in tpe box ", jt. would imr'r.l‘ediate,ly resolve th surface syntactic /
- . ° ) . N ' 4 ) -
ambiguity of th&t comniand according to wheth whs a block either
. : e

under a pyramid or already in the box in the blocks scene that it und‘ei':stood.

[ R . ) -
0

»>-

* More typical of an implicit.response to MT problems' were the -

their different ways, were coneerned with the semantic repre'sentadons,
’ . o e v ‘ d'
real world knowledge and inference rules needed to understand various

/

aspects of every-day story—like/éentences, and to produce deep 'rep'resentatiqnq

. be pl'oduced. o )

‘knowledge of conce;ﬁts that they expressed, lan

;)\

for them, from which translations in anotherﬁng'uage could in principle
3

”»

-

1 v .

“In the last few years the paradlgm in Al and 1ar!guage understandin;

a

has 1tself shifted largcly in response to an argument df Minsky's (1§7o)
that more complex kﬂowledge stractures were required than had been
S : )

contained in ény of the systems, nentioned so far. He called these more

. \. , . ‘o cee
complex structiires‘frames, and argued that without the more specific

%xage'“ understanding would

- '

-
not be possible. ‘ . ' P 8
) i N '
, 4 Y -

¢

So far, as in (Sehank, 1975W;. Charﬁiak, 1975) frames have been

- taken o be represenfationé of stereotypical situations, such as the normal

sequence of events in shopping in a supermarket. He argues that we can

easily construct;;torieé l'hat will not be understood without such knowledge:

10 '

"

|

~
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,N

. "John put gome bacon in the basket in the supermarket but then slipped C .

B ~¢.abar of chocolate fo the éhelf and into his pocket. - When‘he got to the

* { . ) s RS »
checkout his face went red and he said I didn't mean to take it.~ " He might :
ol , ' ) ) '
<. ' argue that one cannot refer the "it" correctly in that sentence, and so SR
bl s -~ i //,/./(:‘/ ’

understand it or translate it ).nto a sultably geng (ferdered language, )
f/ ’
A without the sequential knowledge ‘of avhat is and is not normal’ in a supermarket,

= ’ . ‘\ ! . ¢ .

There is still gome unclarity ut what/ precisely are the claims implied

» . he

by the use of such frames (see Wilks, 1977b), but there is no doubt'that 'thc'y

do represent a real form of fanguage-related knowledge and can be seen

. N S

" as a new attempt,to tackle the old MT problem of fopic. So, for example,

-

Schank has.a program for using restaura.rrt/frames such that when it seés, 3 f

say, the word 'order" it will know that i§ is the word "order food.'!, because ,

+

l&is encountered in asrestaurant frames, -and not the more general 'grder

"an object"'. N ‘ ‘ R
! ""?ﬂw) . ' -. .~ * 7T
Scnank\has al'so s'upervised’the construction of a program%that

rea;is stories ipto 2 f‘rémc. format and then trans!latesgbut the whole fre:r:\e

(including lhe_stereotypical pa'rts mt actually me’n\tioned in Ehe original B

7 - .
story) in a number of different fanguages. T ) ' :
. R . - , . J
. ' N ' ’ ' ’ ) . J ' ’ *
’ . . . i . ’ . v .
J ‘ : f In what remains of this paper I would like to sketch a proposal for
. the relevance of a rather different type of fra_me to ‘M" a sta?lc and not :
v v .
7 a dynamlc frame to. do with normal sequences.of gctions, It is directed ‘ ’

~ i

J L}
tpwards another 1ntr~acl'1blc problem of MT: of what o' do when the input

’ ~ o

[ . s —~ . o~

does not fit our scmantic expect:rlions. ¥ I will now tufn to t)ﬂ<and then

. , . P

1 . - VAR
:




Meanmg .bodndaries and knowlcdge stluctqrcs ‘ . ol | . N

The ’rcmamder oI the pagev ¥.ketches hbw one might dcal with cxtensxgns of . "

! 3 él . 3 e
word scnsc in a natura.l Ianghage hmderstandmg system (,NLUS) that is to say, .
normal utt\ranqes Qlat Qrea.k pre%ssxgned_selectxon or preferencesf nestrxctlons Lo

—_— W - .
The propo.’als ‘here extend the know ledge representanéﬁ of the preference emantxcs
4
'NLUS (Wilks 1968 1973 "1975) with E_s_eudo texts (PT)‘whxch are frame structures _

la ~ /7

in the sense of (Minsky 1975), but wluch a:{e also consxsten} with the general ' v
) [ .

N -~

- assumptions of this NLUS. - - ) ’
~* . ‘\ C . . [ B . —~
« .. - Py .

»

It is essential to sce that ‘tinded use, in the sense of preference-violating
. )
. H { "

use {s the norm in ordinary langud¥e use, gnd so ‘c®anot be rélcgated in an NLUS
K . —t— « ’ . . ’ 4

e rd . . 3 . i v B
to same special realm of treatment, as "perf.ormaln'ce" is in generative linguistics, .

L3 M . £
r 3 -

noxr negledted 1n a general consideration of MT. The following sentence is chosen,

-
o .

I promise you, at random {rom.the front page'of a daily news})apei'; {The Times , *

5-2-76): N ] L SRR 4

! . . t . -

. (1) Mr. Wilson said thut the line taken by the Shadow Cabinet, -that a.Assembly

.
I3

. ) _, N . '
should be given no executive powers would lead te the break-up of the R

) \ . \ '- ' hd ‘_ .

United Kingdom. . ‘. . o {

- : ‘ b ‘ " ‘ b
! L ¢ Y
¢ / - - N . . - . *
The sentence presents no understanding problems whatever to an informed -
Tt T o v
rcader, ycl cach of the four und{hncd entities violates thc nlormal‘prefepcnce

A

4 -

restrictions of an associated verh: lines, for example, would violate the normal -

’

- 3
physical object restriction ‘on "ake", ahd so on,
rd *
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'Ihc process toﬁ:e debcrxbed in this- ggpcr is called Qro]ectxon we slmll show
| .
how sense descrlptlons for wo?ds can be rewritlen, in prefercucc-violaﬁng texts
B

(as in1 ) w1tb the aid of the speciflc knowledge in PTs: part of the PT will be-

Qro]ected into the, sense description for,a word So, for example ~in ('1 fsome Q
-
detalled pohtlcq,l knowledgc in a pPT for "Umted Kingdoni' could show that a breakmg

of that entity could be caused and wewould then replace the sense descrxpfxon

/

of ”lead to" by ‘one equxvalent to "cause', thus overf:omxng

l -

in "lead to the break—up” and providing a more appé:oﬁriate

T

"lead to" for andlysm of the rest of thxs text.-

Wi,
~

5 ~
“

Brief recap of preference semantics
. 4 3

"In previous papers I have described an NLUS in Wflich rules operate on semantic

v ) : .
word-sense descriptions to build up téxt descr?ions. The rules that insert sense

- ‘

) . / N 2 - N
descriptions into tgxt descriptions are what | have\called "preferential; they |,
seek preferred entities, but will accept the less preferred ifn;cessary. A senge

description.for the action "drink' might be the formula: .-+

’

o,

Thi_e. is a Wure of semantic prlmmve expr gsmg the meamng of the ’
. ' e N * . RN
o aetxon (sce King and Wilks 1977) that drinking is a CAUSmg te MOVE, prequably

done by an- ANImaLe bUBJect (=agenfyand to a liquid (FLOW STUI‘F), TO a p'n t.u.ulara

.

'EC o ".~13
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- \‘ -’ \4 9
4 v
. - :
A SEMARTIC FOR/ULA FOR THE ACTION OF DRINKING. v
- -
a L]
;‘l'l
(AT sy ( OE) (SELF IN) ( { T0) ( HOVE CAUSE)
(FLQ  STUBF) (TEIS ) ) .
-
¢ —. !
(*A ) ..
. . r
3 . ’
) . ( THRU PART )
. ﬁ
‘\'/‘ ~
. . A
A [.John drinks ,beer] - : a

. R i .
THE ACTION FORMULA FOR DRINKILIKG INSTALLED AT THE (CENTRAL) ACTION NODE]
OF A SEMANTIC TE.&PLA’IE‘ CF FOFJ'RJT:,AS FQF. "John crirxs beer". _ e

figure 1

’ /& :

n.




. ANImate aperture (THRU PART), and INto the SELF (fthe animate 4gent). For

short we will'write (2)as [drink,), The text structures in the systerh are semantic

v

templates (together with semantic ties between t.hlem):' a template is a network

H

of formulas, containing at least an ageﬁi, action and object formula, Thus the

template for ""The adder drinks water" will be written the+adder drinks waier '

. for short where the whole of (2) is in'fact at the central (action) node,

A

\

P

‘. ¢

%The process of setting up the templates allows the formulas to compete to
. ‘ o \ |
] fill nodes in templates. Thus the formula for the (snake-)adder goes to the agent
node in the template above in preference to the (machine-)adder because (2)

specifics, by (*ANI SUBJ),' that 1t prefers to be a/cco,mpanied in a template b)\an
;animate agent formula.. However, in the sentence: ’. -
(3) My car drinks gasoline

the available formula for the {irst template node, namely [car ], is not for an

oS

animate cntity, yet it is accepted because there is no competitor for the-position. -

v

3 B

L]

THE PURPOSE OF TIIIS PAPER IS TO SKETCH HOW THE SYSTEM MIGHT NOT

MERLELY ACCEPT SUCH A PREFEREN'CE-VIOLA»TING S’fRUCT}JI‘E FOR (3)

BUT MiGUT 7\‘LSO INTERPRET IT.

’

-
/

An important.later process is called extraction: "template-like structures

are inferrcd and added to the text rcpresentatioﬁ even though they match nothing

-

.in the, surface text, They are "deeper" inferences from the case structures of

formulas in some actual template - whetg the case prinutives are those under-

A

~lined m (2). Thus, to the tempiate for (3), we would add 2§ cxtraction ¢(in double

3

L]

»

15 .




-7

‘ 3

. .
e N ) N . .
3 L \ 4 “ . . 14.
. . .

it

- N "

square par.éxithesesiﬁ abbreviated form): ‘. f
s . Vi )

“) .[[gasolinéincaru ] & ' .
. * . . /

which is ah inferencg extracted from the containment subformula af (2), (SELF IN),

~ Analogous extractions could be made for cach case primitive in each formula in \

- . LA

the template for (3)_.

- N

£ . ; -

Since the progtaminéd vcr?ion,gf the system, reported ig (Wiks 1975), a

-

structural c}iangc (Wilks 19763“) haf'allgwed a wider, and more-specific,form of
? ¢

expression in formulas by allowéng thesaurus items, as wéll as primitives, to

]
N function 1n them. "No proLlems are mtromdomg this, provided that the

L4

/ . -
thcsaurus items arc also theiselves words in the dictionary, and so have their
A Yicit

»

fprmulas defined clsewhere in their turn, One advantage of this cxtension is to

. -

impose a thcsaurus structurc on the whole vocabulary, amd so render its semantic

b

P
expression morc consistent. -

4

s

-

A ° s

[ .
A thesaurus, like Roget, is simply an organisation of a vocabulary into semi- ;
4 - ’ (
. g @ L, ’;
synenyrmous®ows, which are themselves, classified hicrarchically under heads, R

E.Y

and evcn ere generally, sections, Thus under somd very, general section name |
\ ’ B ) 0 : T . . o -~
MOVE (=motion) we would f{ind h;ds’, two of which might bc "« engine and ﬂf-}mjcle.

" The former might be the namg of a row of detual types of enginc: N ,
N . , e L7 N
5) % 525 engine: tugbliﬂe, internal combustion, steam,...., ' Ien -

R 3 4 R /
/ .

where the number simply indicates the sequence position of # engine in the thésaurus.,
P - * . &
%

It is no accident that the most general seclion -names liké MOVE can be identifed
. ‘. R \‘ ' - B
with the semantic primitives of the prcsent system,

Lo B
x " : ' : . : / ¥

-

i . . .

ERIC ~* b . R . - .




The organisation is imposcd hy requiring inclusion relations, between the
< : .

R .

formulas for word senses, ‘torresbond'mg to the thesaurus 'relations of the words. ,

Thus, all the words in the row )(5)'wo'ui,d have a common subpart to their forfnulas,
. . .

and that common subpart wéuld be the dictionary formwi#a for 'engine", probably

L]

.expressing in primitive$ no more than "a'thing used by humans to pe’r_form some

. task, and scl-moving 1n some way''. "If now thesaurus items can be insefted

2

in formulas we may expect a formula for "car" at least as specific as: «*

(6)

Language houndaries and projpeetion

P

Let us return to examples like (3) for which the systemgeonstructs a template

.

cven though 1t contains a violated preference, and ask what should an intelligent
-

R Y A ' /-,. .
“system infer in such a situation?* ] would suggest that carg can be-said to drink
~ -7 .
i / ° . A
* in virtuc-of somCthmg.agstem might already know about them, namely thy they ~
”» . . . . OIS

X have a fluid (gas/petrol) injected into themy, and they usc that in order.to rus,

~

>

" That 1s to say, the grogram should have acccas to a ‘suffxcxontly rich knowledge

~

structure to express tha fact that cars stand in a relation to a-paxgicular fll\lidl

A

a rclation that 1s of the ''same $emantic structure” as the ro‘latxol which a

drinket normally stand$ to the thing drunk. All that muy sound obvious, but how

-

** The sytem alrecady deals,with certoin pru’munc‘c viclations, such as those "”,\
~ congstituting the ergative case paradigm (""I'he nammc r broke the sindow" ¢
see Wilks 1976b) and certan exumples ke "Joh got a <}xock” a class *central
to Rlcsbcck s Jiesys (sce Schank (ed.) 1975).. 17 ¢
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else are wg to acceunt for the naturalncss of 3, but t.he_ rclative unn‘atu;alness

” -~

(and’ uninterpretability) of "My car chews gasohne" and the more dlstant '}6’.,- '

»
> " car carves the Sunday roast'', One upshot of these proposals is to dlstmgulsh
. ‘. . « & ‘ . N
plau51b1e (with respect to a knowledg‘ase)/sreference vxolatlon from thé ’ r
‘ * . »
. implausible, ** ‘ . : . .
3 € ! K .. * . ‘\ . - -
The procedural upshot of the above 'wguld he to replace at 1easL°0ue formula - )
T . -

. . L : )
""m the tc’mplato for (3) v,ath :motbcp; exthcr oon.structed by rulc*** or. dmwn from
‘* ¢ BN
N A ]

thc kno‘vlcd{,e structure 1tscl£ ﬁo be called &ngudo-tex (P’L) Lei us now postuld,Lp

'
K- MR ’ ~ \ n -

A
i PN .
that "car" pomts r;ot' only to'(ﬁ), ‘1\.'e. [ Qa,;] but 'that I‘C' r ]’mtux‘n pomts to ' -
. L. 7 & " : ; ty . .
¢ . - ¥ v ‘Y R : N
. , ' .. . A - 'y .
’ l‘) aQ t “‘ ) * =
| SPIEE SRR
' . s 1'; \ ': T , -
! he ' . . ot R '
s, A - N .. - . . [ t .
- a . s <3 . ¥ ¢ M . -
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- " . *x LW
. [N . ‘g- - 4 x
) o . ~ .
1 ¥ N . - . , )
¢ ! ' ) . ; - L ‘m' ! - -
. -~ . w‘:‘ ‘Q‘ . :- . - '.{ A-f 3 - j
N \ - . e s h . ' .
- ; - o N L Y .
-~ - -4‘\\-' . ’ x" ' * Q.
- . -1 . 2 - ‘o . '] . .
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. U s e, . N
* R [ “
' PR \ . N d -
- ; N 2 . - / p
de 1 , . » '. ! * /‘
- ¢ ' * ’ ! ‘ V
> \ N . ,

) A ;“g;g:&"-, R ARSI S .
) ) ' ) . " K‘ . v 7 ‘: -) et v A . . N !
N ‘ /‘
{ . ThlS stru‘cture 15 calltzd a [E(,lef) tcxtbetause 1t is of just thc same-format .

'}
Tas t.hc tht 1'cnrcscptatlons pro ucod b) thc prese!nt \LU‘.

-
It can bg cxtended to Y |
b y

taste to (‘Aprcss as much spcm"ic Informatlou 3b0ut cars ds is thought aporopriate -

'
- -

© given the paxscr for the pres(nt NLUS it cou‘ld ¢ven be Juplit as a rcal text. abodt ‘. t :

. . [
L v

g
I '

g An nmportzwt aspect of the 1n1erprct'1tx0n of (3) i# 1dipmatic, mmely that the car
a lot of gas/petrol.  Tius agpect of the meaning is heyond ﬂus or ; suspect

llSC’&

any, gencral wnfeience procedure

Q@ ***Ina fu1101 \\\crsnon of this paper (leks 1977) 1 des

‘work to attcmpls, sucn o8

pules operating

on thc dictionary*and mdcpendent of contexts'

seriby thc rcl,'ltion of this

(Givon 1937), to give geacr: i rules for projection:

ofuse,

13
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“lom)y | oginject 7 piiquid
Lown (uss

S
(T), -

“Ctube

SE) .- €liquid

" CAUSE

Sviheel

.. NN AR'T)

. :STdf;:[_C"

- » .
- ) the hwnan in the car moves

Jthe humanyses a selfparg |
! .

rr, PN M -
e

spatial

éy}O““"“ PO-AT“D the dar roves

’ N -
J& huran injects a ligquid
Jusirg a tube -
J liguid ds in ‘the cap

Jthe ICengire us’g the Hqu_d
> the 'é,‘z”"'ffﬁes :

3

N
. ' - ; . \.
the huian turns the vheel

)

1!
to a new
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cars. The rcpr.csentatibn consiats of thc templates (explained loosely at the'right), -
<~ ¢ ' . . ! : \'

together with the (self~cxplanatory) case and cause tles between thcm. In the

templdtcs, rj duminy and * denotes' the formula ( car J,i.hat points _gg_tl'ﬁs objeet (7).
.‘ . . ! .

L
-

The¢ prefixed items arc thesaurus if.ems, though '"IC engine'" is siinply a specific

dictionary word pointing to its own formula - specificity 1s thus'a.matter of taste,

* N < \

So, for example, thé thesaurus head = liquid could be replaced by the more explicit

- -

"gasoline™, Items in roupd purcntheses remain in primitive form, It will be

‘ clear that the same information can be expressed"m a number of different ways,

and at differcnt Jevels of g@e}alxty; though thta spirit of (Minsky 1.975) suggests
‘T'he intention here is that" FHE

t

that they sf;ould be as specific as possible,
PROCESSES THAT OPERATE ON SUCH ENTITIES AS (7) SIMI_J_L'DE.I&DENTICAL

WITH THOSE THAT I"JANL PULATE REPRL‘/SE'NTAT]O.NS DERIVED FRQM INPUT -
TEXTS: The approacn is {luo ine reverse of the conventional one: we scek to

. assimlate Knowledge structures to text structures, rather than the reverse, on the
- . [ » ,

. t

, r ‘ » -
grounds that/the 1epresentation of language is the difficult task, and that the.

) ‘

representation of knowledge as cuch makes no sense apart {rom that,

St . ) .
| Wwe should noie,too, that just 'a‘s the Umsa'urus:structurc iynposes a contaixmient |
relation on the formulas ‘of co—yow-meﬁxber words, so it also imposcs 2 hicrarchical
rclatno;sg'i;ﬂon PTs: ' that {or vchicle, Yor exﬁxnp{e, will be a less specific version
.of (7). }furth‘cr up the thegatlx‘us would be PTs 'fdr higb-lcvei sections: that for
M:‘\N \;lou'ld be highly comp_lcx, for examplc. But note t.h.ex:'c is no "ipheritance of

. . * ~ ’ . l
praperty'" problem in this system: the formula for "amputee! would have head

- . . . ) ' - ‘
MAN and woyld spccify the loss of limhs. Any inherited pscudo-text from MAN -

asserting '"two legs'' - would hc-modﬁxcd by [am-putcc] .




AN

The system now uses (7) to make a projcction, 80 as to derive an mte’rpretation

’ 0

for '(4), by seeking, in (7) témplates matching the. s/oufce tcr"npl.ate [my+car'drlnks

gasoline ] : nameiy the first and fourth ll'rﬁes' of.(7). The 'first match is in virtue
“of the similarity of [drihk] and “|elnject | - based on the expression in priinitives,
. . > .. . S

as in (2), of causing a liquid to be in an entity of the same type as the agent, This |,

would allow us to confirm by projection,'y'"humanness of the drinker', that

has already been noted by earlicr oxtraction* routines, extracting out from the
~

drink formula (2) j;dopcﬁdéntlg' of the PT (7). Howg(zer, no projection is made

at this stage onto [car], (though it might be. later in the face ‘of asentence after

(4) like "'His thirst is never slaked", tha't -conﬁrms the humamegs projection)

«

because 1in the caseyof violations of the preferences of actions, like "drink' in

\
(4), the system ALWAYS PREFERS TO MAKE A PROJECTION ONTO THE ACTION

ITSELT 1F IT CAN, The strong match detected 15 between the above template for

L
(3) and thc fourth line of (7) in virtue of the containment of [#engine| in [car],

and by [#liqud] of {gasoline] , which is evident in the formulas themselves.

N

This results 1n the projection of the action node of t\hf/f'ourth lthe of (7), namely
[usc‘l , onto [drink] in the templatc for (3). This ‘projection is taken to be
strongly confirmed by the match with the first line of (7), and is considered to

carry Over more sense than any alternative projection, The confirmation (of the

Pl -

) “ inatch of ille fourth line of (7) by the first line) is ngcessary hc’re, because

[ my+car/caks gagoline ]~ would also match the 1'_0:&11:10, but no such projection
would bc appropriate. Com;ersély, no projection could 1zc/made Eor "My car drinks .
muyd!' from the fourth line, even with th confirmation of the first, ‘ Tl'x;' general

-

I 4

v
-

*  extractions, itwi 1 be scen, differ from projections in that they produce '
hew template-like entities, rather than, as her€, replacing formulas inside
existing ’wmplgtes. ,

L} .2(\.' ’
. ) ~ ’ -
v . '




N - .. . L -

rule for actior projections then is: SEEK A PSE;UDO—TEXT, ‘fLQR AGENT OR

.

¢ . . )
OBJECT, WITH A TEMPLATE MATCHING ON ‘AGENT AND OBJECT NODES.

PROJECT THIS GENERALLY IF THER#MS Aifg} PSEUDO-TEXT TEMPLATE

’

_* « MATCII TO THE AfTION ITSELF, FOR ANOTHER TEMPLATE IN THE SAME
’ .’ - ."
PSEUDO-TEXT. ' -
- . _ ) ' ‘

o

. .We may note in passing three interesting devélopmln,@s of the above guggestion, 4

] “ .
<
&'st consider the more complex eXample presenteéd by “a recent headline: (8)

-

- Britain tries to escape Commgn Market, . . T

.
.
.
" . . IS
‘

. Clcérly, some projcétion would be appropfiate here, of humanness onto the .
/ F )

. 4 . \

wcountry, and pcrhaps even "prisonlikencss' onto the formula for the Common ~

Market, Thesc might e drawn from she formula ;or‘fiescapc” alorme, by extraction

"

and without recourse to the pscudo-texts for either of the entities, Even if we

~

did consult those entities, we would find a historical account of Brifain joining, *
1

but not of leaving. In such circumstances mere facts are not enough, even when

highly structured. We might conceivablyi be able to project some notion

disassotiate] onto {escape ) , from the "Britain pseudo-text", given some
g

new matching criterion that placed rclevance above negation in such cases
L
(i.¢. would match [cscape] with [asseciate] or (join| .) y rd

v -

+

Sccondly,” we might consider the problems presented by an exagmple h'ké:

b ~

- &

~

-

(9) J+see.what you mean.

0

Here the last clayse breaks the preference expressed in | see } for a physical

ohjectt A system procedure will present the actual object of (9) to the top-level

’

N : 23




»
[

templatc simply as the tive SiGN (tbe pri—niitive for symbols and intensional
reﬁresentatxons of them) whxch has been obtained, by extracuon from the preferred

' ob?ec_t in | mean] , Thus the system is effectively dealing with the template sequence

-

[1 see (SIGN) J[you mean (SIGN)}. " But what could wd expect as a pseudo—t:éxt

+

for somethihg as general as SIGN, so as to use the above prqcedd res &o project

." onto |see ). If we take advantage of the hierarchical nati¥e of the th'es;urus,

-

we might expect pseudo-texts at the very top level, associated with the section naes

-

- pure primitives like SIGN - just as specific pseudo-texts are assocjated with
—

the lowest level items in the thesaurus - row members like ""car", The pseudo-~

text for a 'pri)titive like SIGN would be wholly "'core structural": it would consist

. .

of ito more than primitive concatenations, in template form, like MAN THINK

L - >
. SIGN*, the most,gencral thing that can be said about wh?t is normally done to

signs, Howcver, even something as general as this might suffice to project

”

;TIIINK cor) cctly onto [see 7. The interesting generality would come irom using

exactly the same projeclion proceduras on the most general pscudo-texts like
e v,
7

this', as on the 'mo'st spccific, like (7). w

- bl .
Pl .
; \\
. .
. ’

4 Thirdly, and this trcated at length in Wilks (1977), we can consider a quite

~

different @pe of projection for phrases like:

4 .

(10)  a toy lion ) . . . ¢

'This comes from a much discussed class of examples '("plastic flower", "'stone
' - ' L 3 »

horse'" ctc.), where an obvious projection mechanism is to replace the head of

the fc;rmula for the no\.m Z(DEAST in*{lion] in (10) ) by the preferred object of

predication in the qualifier - here * PHYSOB i [toy] .- This would be a very

i

thosc familiar with the system of Wilks (1968, .1965a ctc, ) will remember

"that these are the "bare template structures actually usgd to obtain the

initial template match. The suggestion here is that the "knowledge- aspect" .

of these Righly-izeneral str uctures is to be found as the pscudo-texts of pr umtxves
- as the latter function right at the top of the conceplual hierarchy imposed "

by the thesaurus. - , .

a0
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° . 4 ! T v . N v '. i -t
limited and gcﬁeral class ‘of projec'r.ions, notl reguiring access to PTs, feut which . - ¢

, ’

mig‘ht st#l] provide a "préjected formula” éppropria'te for examples like:

Q
« .
’ '

_(11) The cat walked round the toy lion,

.
- ‘

L 4 ' 14

Then he came back-and sniffed it. ) e »

.
4

where we might be helped to refer "“he" and "it" correctly by the nelv, projected,

formula [ lion ] whose head was no longer BEAST, and which-¢ould therefore

.

no longer be the refereece of ""he" as a real lion would be.

- ) N ’
B

N

A morc radical and intercsting development would be the construction of |
"PT repacking functions' specific to certain qualifiers. Thus, 'for example,
. . r -,

such a function for "toy", if faced with the phrase "toy car' might repack (7)I
. ' L3
using a general rule to delete all constituent ;einplates based on the action USK:,

as weil as alkthosc that are at\cnd of a GOAL f{je, since toy cars cannot, normally,

. . .
serve human needs, yses and purposes.

v -

N

i . ' ' -~

kS
-~
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Postscript - . : . . . ' .
, L S P .
The above suggebtions are, as shoild be clear, only in-the pré-pm’gzam

A -
i

Btage, but they will be implemented. ' -

’

S

-~

What I have tried to suggest imgthis paper is that Al language programs

do bear upon the traditional difficulties of MT, -and often do 'so mor®s directly,

than conventional linguistic ,tpeories, with their preoccupation with well- .
formedness', andhwith delimiling the class of all utterances of a la;xg‘uage. )

. = T ° 7
~ .

~ .

_ I'have given the im'pression. perhaps that all Al programs are concerned

. with what could be called stratospheric considerations: the solution of the most

7 ¥

general problems of language and understanding., That would be unfair: there

is a nurhmr of more task-oriented projects under consiruction, aitempting

’
-

to limit v:ocabulary and world knowledge to very limited domains, such as

*

plumbing repair, say, so as to produce concrete res‘.bl{ts. while at the same

{ime appealing to very general philosophical principles (sce Levin & Moore,

1976). ) .

~ ’
’ »

What all the Al projiacts, of what‘ever level, lrave in common is an/
appcal to very general knowledge and priné!pleé, coupled to the clai‘m that ‘
MT work must 1;1ke account of these if it is e;'er o achigve any generality

and reliabili'ty. The reply to this claim, from experiggpce with projects like
SYSTRAN, is that the examples that make Al these points are artificia;l.

a;md/or rare, and they c:;n be igmre;i for practicél purposés. This is clearly -
an empimc;{i diépute and open to test, which is what make.s the present,

e

situation inferesting as I remarked at the beginning. ‘ C

R S
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e

-

. to help either. Perhips, the only explana,tion'of our competence with this

= ‘ ' L ,230

That much does depend on one's choice of examples can be scen by, -

i‘bturning to those of the begipning: .P.ar-}'lil&l's' ""'slow neutidns and protons" i

€

should be amenable to treatment by an expert "atomic physicqs frame', one ' .

no ~more open'to the charge of "ad hocness' than is.human's knowrgdge
. . - “a : . \ 4 »
of physics itself. But with the old favourite '"Time flies like #n arrow',

things are not 80 clear. In terms of what I called preferences, it may o s
well be that the desired-reading {where time does the flying) satisfi€s no .

more semantic preferances tha’ say’the reading mre the flies like
- . ) .
certain objects. Moreover, it is hard to imagine that any topicrdetermining

frame could help here---one would hardly expect this slogan in any frame

—

a&)ut time; except as an arbitrary addition. Nothing that has come from ™
recent "speech act" theorists in linguistics ‘and philosbphy seems likely -

-

-sentence is that we read it off-a list of clichés for which we have the assigned

° «

'readi;gs; a .sad conclusion for all theo reﬁcﬁll&—mqtivafed work, and.‘an

r

~
.

¢ ‘ ' .
awful fate for a long cherished example. °

’
[T
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