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INTRODUCTJON . .
. . ‘ ‘ . ; . . !
- Most of the quantitative literature that has dealt with the

.
N -

,free-recall ']learning paradigm has emphasized the measurement problems

encountered .in ddentifying category "clustering within a subject's

protocol (see Shuell, 1969). Although this interest may be due in -

“

part to historical precedents, it is still, surprising that a related

hd \

*and well-known bphenomenon from the s experimental literature, called -
e sgne edperime :

. the "priosity effect" (see Postman, 1972), has been virtually.ignored’ !
. by methodologists. The on12 relevant paper appears to bg the recent’
ﬁontriputibn b; Flores and

rown (1974). To be more specifias suppose

‘that a subject is required to learn a list of items over several -trials:

. ~ . "3
.+ Priority is evidenced whenever the subject recalls a "new" item on a

p?rticular trial (i.e., an item emitted for the ¥irst time) prior td

recalling an "old"'item (#.e., an item already recalled oh one or more

+

) previous trials). Apparently, no generalfhethodology has been.propoéed

‘for assessing priority effects comparable to what now exists for evaluat-

' ing categdry clustering, even though exactly the same class of rahdom-

<

ization procedures is appropriate in both instanceS. :

” e

_Itsig not the intent -of this paper té develop any radically new

Y

inference models fdr assessing priorityfeﬁfectsf in fact, the discussion )
st B . 4 y 4
‘ »

merely illustrates how randomization concepts that are very familiar in __

. 5
~ . ¢ -t

nonparametric statistics may be applied to this rather .specific expéri—

.

e

e
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'statistical generalizatiofs are developed ‘at the, outset.

mental paradigm of interest to psychologists working in(the area of
. . @« -
[ I ’ ¢

memoxry ofganization; Once the general statistical framework hasabeen

v o .

developea the two ' measures 6f the\prlorlty phenomenon that have been

suggested by other authors can be related dlrectly to common, nenpara b

. . . 1 s

metric significance tests. ,More*importantly,athiﬁ relai&onship sug-.

-~

gests posslble extgnsa.on? of the basic concept ,oi prlor;ty to 1nc1ude
y f . \

- .

altérnative experiméntal hypothese( that 1nvolve more than a s1mple

e

zero-one,(i.e., "o;d" = "new") catvgor;zation of thé«f%ems. For in- °

. L e . .
'staeeeg con!%pts that are meashrable.on a more comprehens;ve scale,

~ . . o, . NEEN
such- as meaningfulness, frequency, concreteness, and the like, can
. e . -

<

.
’ , .

¢ J :
be evaluated in essentfally the same manner, as long as thejapprgpriate

. . ' R . l’ . ‘

0
.

Finally, 'the'nenparametric connections provide several formal

indices of prioritj&-espec}ally_for‘the usual dichotomous abplicatioh--
-\ et ‘

A

' N 3 N . . ) . -
that have the same type of peratlonal 1pterpretat10n~as advocat®d by

Goodman and Krﬁskal'(l954» 1 eir classlc .papet on measur ing assocx-?

, ‘ i
“ation in a contingency table.| Since the Goodman-Krus¥aI‘arguments for~

+

a "good"-measure of associati are rather well-accepted in'psychology

_(see”Hays, 1973, Ghapters 17 and 18), it.is of interest to point out
» . *

4 ., * 4

the availaBility of indices 9f riority that have ‘similar operational ~

PR A4 .‘ \ ; . r
significange. : ) : . S

-
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\ | As a wgy of formallzlng the problem of measur ihg prloglty ef- '

»

fects, swppose that on a partlcular trial g subject recalls n\ ems,

01,02,...,on, 1n,the order 1ndlcated. In other‘words, 1 isire alled

first, o2 Furthermore, eaah of the

*

. “J .
is recalled,second, and so on.

«

, ‘ .
objects, oi, has ‘an associated numerical value, xi, that denotes gome ;
—
< . -

characteristic of the itgm.

B

In the most common application:

| .
- " - . . -
. LY ‘e 0 if o, was recalled on a pre-, . -
‘! . 7 L — .. * » *
. : vious trial (a‘,"old" item) ;- L.
a 1} - .
(1 ' ° o . oy, = i .. ’ )
( )_‘ . N R i '. . " . ..
IR ' ‘ . ' . . ) ‘.
s . ) ¢ 1 if oi was not recalled on a
LI
v ‘ ) *
~ previous trial (a."new" item)?\
) e . R .

, N - .
Finally, a secogd‘varxable '
- ré ‘

is attached to o,
relative position of the opjett in the recall sequencé; for instiﬁqé

that indidates the'
]

.. as one important case td?be.csnsgggréd explicitly, we us€y. to deno

. o
. ERIC .
e

te o
l‘ . " \ \‘\
‘ran‘k: . . ‘r : l\ [ \\‘ - .
- \ [ d i A '
2 ' - . = i. ' Y
(2) . Y; ¢ " . o
For conveniéﬁcé, yi definedgas in (2) will be called a fank function. | '

In summary, when the variable x

(/' var1ab1e Yy ‘evidehce for a prlorlty effect exists if the x 's that

. are 1l's tend to be palred with the y 's that are small.

«

'

is palred with the correspondlng

CCOnversely,z
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» ol , B el "
"negative" priority exists if the xi's that are 1% tend to be paired
with the yi'é that are l%rge.) . . . ,

¢ -

q

-

~ . -~ ¢ ] \
,Since a sequence'of n bivariaqé-observations is @vailable using 4

type of correla- .
. . 4

tional index for ‘a meagure of relationship. As one simple possibility,

"the xi's and ‘the yi's, it is natural to consider some

a raw (or unnorhalizqd3 index of the priority effed§ i$ obtained by

the.product-moment statistic -

e |

i
&5
X
L]

L

f
- v

Given the specifications of X and Yy in (1) and (2), respectively, A

. . . ) . N
‘T is the suim of the.recall ranks for all of,the new items, alld after

~ ‘ -

a suitablg normalization, forms the basis of‘a méasure'intrdduced by

Battig, Allen and’Jemsen (1965). Numerous alternatives for a final. nor-

) \ . . ‘ \ s
malization exist, -however, and consequently,..for convenience in the
1 -

4
B

jnitial discussion, only the index T will be;aﬁ?s dergd di;ecfly; .

v > <
/ o

N

with in a later section. Co ) . v\

possible measures

.

Using the genera® forh of the statistic T', othe

) . \ .
of priority can be developed merely by varying:the definition of Y. .

\ ‘ , ‘ H
As a second important illustratien, suppose Y, no longeér denotes rank
position,iﬁ Eecall. Instead, ‘the prStoédl ié iifst dilﬂbtbmized at” ‘
¢ ' \ i o

' ‘ th \ .
‘some point, say at the R- tecall posft10n,~and y, is giveh by: .

U - )
~ X R L I
- - \ 4 °

~y
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A ' : . TR
hFor'cdnvehlébqggk?;;degéﬁédEas‘in;&8)‘is called a:dichotpgiffunct}on.' ~_

B B .
Bt . . . .-

I1f the simple deflnltion Ln.(l) for k.uis sé&ll appropriate, put’ il
. - .
is now‘a dlchotomy functlon, F ;s the humber of new items in thei
. T S
first R p051t10ns of the protocol Furthermdre, I' corresponds. tq an

r ~
- .

¥
*unnormalized version of a measare originally suggeéted hy Postman ang
i ¢

.Keppel (1968) -and Shuell and xeppei t1968). : R
] s . ‘ " = ”
In.short, measures that arg based on dlfferent scorlng functlons

’
4 o »
! 3

\ e . - .
for yl leaq to different.statistics that may have valdue in~assessinq

~— . , e . v
prlorlty effects. As‘ fL‘ther geverallzatlon that " was mentloned

earlier,™rhe varijable x, itself can be e%tended beyqnd the simple °
, € ¢

zero-one function considered in (l),‘and;F stiL}‘?an be used as a

'measure of a monotonic relationéhip between recalllpositidn and the

- -, .
~ .

1nformataon regardlng the @eéailed 1tems prov1ded by x . Since I ise
A= 1)

-

. the ¢ c1a1 quantity no nﬁtter what spe01f1c deflnltlons qre ultimately '

4
’

-

-

v .
' 4

selected, the next sectlon azycusses a randomlzatlon'dxstrlbutlon for
- \

V in some‘ﬁetall ALso, the appllcatlons of this randomization dis<

~

trlbutlon for the two special cases dlscussed in the- literature, &eflned

'
’ -

by (1) for xi and either (2) or,(B) for Yy wili be pointed out explic-
. . s ’ ~ . ' .

, \ , o X te
itly. ‘ . e

4 3
Altholgh no statistical ‘inference- model has'been_disgussed'és yet,

‘
4

;Pt least one argument s alreédy apparent for. prefefr{nd'the)tank funce N

. N
- )

tion definition for yi over thé dichotomy function. The die}otomy

4

. . [ . . . . .
function uses less information from the protocol, and evén*on a priori

ES ¥
» . . ¢
3 . ’
. .
.

. LThe imdex T has been keyed 1n sqch a way that small vaiues 1nd1cate

"‘—‘T'T
a priority effect for the rahk function but large -values indicate a
prlorlty effect for the d1chotomy funcgtion,* Although this dlscrepang&

is somewhat of an'lnconvenlence, paraldels the avallablé'lrterature.
3

12
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" .- RANDOMIZATION PRO(?E‘QéS FR T, | . ~
Although the value of the index I' can be f:als:ulated with ease, .

an inference problem s‘:.ill.eafs'ists in decidjng whether the size. of‘I‘

mff'ici'ent'ly extremé 'to reject a "null" .hypbthesis of no priori®y \ .

-effect. " One conven:.ent techniqua for modehng this 'ﬂll" hypothesis

“ is through the concept of a permutation d:.str:.but:.pn well known 1n ..

+

@

‘. . '

nenparametric statistics. 1In particdular, it 1s'slsun}ed that all n! - v,
. . . . P T, ) ’

possible ways of assigning the xi's to ‘the fixed sequehce of\the yi's
L] . ) -

‘dre equally likely a priori. Furthermore, for ,all n! possible allota-

.

¥
tions of the X, 's, the values of T are obtdlned and*® tfe t#pled to

\

form a frequency d:.str:.but:.on for Ty which is then treated as its F
¢’ .

“nul 1" probab:.l:.ty distribution. o,

*

'As a s:mele example that may heLp to .clar:.fy the 1nference proceSS, - \

suppose 4at n = 4 with 2 new 1f.ems enut};ed- by the 2i1b3ect m the ‘
. ' ) .

first and second pos:LtJ.ons o‘{_hls prothol. Using the definitions
for X, and yi in (1) and (2),. respectively, we Hgve xl =1, ?‘2:' }, .

x3'= 0, x4 = 9; and yl =1, y2 = ZT y3 = 3, ,y4 = fl. ~Assunu.ngZ;hat
an

the yl are f:.xed, the 4! = 24 possible orderings of the X, ' d

-

the associate& values of"I’ are as follows (for later purposes, the .

. v
L

last column-dlso presents the 1ndex r based on the def:.n:.t:.on for Yy .

*

given j.n (3) for R = 1) )
Y ‘ N ) ’ . . ) —
E 4 . ‘

Y




” 1

" I' (Rank Function) I' (Bichofomy Fumction)’
- .' \

-

1 Al

N

1




For the rank functlon (secdnd colan), these 24 orﬂerlngs prov1de the

Y 41.‘ 0 . ““,
probability dlstrlbutlon~g1ven below, whlch now can be used ‘to evaluate ’
) . . -
. . the given protocél under the hypothesxs ot no prlorxty effect. :
: . . . A
. > r ) . - Fréquenc : Probability ‘ ‘
oo B ' ) - . :
. ) 3 . .« o4 ' 1/6 . - »
i o’ ‘ . X . . .
4 e gy 1/6 ( '
’ R PR ' ) ' o .
T g * .5, - S - 2/6 '
/ S e ‘ . . -
s :, s t .
[3) " N '(,4 l/_6 -
+ A - )
. 4 “ - [
7 g L gt R N V/ ‘
[ - e ———— s . .
¢ N . \ L.
: = £ 24 ‘1.0 ,
“~ - - .
. N L4

In' our example, thé ebserved value of T (Fobs)'ie 3}‘and coneeqﬁently,

.

I level\of 4/24 =".167, :i.e., PUL_, . <3)

. this example and a very simpleaappllcatlo of wllqoxon s two-sampie

»

N

[ 3

» . . - . , o . 2
rdnk sum test diébpssed in many elementary s tistics texts. More

L » ST
explicitly}—if“x.“is defiped as in (1) and ¥, by.the rank function, ‘ J

\’ "
then the permutation dlstrgbutlon for T is equlvalent to the exact X a R
! sampling distribut;on of Wilcoxon's test statistic used for dhmpgtlng _" r

P \ B 4 W <
two independent samples. One sample i§ defined by the "new" }xems,

\\7 the second semple 15 deflned by the "old"” 1tems, and the depen&ent - -

= ,variable is the recalI rank of a partlcular item within the protocol.

s

, ' Consequehtly, in -our illustratienp two groups are formed with two ob- i

- . s .
B .

It should be noted that ‘the Mann-Whltney U gtatistic. prpv1des a statls-‘
~t1cally equivalent version-of this test. Also, in some special cases ’

. other common randomiization tests 'may be valuable; for instange, when . ¢
the "old" and "new" items can .be matched on an a priori ba51s, 51gn- .
tests or one-sampre ‘Wilcoxon tests mlght be-worth con51derihg. Ve

o

'

.
~
-

| .
\‘ .. . T . . g - !
[MC ‘ S '
. + . ¢

\
. , - »
’ s . " 8 oo N -



P e
.

N
&

. . ,
4 - ] P

seryations in each, with outcomes.as follows:

v (Y
»

Group I ("New" items) - Group

2 .

1

i$ the basis of Wiltoxon's test, the exagt permutation distribution is

since T is merely the sum of the ranks in Group I and this statistic

t%ﬁled in nuﬁbrous sources (for instance, see Braaley, 1968, pp.” 105«

-
k)

-t

117). When 'viewed from this perspective,ia simplification of the enum
- M N~ : ’
erated permutation distribution becomes apparent, i.e., if we have I
. ’ . . N . ',!:'{:}
,"new” items and n-I "old" items, then only (2) = (nn;¥spéssible4raqk .

sums need be considered. Here,,(:)
- . . r'l

items provides a probability of 1/6

)

.167. S 3

.

-

When Yy is the\dichosggy/fhnction and xi is'defined as in (1), a

\

similar equivalence

4 .

for T ang anoth
’ » - \\ ‘ 0] .’
is case is the same as the distribution of b in’ the
4
. . . L )
x 2 contiug'cy table with fixed marginals: .

Position in protocol .

3 i R’ I >\R
o "New” items b I—P I -
L4 v T
"0ld" items R-b n-R—}+b n-1
R n-R n -
-~ . , .

The distributien of b is hypergeometric and may be found explicitly e
- . . [ 2 . ’

R, ,n=R
(b)(I—b

test. Thus, the distribution

~ .

by #(T = b)

-~

¢

common nonparametric test.: fhe pefmutation didtri-

6, ahd the sum of 3 for the "new"

e developed between the permutation distribution

follow-

)/(2) as.in the Irwin-Fishgr {or Fisher exact)

]

y

’

of‘F for our simple example (i.e., the

.




B ' . :'
. last column in the- permutatlon\}ﬁstlng))bould have been obtalned‘by o

formula: C I - !

ol 4 ot . .
) ofr = 0)f= ¢ (0) ( )J/(z) 36 = 1/2;, o .
& . [| z

1. 3. ~ -
s 1 = QI GY = v = /2,

=

it
|
i

W

\ and the 2}va1u assocjated with the 3bser¢ed value of T 55 = 1. in our

“ - /*3‘36 . .
4 ' -
simple exampl is 1/2. Agalnu more generél tables for the exact per-
¢ - 3
mutatxon dlstrubutlon of T are avéilableomerely by. relnterpretlng the
~ ": \

oinference problem as onefofaevaluating association,in a 2 x 2 contin~-

LI %

gency table (p g.,,see Bradley, 1968, pp 193-203).

a

'}f

Althbugh an appllcatlon of Wilcoxon's and Flshéx's -exact tests’

-
.

could. lead to different resultgﬁfor the same protocql, obviously some

-

vy ° ¥ -
\‘.g
generaL\Fon51stency has to be pnesent. In fact, David and Barton

- . (1962, p. 190)‘state that the joint distriﬂhtion of the I''s based on
-0 s . ‘e
the définitions of Yy in, (2) apd (3) when xi is zego—éﬁe is approxi-

*‘mately bivariate normal with an exact coryelation of

¢ ” \ K -
. ~M1/2 ‘L .

- i A . o 3R(n-R) - 3
. ’ ' ‘ (n-1) (n+1) |, . K

Surprisingly, this correlafion ae ends only on the point of dichotomy
P 4

R and not on the number of new items‘®actually present. When R is Close
v “
to ‘e medlan object, ‘thls ccrrelatlog is close 'to its maximum absolute
. ‘é#\ v "
value. Thus, the T statlsticghbgssg,gp the two definitions of y, are

- v

mosl|c0nsistent'wheﬁ R divides the protocol.approximately in half.

> ' U . . - r . ' *
. Por instance, inour previous example with n = 4: For R = 1, the -

correlation between the two gLyen statistics would be -,78; if R = 2
Lo ) .
were chosen instead, the corrglation would be -.89. For any value of

‘

ﬁ,'a large-sample (i.e,, n > ®) correlation can be computed merely by

v

‘Y



.

o

substituting in the above formula. -
ey .

'
- !

When x. is a general numerical variable tHat does not have a
. i - : -

simple c}icﬁqtombdé structure that would allow the use of published
. b ‘ «

- v v

tables for the édrresponfiin'g permutation distributfis_en, ‘otHer p‘rocedures
> y o -

. . ¢ ) D v \
must be )Jsed in testing sigfificahce. Several strategies are possible,

« v
., ¢ Py

",, with .the,most_ obvious Beifig to rely on a large-sample normgl approxi-
. A Y ‘yz' %* . . . ! ' \ Ty - -~ '
" mation based on the fvllowing formulas for the mean and varjance of

I' (see Kendall, 1970, 'p. 7%): _

e o, n n
E(lr) = (1/m)( Z x.)(Zy.,);
. i, i
C i=] i=l .
DU -2 %
var(T) (1/n=L)) (L (x.-x))(L (y.-y)).
L , i . i
' ‘ ' ’ i=1 : i=1
. s ¢ s v j - . .
For’yi i and xi éefined as,in (1), these expressions reduce to ‘the -
\ ’ - ) ) N A v
well-known moments forrWilcoxon's two-sample statistic: Y )

E(rY = I(n+l)/2;

v, var(ry’ (Afi)l(q-l)/lz: S

- B

Also, when % is defined as.in (1) and?i as in (3), we have

’ [4

E(.F) = RI/n‘; o Lt . .
o 2 :
var (') = (n-I)IR(n-R)/(n" (n-1)).

~

»

. In addition to’ the.large-sample sagt jhat would compare
. - . -

zZ = (I-E (,I‘))/VValr(I") to the s'Ear;iiard normal distribution, a cogser-

LY

.~ vative inference. strategy could bé obtained by applying.Chebyschev}s
1 A . 4 Y ) - .
e - inequality and merely stating that the "trpe"” significance level can
. - . 2 ‘ ! . .
‘ be no larger'th:an 1/Z2°. (For the natural one-tailed test, Cantelli's
~ ) LT A b .

inequality would assure us that the "true" significance level can .be
< "

. . . 2 N . . . ,
. r{é larger than 1/(2 $1) 8 \Or possibly, fo_llowin?yHope .(1968) , more
- P o ‘ . . A

- . Lo #
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g0

[

accura%e,signifibaqﬁéilevels-could

£y

-

s

-

]

4

v
<

o

N

K1

be found.by generating a sample,
- ‘ ¥

daté to approximaté the exact permutation distribu

e

of ﬁﬁé I' statistics under the randomness hypothesis and .using these

cus'sions of thege latter alternatives for several rélated problems ;

are giveﬁ in Hubert &

e

Levin (1976;.in press, a, b).

s
L
n
-
L
.
’
~
L]
-
. »
s
.
.
»
4
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v
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- " The previous section‘'has suggested a randomization strategy for

15RJ!:1 .

[ o . . ' ‘ - T
N » :

IV ' “

., FORMAL INDICES OF PRIORFTY - s

£y . * Ky e

’ ¢ ’

~ .

¢ ‘ .
evaluating ‘the relative size of I', and.in particular, for determining B

. -

wbethér I' is sufficiently extreme to reject a-hypothesié that the
: . < ¢ e
given protocol actually resu¥ed from a random permutation of the ’

b
N . . / . .
xi's. Obviously, since. general mean’and variance expressions for T
; A > :

.

dre ayafiaﬁle, a:l%rge dumber of possible.normaf{zatiqns éould be en- . !

v . .

tertained. 1In fact, every index that has been suggested for categor-

)

ical clustering could bé considered here as well.

¢ -

For purﬁoses of

connecting the present discussion to the. literature on categorical
- L]

clustering, °"two sampfz indices are presented, one discussed previously
. .
s’ i ’ -

'. by Flores and Brown (1974) called the'Relative Index of Priority (RIP)

. »
N . - - ¢

"and the second defined by the 2 Ecorexﬁsed in the 1aréez§amble hypoth-

v ’

- )

esis test. We leave it to the reader to, develop otber”more tradltional

" ¢ ‘* 0 . ‘, ' .
' candidates by generalizing'the index list given in Hubert and Levin
) N - M 4 N v
(in press a) .that summarizes possible indices_ of eqﬁiiagl clusteripg.

° -

For a genieral index I', the Floreé and Brown RIP formula may Bg

defined as: : ' . .o ' o

T, . 4

‘e

S 2 o T - ([ Lo L :
: / RIP = [T N‘E(F)‘]/[Pma.x >E(r)1.\' | |

N .

The. "rhax" term is obtained by calculating T for a protocol in which
. o . * . L3
the .given xi's drq_ordeéeq_from smallest to largest. Flores and Bf’ﬁn .

.
-
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argue_the merits of the RIP formula, and in so dolng, repeqt many of i
- f ! 'y .
the same justlflCatlQns “for using an analogous 1ndex w1thin the cat-'

€

egorlcal clusterlng conteﬁt {but see Sternberg & Tulvlng, 1976 fbr

a discussion of problems assoc1ated with this index}. ;L . 5: . N
. . .
Tge second in@ek is‘phe z séore:forlP based on the generéi expeé;' .
‘tation and variance fo;vuiaé: ; , o . ° : :
. ‘ . . ' .
| ,. z= (- BN/ Kar(D), « ‘ L

-

O
ing (i.e., that have direct interpretat' in terms of probability .

+ ' -

Iqteréstingly,'this Z value has-a very simple relationship to thée

. f . ¥ ”
.product moment correlation between, x, and y. : ) .
«' - . - Py
, z =, /(n-1) Loyt ’ -~

In other words, the Z score is proportional to the correl&tion betweer . ‘
- . - B : ¢
xi and yi; and furthermore, the correlation coefficient per se could be
3 . : ,:r‘l ‘
considered as a céﬁpetitor‘to Z as an index of priority. Sirnce

T

-

E(r, ) = 0, r__ is "cgrrécted" for chance: in & natural fay; also,

XY XY

’ 4 ‘

Ty has an especially siﬁple;permutgtiép variance of '1/(n-1).

r

“As mentioned previously, instead of merely adpb;ing indicgs of
- . . 'S

priority froT,EDé categoff%ai c?usteriﬁg field; other altefhatizsi

A

can be.found in the statlstlcal literature that have operatlcnal mean-

s

statements regarding the,givgn protocol). qu in‘iance,\using_a zero~-
one function X and yi given by (2), Wilcoxon's two-samplqstest'sha-
. . p . :
tistic results; consequently, a particularly' interesting measure of
. ’ “\ ' - - . -

v

prio;i@y*ﬁs given by

4 v ~ L ‘1 \ -, *
. o g ”~ * » ’ / [
- p=U/(I(n-1I)), o
‘ ) ., . K :
where . " L
. . . . 4 - . L ' t
U= [(n=I) (n+I+1) ! - T (the Manfi-Whitney U : .
- A .
B L, . statisticg).
- . “y - o
. . - .
P i ns)‘ PN - P ) n
-y ¥} -
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Spec1f1cally, p can_be 1nterpreted with respect tp the glven protocol
L4 \ €
as. follows- If a new“ End an- old“ item are selected at ranaom from
L

the«protocol then p is the prdbab111ty that the "new" item appears
‘h‘ hefore the “oid“ 1tem 'in the given prototol, S;nce U is dbtained .

from r by a’Smele 11near transformation that :involves only known
1 bs - ] f
quantities, the permutatlon distribution for p can be found easily

by using the distributioh for T, In short, since p has a probabi-

~ .

- - N
listic interpretaticdn with respect’ to the giv‘§~sample data, it is
. ’ ‘

LR

. unneqessarﬁlto define an unknown population parameter (or population:’-

analogue of

) ' -

probabilrdtic arguments for several other measyres of association are

discussed inYetail by ﬁays (1973,~Chapters 17 and 18), e.g., for

. ¢ 4 [

Kendall's T and Goodman-Kruskal's A and Y.
'As a second illustration usihgthe dich9t0m§ definition for Y,
< , R - )
given in (3) that leads to the 2 x 2 confingency table framework, one

- 2
-

A _— .
probabilistic measure of priority max be defined through

“\ - ’ ' . , v f -
) - ‘ N . . .
©oL . “p = b(n-R-I+b)- , w
(b(n=R-I+b) + (R-b) (I~b)] :
L N . -
and given the following interpretation: Suppose two itgms are drawn
. ) ’ : . L 3 . N -

- \ -
at random’ from the protocol with one item being "new" and the other
P * ’

S=1"51d," and moreover, beloaging to different sections of the dichoto- -

mized protocol;‘ﬁhen, p 1s the probébilit&,'with respect to the given
- \/1
protocol, that the "new" item i% in the first part of the protocol and
o . /-,
,the "old" item in the second part. Again, the permutation distribution
t *‘ " g

“ ' .
for T leads directly to a permutation distribution for P, but in this

4 » -
case the form of the transfprmatioh between p and b is somewhat more
\Fomplex than before. . - .

o - ) i .

~

he sample index) 'to justify using the statistic. Similar -
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Although most of the previous discussion

-~

dures that would be appropriate when%x

. . & .
merical variable with more than two distingt valués. 1In addition to
relying on the direbt correlation index T, however, \another approach
. . 1
is suggested by traditional nonparametric statistids

) Vet ’

.traditional one-way analysis~of-~variance framework . .
: -

o

“ OTHER GENERALIZATIONS

’

4

4 is dicho omous
A\

-index ' was defined for and can be used'when x. characterizes a nu-.

’ [}

H

- -

‘o

] the, say, K distinct valueés of xi actually label K classes within a .

3

within a particular_cateéory would then correspond -to

[z

call fanks for those items with a spec}fic numerical label or 0Ol rans ) .
for the portion of the protocgl in which
former case in which recall rank is used as a dependent variable, and _

- . . [ ,.t.
if xi denotes labels that are not ordered, the appropriate nonpara-~ ¢ '

ana 1ysiﬁ-variamge
. !

table with one ordered and one Pnordered fattor (see Hubert, 1574*& .

“If X denotas labgls

- 4
of-variance papadigm commonly used ‘to tegt for a monotonic .,trend in-a
Kruskal~Wallis framework,

123) and Marascuilo and McSweeney (1967).

~ N

[ )
the'ipem is 1

- £

metric generalizationp wbyld be to either the Krugkal-Wallis one-way

. . 4
.paradigm, or to a formulation as

that -oxder the categories,

. parametric gener 1izations‘wqﬁld'be to an ordered-category analysis-

’

. 4

e.g.,‘ﬁee Hollander and Wolf

i
‘

For the 0-1

24

28 )

s émphasized proce-’

\if we assume that

The  observations

the appropriate non-

' ths geﬁera; ,

‘

so(

., M

either the re~ -

v
e 7

[ [

For: the

v

-, )
ocated.,
13 [l

N

;

a contingency ' - - !

1 \ N

e (1973, pp. 120~

1
'

'dependent»
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measure, the inference problem reduces to anevafuation of a K by 2

\ - . . \

contingency table with ordered clagses, and ssibly, a measure such

as Goodmah-Kruskal's y. could be considered. 1In fact, sigpe the ap-

. ~ . .
- 2 N .

‘propriate mean and variance parameters are available for all of these

@?’ generalizations (for instancé, see David and Barton, 1962), ‘the thr-

<

v

ious measures used for categorical clustering could be, adopted here’

as well., ) .y . ’
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Battig, W. F.,

earned items.
Behavior; . 1965, 4, 175-179.

’ Bradley, J. V

¥
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