DOCUMENT EESUME

ED 143 525 SE 023 003

AUTHOR Blakeslee, David W.; And Others

TITLE Introduction to Prokability, Part 1 -~ Basic Concepts.
Student Text. Revised Edition.

INSTITUTION Stanfcrd Oniv., Calif. School Mathematics Study

: Group.

SPONS AGENCY National Science Foundation, Washington, D.C.

PUB DATE 65 g

NQOTE 155p.; For related document,see SE 023 004; Containms

numerous light type

EDRS PRICE MF-$0.83 HC-$8.69 Plus Postage.

DESCRIPTORS Arithmetic; *Instructional Materials; Junior High
Schools; *Mathematics; Number Concepts; *Probability;
Secondary Grades; *Secondary School Hathematics;
tatistics; #*Textbocks

IDENTIFIEKS *School Mathematics Study Group

ABSTRACT
This took is designed to introduce the reader to some

fundamental ideas about probability. The mathematical theory of
probability plays an increasingly important rcle in science,
government, industry, business, and economics. An understaunding of
the basic concepts cof probability is essential for the study of
statistical methods that are widely used in the behavioral and
social, as well as the biological and physical, sciences. The
material in this book is written for students at approximately the
seventh or eighth grade level. It is presumed that the student has an
adaquate background in arithmetic. ¥o previcus experience in
probability is assumed. Parts of the text are in programmed foram.
Bach chapter includes problems and exercises. Chapters include: (1)
Introduction; (2) Finding Probabilities; (3) Counting Outcomes; (4)
Estimating Probabilities; {5) The Probability of A or B; (6) The
Probability of & and B; and (7) Conditional Probability. Discussion
cf problems and exercises are at the end of the text. (RH)

*************************************M********************************

Documents acquired by ERIC include many informal unpublf%hed
materials not available from other sources. ERIC makes every effort
to obtain the best copy available. Nevertheless, items of marginal
reproducibility are often encountered and this affects the quality
of the microfiche ani hardcopy rerroductions ERIC makes available
via the ERIC Documen+ Reproduction Service (ELRS). EDRS 1s not
responsible for the gquality of the original dccument. Reproiuctions
supplied by EDES are the best that can be made from the original.

3t 3 3 3 3 3t 3 3t

® R R # It

*
*

Aok e deog o ek ok ek ko WX e e e e ook o o ool ool oo ok ek ol o ook oo o ok ok ok ok Kook K A e e ¥ gk ok ok ok ok Rk ko




“'INTRODUCTION" - - -
TO PROBABILITY ‘
" " - Pagt 1—Basic Concepts : _

. Student Text :
(Revised Edition)

1Y
US DEPARTMENT OF HEALTH Fea™to Nt EReRnn CE TS
EDUCATION & WELFARE VTR L et rpf ity iE s KY
NATIONAL INSTITUTE OF -
EDUCATION
Sre y—ﬁ{\(\r-_-- "t it HEEN NEPRG S“SG

DULCED €£F% v a4 RECE ED € ROV
THE PERSON "W AW LN JAT IR K
A NG TP e RPN NS

$TATED OC & iw v HEPRE P S
RPN R R T I N
. EO fa - 0, v . CN Teee e DS RN
:

*

e T i, LT
[ gﬁ‘;{"ﬁ A5a50 2 - . i -



ERIC

Aruitoxt provided by Eic:

T e

INTRODUCTION
TO PROBABILITY

Part 1 — Basic Concepts
Student Text
(Revised Edition)

o

,
The following is-u list of all those who participated in the preparation
of this volume:

David W. Blakeslee. San Francisco State College, California

M. Philbrick Bridgess, Roxbury Latin School, West Roxbury,
Massachusetts

*  Leonard Gillman. University of Rochester, New York
Robert A, Hansen, Fresno City Schools. Fresno, California
Max Hosier, State College of Towa, Cedar Falls, lowa
Robert G. Ingrum, Ficld Elementary School. San Dicgo. California

Margaret Matchett, University of Chicago Laboratory School,
Chicago. Hlinois

Persis O. Redgrine, Norwich Free Academy, Norwich, Connecticut

Jane Stenzel, Cambrian Elementary School District. San Jose, California

Elizabeth Wendsma, . P Giannim Junion High School, San Francivo,
California ’

- Mathae Zelinka, Weston High School. Weston, Massiachusetts

S W R e B




© 1965 and 1966 by The Board of Trustees of the, Leland Stanford Junior University
All rights reserved .
Printed in the United States of America

R

5

3
i8]
“
L
g

o

Ty

»

Permission to make verbatim use of material in this book must besecured

ppre ity
5] *

from the Director of SMSG. Such permission will be granted except in

‘)1‘«\‘ «::,

1

unusual circumstances. Publications incorporbting SMSG materials must
include both an acknowledgment of the SMSG copyright Yale Uniyer-
* sity or Stanford University, as the case may be)and a disclairher of SMSG

J

it b o
' '

endorsement. Exclusive license will not be granted save in exceptional

T

3

circumstances, and then only by specific action of the Advisory Board of
SMSG.

LERISILIN

P TT RO

har

TR LD

e e
-

N
KA
-

: Financial support for the School Mathematics Study Group has been
provided by the National Science Foundation.

“




Gy R SR PRY A SRRAEL  A - - -
y ‘w»‘f,:i“(,‘if- IR AT B

e
-~

3

T

A e ks

hl
s

PREFACE

Twyeny

el BY
S

For Students ‘and Teachers

\

Why Probebility?

%

Tuis book is designed to introduce the reeder to some fundamental idees «

gbout probebility. The mathematical théory of probability plays an increasingly

£
&
i
i
2
=
S
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important role in science, government, industry, ocusiness, erd economics. An

caa sl e e o

understanding of the basic concepts of probability is essentiel for the study
of statistical methods that are Widely'used in the behaviorel and scciel, es

well as the biologicel and physical, sciences. i

. Probgbility is a methemetical subject about which most people have Intuitive
ideas. It turns out thef one's intuition cennot alweys be trusted, however.
In any event, the protlems Lresented are easily understcod, and their solutions

are obtaingble with & minimum of advanced mathematicel experience.

¢

Required Methemetical Background.

The material in Paxt I is written for students at epproximately the sev- -
enth or eighth grade level. t is pre;umed thet the student‘has an adequate
beckground in arithmetic. wroking with problems in probebility will provide
excellent prectice in handling fractions end decimels. No previous exp:rience
with probability is assumed. Thos students who heve had en opportunity to
study SMSG: PROBABITITY FOR INTERMEDIATE GRADES will, obviously, heve a
headstart on the ideas of this volume. For such students, Chapters 1 to 6 mey

be covered very rapidly.

Some familisrity with the langusge and notation of sets is pre-supposed.
Students with no previous experience with this lenguage and notetion mey need
8 brief intrcductiocn. In particular, Chspter 5 uses extensively the notlons

of AyB sand ANB . s

Students who are mure advanced will be sable to proceed through Part I at

a fairly repid rate. They «ill find more challenging ideas in Pert II.

In Part II therc are various sections thet require some experience with

elementory ideas fr-m slgedbra.

ERIC : 5)
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Outline of Content, Part I

Chapters 1 to 6.form a minimal set of topics. These topics are truly basitc
to any understanding of probability. Chapters 1, 2, and 3 introduce the no£a-
tion and vocsbulary that will be used. Here, too, idess are presented wh.ch .
will be explo;ed in more depth later in the text. A briet Chapter 4 points out
the fact that many probabilistic judgments rely on experience or on experimental

¢

data.

In Chapter 5 we are concerned with thé slightly more complicated problem
of the+probability of the union of two events. That is, if one event occurs
with a certain probability end a second occurs with a certain probgbility,
then what is khe probability that one or the other occurs? It turns out that
the answer to this question hinges on the probaﬁility that both occur.

For the special cases considered in Chapter 6, it develops that the prob-
ability that both events occur is easily found. It fcllows that, for these

cases, one may elso find the probebility that one or the other occurs.

The treatment in Chapter 6 is somewhat informal, A more pre?ise treatment
of the probsbility of AMR is given in Chapter 7. The materiel of this
chapter is a-bit mere «.rficult. For some individuals and for some classes
Chapters 1 to 6 might provide a reasonable introduction to probability. However,
the notion of conditionel probebility (Chapter 7) is essential for much of
Part II. Moreover, this topic is sufficiently interesting aend important in
jtself that it should be included if at all pcssible, l

For a discussion of the content of Pert II, see the Preface to thet volume.

Experiments-

Experiments are used as an important part of the course. An attemﬁt has
been made to design experiments which may be carried out by & student working
independently. If the text is used by a class of students, it is wise to
combine the results obteined by several students (or groups of students). The

experiments provide good experience in organizing data in en efficient and

systematic way.

’

Moreover, if several students work together, date from meny triels of en.
experiment cen be obtained without undue expenditure of time. In some instences,
the number of trisls suggested in the text is insufficient to give any good

indication of trends. Even doing an cyperiment a few times is veluable, of

ii
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course, since it gives the student & better ideas about e situation than e verbal
description cen provide. However, a large number of triels is very likely to

yield, in addition, results which indicate long-run tendencies.

Primarily, the experiments are designed to: ta) provide the student with
data for further examination snd study; (b) leed the student to obtein the
Ufeel" of probabilistic situetions; end (c) provide opportunities for the

student to "guess" and, perhapc, to formulate generalizations.

The equipment needed for these experiments is rudimentery. Coing, a deck
of cards, dice, containers, and colored marbles (cr disks) are traditional

tems for experiments in probability.

Extensive use has been mede cf spinners, which appeer well suited for

PR ek W

illustrating ideas in a simple end easily visuelized way. Spinners can Qe mede,
purchased, or adapted from those that come with many children'!s games. For
exsmple, suppose & spinner with 10 equal regions, numbered 1 through 10 R
is available. It could be used, if necessary, where one

which is % red and % green is\called for. Simply

call the 1 and 2 regions "green™; the 3, 4, 5, 6, .
7, and 8 regions "red"; and ignore spins which
result in 9 or 10.

red

How To Use the Progrem

Parts of the volume ere in "programmed” form. This sllows the text to be
used for individual study or to be used at different retes by different class
members. It is also possible to use the book as & regular text, supplementiing
the material by class discussion and using the exercises as out-of-class work.
Unless the book is to be expended, each student should have eveilable seperate

paper for recording responses and doing scratch work.
There are two types of programmed items in the text.

In some plages there are items which contain blenks.» The blenk is to be

filled in or thé response recorded and then checked with the correct response,
2

which is given &t the left of the item.

iii
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is to be supplied. However, the entire fraction is recorded in the response

r ‘éxample: -

= N e .o . .

1. The sumof 5 and 6 is o,

, NPT /
‘— 2. 3+2_‘ 6 L]
300345 9 . \

|
)

In Item 2, a box has been used to show that the numerstpr of the fraction

c;oluz?n. ‘This is because we went to show the comp.Léte answer, and not just a
bi'l; of.it. In Item 3, the response is cued by the symbols written under the
blank, Cueing of this sort is used to prevent a misunderstanding of what

response is wanted.

A v

It is helpful to cover the response column with a piece of paper or a card
vhile the response is made. In any case, the respdnse should be written before
it is compared with the one provided. A wrong response should be corrected

before proceeding.

.

There are also multiple-choice items, like Item 4. For each of these,
indicate the letter of the response chosen., The choice should be verified by
reading the discussion below the item. ’

4. In which of the following is there an error in

addition?

Al 5+ 7 +13 = 5.
2,2.8.
(B) 3+3+3 5.

{c] 3.2+1+.7T="%k0 .

{A] and [B] contain no errcrs, but in [c] the sum is
4.9, which is epparent if the sum is written 3.2 + 1.0 + O.T.
Therefore, you should have chosen ([C] .
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Each chapter contains sebs of exercises. e exercises provide practice

in applying the ideas t?ét have been developed. Some of them are designed to

produce deeper insightz/xStill others offer hints as to the materiel which will

follow. The more difficult exercises ere marked T . Section 7-5, in particu-
\

o “‘;%‘}'4 NGRS Rt HHT

ler, contains three interesting end challenging problems. Section 3-4, while
tot difficult, is optional.
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Chapter 1

INTRODUCTION . -

1.1, Uncertainty

._Some events zre certain. If you go swimming, you are ccriein tc get wet.
If you §glect\a boy from your class, you are certsin to find thet he is more

then 5 years old.

Some events sre nut certain, We use words like "prcbable", “"likely",
“unlikely", in telking of them. For exemple, a westhermsp mekes o forecsst
of the future weather. His forecest, "Rein", is sctuelly the sgatemcnt, "It
will probsbly rain.” Similarly, you masy predict thst "The Gireen Shirts will
win the pennant,” but what you meen is; "I ti° ~= it is likely that the
Green Shirts will win the pennent.”

-

We often must make decisicns sbtout whet t¢ du in situsticns where we

cannct be certain of what will hsppen. ‘Very .Tten these decisions have to be

mede by "weighing the pros and cuns" and finslly choosing cne of two or more

alternatives. The phrase ".eighing the pros and cons” Is used et this point

for a special rees .t Ordlnerily when we weigh something we ‘messure it --

* we nssign e numericsl velue to 8 characteristic of it which we call weight.

if When we “weligh the pros and cons” we are trying in our minds t. give 8 numeri-
: cal measure to the circumstances whizh sre "ror" one alternetivg snd compare
it with a numerical messure of those “agoinsi” the elternative. If we con

.
assign numerical values tc the prus snd cuns, we feel happier ab ut cur decision,

We sre in & supermerket, nsve cullected cur groceries in a basket, and

. push the basket t word the cavh registers. Which line dc we pick? We try to

meke & numerical decision -- we 2cunt pe plu, estimnte the number of packages

it

in their baskets, end then choose & line.

i
£
.
i
*
3
-

boe

n

Here is encther mathemeticel de-l.lvn in the supermarket. The manager

wetching over the store scves the lines st ‘he cash registers getting longer

end longer. A voice over the interzom says -- "Clerk A tu Get: ', Clerk B

ERIC 12
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customers.
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more?

1. (a)
()

-

2. (a)
(b)

R Boa e L S S il

(a)
(v)

L. (a)
. (v)

Y

tea

Thiy menager mey know ,from experience how long the lines should
be before another men is sent to the cash registers. Notice -- he counts the

His decision is based on-numbers.

'

' Here is @ set of paired statements. Which statement 6f each peir tells

I think Bill is a better better then Tom.
I think Bill is e better batter then Tom. Bill!s batting
a%erage this year s .300 end Tom's is .190 . )

I thingihomerogp_ 207 will best homeroom 112 in todeyls geme.

I think homerooin 207 will beat homeroom 112 1in todey's game.

Homeroom 207 has won five of its seven gemes while 112™ hes
Y

won three Qgt-bf§§§yeﬂi ~ }

Weether forecast:: rein tomorrow.

Weather forecast: 80% chance of rein tomorrow.

Dr. A: "Try this remed§ for your sunburn. It may ﬂelp you."
Dr. B: "Try this remedy'for your sunburn. It hes helped 6

out of T patiénts who have tried it." . -
~

You have probsbly noticed that in eech peir of stetements the secord
would be more helpful, beceuse it gives you more definite information. 1In

each case, the additionel 1nformation involves numerical measuyes -of some

vsort. You should realize, however, that the numericel informetion given does

cons. Although we cennot change an uncertein future to & certain one, we -
.

In prppability we shall study systemestic methods of weighing pros end

cen BYmetimes compare likelihocds of various occurrences.

One of tie osbhjects of this course is to leern how to assign appropriate

numerical measures to uncertain events. These measures will be caligﬁ

Erobabiiities‘

me otudy of prubabwiity has mary practical uses. For example, federal
end state gcovernments use probability in setting up budget requirements;
military exp@rts use it in raxing decisions on defense tactics; scientists
*use it inarecear_h and s udy Engineers use probebility in designing and

manufacturipg relisble machines, pleanes, and satellites; business firms

not meke the ccncluston certain. Tom may have played all yeer with a sore

arm, thehbetter teem does not alweys win, it{mey not rain, and the remedy

v

may not work for you Y -

H
»




use it to help meke difficult mensgement decisions; it is the main tool of

the insurance industry in deciding on premium rates and on size of benefits.

We will use ss illustretions seversl-examples of gemes of chence,
employing such femiliar objects as coins, dice, end playing cerds. The
exemples have been chosen since they are fairly simple to understend. We
all have some intuition sbout the "chence" of throwing e heed when a coin
is tossed. The practicel situations indiceted in the preceding parasgraph

are too complicated for the present, although we will mention some special

. problems from these fields of application.

- It is of interest that, historicelly, the mathematical theory of prob-
ability argse from the consideretion of gembling gsmes.
%

1-2. Fair end Unfeir Games

Suppose thet we decide to play & game for two players in which the
outcome depends upon chence, not skill. We egree that the geme is fair if
each pleyer hes en equal chence of winning. For the time being, we will

assume that you heve en intuitive ides of what we meean by "equel chance".

How mey one decide whether-e game is fair? Sometimes careful thinking
about the yules will enable us to deciie. Another possibility is to play
the geme meny t*res, xeeping track of the results. This may give us e "feel”
as to-whether the particular game is fair. We would expect thet if o game’
is grossly unfair, seve -al trials might indicete that fact. If e geme is
almost fair, it may teke lengthy experimentation tc discover thet fact. For
some of the games desgrzbed in Section 1-3, you mey wish to conduct, say,

20 trials to give you a clue as to whether they ere feir.

1-3. Bvercises (Answers on pege 125 .)

Here sre socme games to think ebout. For each game & rule is given which
tells whether you or your opponent wins.

a tle.

If. neither wins, the geme counts e&s

Decide whether each geme is fair.

1. Here is a list of gemes played by twc pleyers with e die having six

1, 2, 3, &, 5,6 .
(a) The die is tossed. You win if & 1 is thrown.

faces, numbered

Your opponent

-

wins if a 3 is thrown.

PR
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(b) You win if en odd number is thrown and he wins if en even number

is thrown.
(c) You win if 2 is thrcwn end he wins if 8 number grester then

3 is thrown.

2. These games ere played by tossing e die with "1" on cne face,
"2" on two other feces, and "3 on the three remaining faces.
(a) You win if 3 is ‘thrown. Your opponent wins if 1 is thrown.
(b) Ycu win if 3 ismghrown apd he wins if any number less than

3 1is throwm. -

-

You win if 2 is thrown end he wins otherwise.

,(¢)

3. hefe are some games played with two ordinsry dice, one red and one
green. ,Both dice are thrown.
{a) You win if 1 is thrown on each die. Your%ppcnent :'ins if
5 is thrown on each die. N
(b) You win if there is an even number on the red die end he wins

ctherwise. .

~

e wins if 4 shows on

{c) You win if 6 shows on the red die and

the green die.

(@) You win if 1 is on ezch die. He wins if one die has 1 and
the other 2 . 3

e
L]

(e) You win if the number on the red die is greeter than the number

on the green one, He wins otherwise.

Let us summerize. We have used the idea that a game played by two

people {or teems) is fair if winning is es likely es losing. "Winning"

“

bl D
b oas i r & bt S Sitba g o

+

means thet perticuler events cccur; "losing” weans that other events uccur.

You™ cennot beth win and lose.

Consider throwing an ordinery die.

»

is 1. Throwing e specified number Jjust es
’ : (is, is not)

likely as throwing eny other specified number.

(Exemple: 6 is just s likely es 3 .)

-
e

.+ Throwing en odd number end throwing an even number

are - equelly.likely events.
iare, are not)
less %7, Throwing a spezified number is likely

(more, less)

then not throving it.

h
.15




e B Someone proposes thet you pley a geme in which you win if a 4 1is
thrown with en ordinery die, end he wins if & number grester then U is

thxown. -

You say, "This geme would be unfair, but le% us change it to e fair

game."

et ¥ DIRIPUA (R T T
v

EEENEGH

L. Which of the following sre feir games?
(A] You win if the throw is either L or 5 .

I

3 ' He wins if the number thrown is grester then b .
ox : [B] You win if the throw is 4 or less. He wins

if the throw is e number grester then 4 .

{¢] You win if the throw is either 3 or L, He

wins if the throw is e number grester then U .

;. If you chose [A] , you were probebly thinking thet
3 throwing 4 or 5 is Jjust as likely es throwing 5
or 6 . Trat is true Fbut suppose you throw 5 7 TYou
would seem both to win end lose, which is impossible.
¥ The "rules" are contredictory. In game [B] , you are )
“ more likely to win then your opponent. (You might try T
it by playing it 20 times.) Hence this geme is not
fair. Geme (C] 1is fair, because throwing 3 or .h

is just as likely es throwing 5 or 6 .

L 1-b. An Experiment: Throing a Die

Throw & die snd recciu which face is up. Repest until you have mede
100 triels of this experiment. For convenience in counting, record the
numbers in biocks of five, with five blocks to a row. For example, the first

row might look like this:
2h 131 64235 26563 2e% 22 21355

When you have reccrded all 100 numbers, look at them cerefully. Here

are some questions to think about. They ere discusseé¢ on page 119

ERIC 16
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How many 1's are there in the first row? How meny 2's? For the
first row, record the ffeguencz of eech number (that is, the number of

times it occurs).

Number on die face

1 2|3t 4] 5] 6

TS At AT A R

S

o

Frequency, first row .

Frequency, second row

Frequency, third row

Freguency, fourth row

o Totel

i 2. Repeat for the secord, third, end fourth rows.

; AN

; 3. Out of 100 throws of a die, what fraction do you.expect will show

y 17 Show 2 ? Now recoré the frequency of 1, 2, 3, %, 5, 6 from T

all of the 100 thrcws.

N k. You may find one digit repested several times in succession. Find
. the longest such run of e single digit. How msny triples of like
: digits? How meny pairs?

’ 5. How meny times do ycu find two successive digits in numericel order

(e.g., 3 followed by & )? Do you find eny instences of three or

fl

‘more digits in order?

6. Examine your 100 throws by considering them es twenty groups of five.

How meny groups show three cr more digits the seme?

i

. Baye your results of this experiment., We will refer tc them later in

‘- the course.

x 7. Here is the record of 25 throws of a die, Comment.
[

23333 313322 12133 33213 23231

You have just done an experiment with a die. 1If ycu think &bout, an
honest die -- cne which is not "lcaded" -- you see no reséson to favor cne
§ace over snother. It seems reas.nsblc to suppose, then, thet spproximet-ly 3
g of the 100 throws, or ebout 17 throws, will result in e 5 , for
exgmple.

.
pay




Suppose s%meone suggests a geme vwhich you think is fair. You play it
100 times. You win L5 times and lose 55 times. You would probably feel,
= guite rightly, thet this is reasonable enough. You do nct expect tc win

exactly 50 times.

v

T\ After 100 plays of a game using a die you have
lost 95 times. Which of the following conclusions

N is the most reasonagble?
{A) The geme is feir. You have hed & run of poor
luck. )

[(B] The geme is feir. If it is played 100 more
* times, you will win most of them. ‘
[c] The game is not fair. The evidence ¢f 95

3 .. losses out of 100 plays is convincing.

[B] "is the only really incorrect choice. If the geme
is fair you should only expect to win gbout 50 of the
next 100 plays. [A] is & possible conclusion, but es
you study more sbout prcbability you will discover that

such @ run of bad luck in a feir geme is extremely

W... PR
WAL TP S N

"improbable". We cannot prove that the game is unfeir -

by conducting 100 triels but [C] is the most reas.

PRI

T

oneble conclusion. .
‘ ~
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Chapter 2
FINDING PROBABILITIES . . ”
2-1: Experiments: Drawing a Marble (See op..120 for discussion.)

1, Také§?3 marbles, one red, one green, one yellow, all the same size.
Place them in a jar or a box that you can*t see through. Mix them,
Draw one marble and record its color. )Return the marble to the container.
Repead the experiment until you have drawn 12 +times in all, Approxi-

: mately how many times did you expect to draw each color?

2. Again ufe 3 marbles, but this time use 2 that are white and 1 that
is black. Repeat the same process as in the first experiment, recording
again the color of each draw. Did you expect approximately the same

number of whites as blacks?

2

,2-2. Assigning Probabilities; Some Preliminary Idess

-

In the first experiment in Section 2-1, there‘is no reason to suppose
that on any draw one color is more likely than snother.

~ et

2 3 . 1. For each draw, then, we have possible qutcomes -- :
o red, green, yellow. Ta
ig are 2. These outcomes equally likely. ©d
oF iare,are not) :
%}g -
1 - :
fﬁf As suggested in Chapter 1, weiwant to dse numbers to express such ideas ;
& . 2
o as "more likely", "equally likely". . ' & R

Thus we‘gge going to assign to each outcome a nonnegative number -- the ;

probability of the outcome. We shall use the symbol _%

P(red)

to stand for the probability of getting red on a draw. Notice that P{red)

{s the symbol for a number.




3.

probability 3, Similarly, P(green) is & number. It is the /
green of getting on & draw.

4, The probability of getting yellow on a draw will be

P(yellow) written .

~ .

P(red), P(green), P(yellow) sere all numbers. So far we have not said

what these numbers are. However, if they are to fit with our ideas about

RO e AU
N

3

£ 445

vhat is likely, we can see that Jjust any numbers will not do.

'

a8y ook rabbaied (o 11 ¥

We want the probablility of an outcome to be & measure of its likelihood, ',ﬂ .
! Just as the welght of a block is a measure of its heaviness. It seems reason-
. able to require, therefore, that: equally likely outcomes have equal prob-
_abilitiess :

Since red, yellow, green are equally likely, we agree that P(red),
P(yellow), P(green) should all be assigned the same number.

"This does not tell us what P(red), P(yellow), P(green) are. Think abot

what numbers you would choose., Then reed on.

. It turns out {for reasons which you will see later) that we assign to

each of the outcomes red, yellow, green the probability « Thus

Al

. *: P(red)’ = % .
7 P(yellow) =.%"
P(green) = %

\

S. That P(red) = % may seem reasoaable to you if you
~ 3 think of "red" as being one out of equally likely

outcomes.
6. That P(red) =-§- is consistent with the fact that in
! the experiment we expected red about of the time.
As you go on you wiil see. another reason that we decide

thet P(red) = % .

7. Of course the same ideas help justify the fact that
P(green) = and P(yellow) = .

~

wir

wir’

BIA et provided by R
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- 8. By the éamg reasoning as above, .
. P(red) = P(white) = .

[ [

Let us next consider finding probebilities of events connected with
throwing en honest die.

)

six ) 9. "A die is & cube and so it has faces. ,
six 1p 10. When we throw the die, there are possible
outcomes.
11. We suppose that the die is honest. Hence, that it
will show b , for instence, is one of six equelly
likely possible outcomes.
¥ 12. The probability of eesch of tle six outcomes is \
b ~ 1 . .
: 2 the number .
: L 13 le, P(k) = '
5 z 3. Eo? example, = .

N R

- ) The simplest possible experimeq; in probatility has to do with tossiné
@ coin. BSuppose we have a coin which is perfectly balanced, not weighted in
any way. {Such & perfectly belanced coin is celled an "honest" coin.) We

- toss it end let it fall freely.

14k, When the coin comes to rest, either @ heasd or e

tail will show.

For an honest coin, the two outcomes are equelly likely, and hence have’

equel probabilities.

RS

PAraiitex: providea by enic [



honest coin five times and it shows a heed each time.

Suppose you toss an
*  What is the probability that the coin will show a teil on the next toss? « Some

people believe that the probabilivy changes from one toss to enother. Not so?
The ﬁrobability that the coin will show a head remains % for each toss. It
is not tru~ that if an honest coin shows a head on the first toss it is more

likely to show a teil on the second toss.
4

15. If an honest die Has been thrown 25 times and has
not shown & 6 , the probability that it will show

a 6 on the next throw is .

N

16, If the 2-color spimner in Item 8 has shown red on

: ten spins, the probebility of its showing red on

the next srin is , and the probebility of its

showing white is . {We assume that the spinner

L ROOR VAT 4 G
go u.p??-}.‘,f

roj- o

is honest.)

7
.

Later you will learn more about situations in which you repeat the same

action (like tossing & coin) many times.

AT e AT
AT P

Tow let us think about the second experiment in Section 2-1. 1In this
experiment, we have a box conteining 3 marbles, all the sume size, of which
2 are white and 1 is blsck. One marble is picked without locking into the

' box.

n

17. The likelihood of picking any cne of the three marbles |
is the same as that of picking any otner. We can

3 ' think agein of equally likely possible
’ Thow many) :
outcomes.

18, Choosing a black marble is one pocsible outcome,'and .

~

Just as before it is reasonable that

P(black) = .y

wir

19, Wnat is the probability of drawing a white marble?

) [al % {B] % [c] You ecant't be sure.




E

Drawing white, our experiment suggests, is twice as likely
as drawing black. So it is reasonable thet if

P(black) = § then P{white) 1is % . Hence [B] is-correct.

Nrtice that we cen think about P(white) in another way.

20. We get white whenever we draw either of the white
marbles. The probability of drawing one spgcific
white marble is .

The probebility of drawing the other is slso

It seems }easonable that the probability of drawing

one or the other is , Or .

For eny ordinery die, let us find the probatility of throwing an even

number.

3

We throw en even number whenever we throw 2 ,
or ' .,
As we have seen (Item 12)

P(2) = P(h) = P(6) =

Look back et your results in Experiment 1- 5. Did ycu throw an even
number about half the time? This is what you would expect, since you would
expect to throw 2, 4, 6 each ebout 3 of the time.

P(2) + P(4) + p(6) =

bl

Note that on a throw of a die "odd" end "even"

equally likely.

is .

Aruitoxt provided by Eic:
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29. Thi is clear because the only numbers;iess'than 3 ﬂ
RE
are j 1 eand . ’ "\ “a
30. By the reasoning, above: ; .
. ’ £
(1) ¥ B(2) pP(less than 2 = p( ) + P( . 3
. L N . s
\ I ‘7‘
' - -\‘ S
2-3. |Events that are Certain to Occur I ‘%:
ain, let‘ us consider a box with 3 arbleq’, but this time let us suppose
that all are white. .If you draw once, what 1s*tl~e probabil ty of drawing a
wl{'i marble? Think about this, and then read On. B P T
W - X ) T
. w—--—- Drawing a white marble, in this case, is certain. If you use the ddeds
illustrated in Section 2-2, you recognize that it is'reasonable to say: An
fnt which is certain has )probability 1.
If you drav & marble from a box containing only white marbles you get a
white marble a1l (100%) of the time. In this case we say:
P(white) =1 ‘
f‘i" ) 1. When you throw a single die, the probability of
ff . 1 s getting less than T 1is .
¥ We have sald that the probebility of an event is a measure of its likeli-
i . hood. You have used the idea of measurement in other situations -- in wo/rking‘. ,
£
S with leneth.., areas, volumes, etc. 2 - -
5 * .
; Just as in the case of other kinds of measurement, ve need to choose -
E% some sort of unit of measure. We do this when we decide, once and for all:
g if an event is certain to occur _then its probabilil is 1. .
% 6 2. Récell that vhen a die is thrown there are
3 o
= possible outcomes.
L. All are equally likelyd Hence
it ’ M
= p(1) = P(2) = B(3) = P(4) = P(5) = P(6)
§ Suppose we had not already decided what number P(1) , .
: N . for example, should be.
:

sl T O

24
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We could reason:

P(number less than 7) = P(1) + P(2) + P(3) + P(L)

+ P(5) + P(6)
(Look back et Items 22, 25, 30, of Section 2-2, if

you don®t understand.) .

3. Thus by adding 6 equel numbers we get 1 ,
since P(number less than 7) = .
L. We see: P(1), P(2), etc., must all be » because
" P(number less than 7) is 1 .
N 3 .
Here is another spigner. Its entire area is
white, The X region has an area 3 times that
of the Y. region. N
3 ol3. PB(X) is times P(Y) .
1, certain €. P(whiteg , since you are to spin white.
7. It seems reasonable to say that: -
1 ' '
u’ P(Y) = kY
3
% P(X) = . .
1 8. Then P(X) + P(Y) = - , which is consistent with
Item 6. : ’ .

Here is still another spianer.

areas, and each of these regions is

e
.

’

1, b, 5, 6 all have equal
% of the cirecle.

Regions

L

e e ]




: 1 7 ' — -
We are told that P(2) =% . . 3
A are . ( ) N \5 . ///_/—/ N
1 ‘ i AR .
g 9. We exgect, then, that res&ép 2 covers of the
- . B circle. ’ -
. b \
-1-2;.)-' 10. whet is P(3) ? S:‘ . :
N X | TR " <
* ) ’ [} ) .'-.. A
) If you had trouble xith Ttem 10, complete Itéms 11 15 14. If not, you
- ’
: may “omit them. . - : - v
: ] - . .
% i% ~f11. A1l together, regions I, 2, 4, 5, 6 _ cover e
: . ~ 1.1, 1.1 o S
0y - {‘ { - - » ‘e
_of ?he circle. [z + stztgte- 7] o !
A S . - ¥
%% 12. There remsins of the circle for region' 3. |
. . ) _ . ‘
% . |13, Hence P(3) = . . .
114, We might also think: The prodebilities of all the
1 .t ° outcomes must add up to . Hence -
11 R L I
. =+ F3) =1 . :
1 . ’
1 - 1::; P( 3) 3‘1 e v . * - r\
* . - id . . ~ -
Thinking aga‘n of the box ufnh 3 white merbles, ve ask: MWhat is the .
probability of drawing o 'Llack mazble? ' : :
'1¢. The probability is: ) ,
) {al 1 ' Coet .
fn] =
- k lN] 2 o
el oo

‘You cantt draw 8 tlack martle from this éox. It seems
reasonaktle 0 s&y, therefore, <hat he'probability of
Arawing Y Lnck marble 18 0, 30 ([C} s correct. You
can th' .2 If you draw e marble from this box, replace it,

4r~w again -- repeating meny times -- you will get @ bljck

mw.,ile O iimes. ,
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3 Consideration of Item 15 leads us to make another agreement: an event
~ * A oo
& which cannot occur has probability O . h
E = :
3 ‘ 16. The probability that your birthdey is, on February 3L .
':E;; o . is e . . ~ ‘
§ . PR .
= 17. If yowrthrow an ordinary die, the probabilicy of * -
?. 0 getting 7 is . . : . .
g‘ . N : — -

- 2-k. OQutcomes of an Exper'ment T |

.— — — +

i LA e
8

)

g; Let us suppose we have a spinnér marked ‘as shown: -
H - : -
i‘;: <‘ 5 * -
3 - BLUE
. - L o L vy
L The red X , red Y , green Y , and blue X reglons all heve the same area.
i ' . .
: The blue Y region has area twice 'that .6f the blue X . - .
; - N If youfspin,this‘spinner, you are cer%ain to get one )
é Ve - ' of the fallowing: T
N P) ) . - - 7 ) . ,
f blue Y IS S ,red X , red Y, green Y , blue X , or .
2. Hot 21l are equally -likely. In fact, the most likely
. blue Y - of them is L ’ :
X Suppoée you are playing a geme with the spinner above. You win if red
1 ! . e
is spun, lose if green is spun, and tie if blue is spun. .
3. Is this a.fair game?’ .
fA] Yes © [B] Mo
x‘ -
‘ ¢ -
. In this game you have an advantege, so [B] 1is correct.
Spinning red means spinning red X or red Y . Spinning
red X 1is as likely as green Y , since the red X and
green Y regions have the samé area, Spinning red Y is
17 4, ’
EI{IIC : VAVAR
Hﬁﬂﬂnﬁﬂf, . N .
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also as likely as green Y . You would expect to win about

twice as many times as you would 1ise if you played this

&,

“a\\ game many times.

.~ In analyzing complicatéa situations it is useful to have some special

PR, »,
Nermsiy
X

Let us consider the spinner ebove. Spinning once is an €xample of an
experiment. & ’

Before we perform the experime..c, we can give a set of possivle outcomes,
or simple events, that can result: (red X ,red Y ,green Y ,blue X ,blue Y) .

a

You may ask, "What if the spinner stops on 2 1ine?" fTrue, this might
be listed as one possible outcome. We will always supposé,ihowever, that if

the spinr r stops on a line vwe spin again unti%,this does not happen.
v
i\
&
When you perform the experiment, using the rules set up for it, you are

certain to get exactly one outcome out of the set of possible outcomes.

.

Here are other examples.

- L, Experimenit: Toss a coin.
tail ' Pos;ible outcomes: head, .
%, Experiment: Throw a die.

5, 6 Possible outcomes: L, 2, 3, b,

Let us suppcse, now, that we have decided to use, as a set of possible
outcomes for the spinner, (red X ,red Y ,green ¥ ,blue X ,blue Y} . Suppose
we are interested, as in tie geme above, in the likelihood of spinning red.
Red is not one of our outcomes listed. We have red whenever we have either

outcome red X or outcome red ¥ . :

We shall speak of "red" in this case as an event. The event "red" occurs

! uhenever outcome red X or outcome red Y ogcurs. We thus identify the

event "red" with the set of outcomes (red X, red Y) .

6. Similerly, the event "blue' is the set

blue Y, 2 © {blue X, ) , which contains members .

(red X ,blue X) [7. The event X is { R }.

¥28




event

Recall that an outcome is sometimes called a

simple « All other events are built up out

of simple events.

Look back once again at the spinner at the beginning of this section.

l The probabilities of the outcomes are:
% 19. Plred X) = .
% ' 10. P(red Y) = . .
% 11. P{green Y) = . J
© % 12. P(blue X) = .
% 13. P(blue Y) = .
Natice 'that in this exemple the outcomes are not all equally likely.
Let us find the probabilities of some events for the same
spinner. )
1.1 1 . o
Z*tg.or 3 14. P{red) = . Note that event red is
f - {red X, red Y} .
% + % + % R or‘% 15. =(Y) = « Note that event ¥ is
- {red Y ,green Y ,blue Y} .

As we see: An event is a set of outcomes. The Erobabilftx of an event

- ———— —— — — — —— ——

. —— Ct——" ————— —— —

Wheh we spin this spinner, we are certain to get a letter between W

and Z .
16. This is consistent with the fact that if we add the
probabilities of all the outcomes in the set
) . {red X, red Y ,green Y , blue X ,blue Y} we )
1l . get .
@

LIS
L4

N
You might ask: Suppose we are only interested in the color that we spin.,
Can-we think of the set {red,green ,blue} as & set of outcomes of the
experiment "spin this spinner"? We can, bocause on a spin we are sure to get

eiactly one of them. On each spin, you get exactly one color.

ERIC | 29
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17. With the same spinner can you use {red , blue , Y)
as a set of outcomes? '
[A] Yes ., {B] Mo

This set cannot be used. ff' you spin red Y , you have
both red and; Y . You should have answered (] .

«

18. Can you use {X;Y] .as a set of outcomes for the
experiment of spinning the spinner?
fA]l Yes {B] Mo

Since every spin gives either X or Y Dbut not both,

"this is u possible set of outcomes. [A] is {orrect. ’ -

-<.  In our examples, the sets of poasible outcomes have had only a few
- -pumbéers. We will sdgm see some more complicated situations in which there
_gre’ﬁn& possible outcomes. For some exper:[ments, the set of outcomes is

infinite. In this_text we will consider only situations in which we can use
fé,nite sets of outcomes.

§£ ey
b
- . %
2-5, Assigning Probabilities »_\:}
As ve have seen, we can analyze an experiment in the Tollowing way. We ’
. . 7 5
choose a set of outcomes for the experiment. N ~ 3
‘: 1 e C 1. Remember, the set of outcomes must be such that the i
L one N experiment is sure to result in exactly of then. R
Each event is a set of outcomes. ; R
~ .
. The }%robability 0° 'n outcome is & real number between O and’ 1 . We
have observed the following properties of the probabilities ye have assigned.
1. Equally likely outcomes have equal pro.babilities. i
i )
.%5;5,; 2. If an event is certain, its probability is 1 .
St .

PR
AN

’ Knowing the probability of each member of the set of outcomes, we can
find the probgbility of an event.
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. The probability of an event is the sum of the probabilities of the out-

“comes in it.

The set of all outcomes is the event "something
happens". ; This event is .

Its probability is .

Consequently, the sum of the probabilities of all the

members of the set of outcomes is .

Here is an example of the way these ideas can be used.

52

equal ‘
1

2

52

i

4 1
522713

-

From a regular deck of playing cards, one card is drawn.

What is the probability of drawing an ace?

(Assume the cards are well-shuffléd, 80 that any card is

5.

6.

"10.

| Just as likely to be drawn as any other.)

If we regard drawing each card as a different outcome,

then the set of:outcomes has members.

All the outcomes are equally likely. Hence their

)
probabilities are . .
The sum of the probabilities of the outcomes is

Hence esch outcome has probsbility .

contains

1t

The event "ace outcomes.

how many

Hence P(ace) = .

Y

»

There is no sinéle simplé‘;ule for deciding on the set of outcomes and

Yyour skill.

assigning probabilities to them;\\zi?ctice and experience will help improve

S

)

Full Tt Provided by ERIC.

It is easy, and sometimes very helpful, t0 think in terms of diagrams.
We can think of an experiment as represented by a set of dots.
stﬁ;ds for an outcome.

Each dot

“
s

-
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Outcomes of an Experipent

Each dot represents e member of the set of outcomes.

N .

An event is represented by.a set of dots.

-

e 5,
R

ol
R

A
A, L

An Event

P,

b4

_ An event is a set of outcomes, as shown.

&

o

N

% Py
e,

»

bability -- a measure of likelihood -- to each outcome’

We assigned a.pr
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Assigning Probabilities .

When we essign probabilities to the oubcomes, we are -- so to speak --
attaching a weight to each outcome.

' .
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{a,v,c}

2+ .3 +.1,
or 1-.% or .6

1l. The probability of an event is the

probabilities of the outcomes in the event.

of the

.

In this diagram event E 1is the set {d,e,f} . The

probability of each outcome is shown.

12, P(E) = .

Whet is the probability that event E will not occur?
13. The event, in this cese, is (a8, , .

14, Its probability is .

Suppose that for a certain experiment the probabilities
of some of the 8 outcomes are known. They are shown

in the diagran

’

a b‘
e by

4, Eriraa L4,

~

N
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18, If P(E),= .3 , then we may be sure that
2 . P(h) = .
a0 "7 I'16. 1Inthis case, Plg) = _— - .—{Hint: wnat is.the sum .|
. of the probabilitjes of the outcomes? )

= R
¥ For the disgrem used in Items 15 and 16, ,{a,b,f} 1is =
k- "
%.‘ subset of the sei of outcomes, end so it is an event.
= W1+ .24+, 17. ‘The probetility of this event is .

or- .4

18. The emply set -- sometimes written ¢ --1isa

e
%; éubset of the set of outcomes., Hence it cen be
% regarded as an event. The probability of this event
% i ist ‘
, . (4] o R

{B] You cen't tell

TP T T
\.;ﬂﬁﬁ".««m, T

R

2“ . h The event cannot occur. Hence its probability is 0. ‘
gi We cen think: There are no outcomes in the event; hence ‘
?ﬁ the sum of the weights is O . ’

3

{A] ic the correct response.

2-6. Exercises (Ansvers on page 126.)

- 1. Two black marbles and one white marble are in a box. Without looking

‘inside the bLox, you are to-take out one martle, Find the probability

that the martle will te bLlack.
~ : v A 0y N
2. For the bvox in Protlem 1, rind the probabiliry thot the marble drawn

will be white.
A}

3. Suppose you tuss an hones! - in J times,

(a) Are you likely *> ge' = tend each time?

D

(t) What is the sroteiili-y thet the ~oin will show o tail on the tenth

toss?
(c¢) Does “ne outrome of tne Uirst J  T0SSES have any efvect on the

sutcome o *he tenti cnss?




.

-

L, ‘There are 25 students in a cless, of whom 10 are girls and 15 are
;séi!;"‘i:’;ﬁabysg The teacher has w;rittexi the name of each pupil on a separate card.

,.\ If the caerds are shuffled and one is drawn, what is the probability that
‘the name written on the card is:

(2) the name of a boy?
(b) your neme (assuming you are in the class)?

5, Suppose ‘a box contains 48 marbles. Eight are black and 40 are white.
Find the probability that a marble picked witbout looking in the box will
be white.

e
G ot o

6. Using the box in Problem 5, consid-g%\tb'_{;e\}ent: Nine marbles are taken
out simultaneously and all are blacl;.
(a) Is this event possible?
(b) What is the probability of this event?

\

£
*3

bor v, Bein b b

7. A vhole number from 1 to 30 (including 1 and 30) is selected at

random; that is, the selection is mede soc that ene number is Jus(t as

W

cho " P,
i

5:‘, likely to be chosen as any other. What is th-e‘probability that the @ .
% number selected will bé a prime number? 7I
::'* 8. Three hats are in 8 derk closet. Two belong to Mr. Smith.and the other i
5; to his friend. Mr. Smith reaches in the closet and draws two hats. _
g{“f What“ is the probability that he will pick his friend!s hat and one of - ’

his own? \ 1

£
i
‘;.

9. Suppose you have five cards: the ten, jack, queen, king, and ace of

hearts. You draw them, one at a time, at random. |
(a) what is. the probability that the first cerd you drew 1s the ace? ]
(b) Assume that you draw the Jack on the first drew, and put it aside. |

[

ISt e o0 1T

NG

What is the probability that the second card you draw is the ace?
(¢) Are your enswers for (a) and (b) the same? Why? e
(d) After drawing the jack, and putt%ng it aside, assume that the ,

second card you draw is the ten;j%?f’ﬁt that aside also. What is

the probgbility that the third card you draw is the ace? .
(e) What is true of the probabilities in (e), (b), and (c).

.

S v e
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Chapter 3

COUNTING OUTCIMES

3

'. 'm* iments: Tossing One and Two Coins

‘l‘oss a co:ln Repeat until you have tossed 10 times. Record the
p,;smnber of heads and tails. How’many t*nes did you have heads? Record
P vevat

N

. ;yaurresult on each throw.
"Toss 2 coins, & penny end & nicKel, Agein use 1G triels. How meny &
*zt_ines daid you have O heads? Two hesus? One head snd 1 tail?

Hould you expect the number of heeds in 10 tosses of a single coin to
be greater than the number of "two-heed" throws in 10 tosses of 2
coins? Explain why. s

These experiments are discussed on page 121 ,

'3-2. Listing Outcomes: Tree Disgrams
3

In determining probability, we often have had occasion to list all of the
possible outcomes of an experiment.

For example, if we toss & single coin, there are exactly two possible
outcomes: heads, which we might designate by H, and tails, which might be
designated by T . If we toss two coins, w. hsve t};e four possible outcomes
" ahown in the following table:

First Second ;
Coin Coin )

H H %
t

3o
Hom 3

As the number of outcomes increases, keeping track of the possible out-
comes 1s more difficult. One.useful way of listing them is by means of a ) N

k3

"tree" disgram, as pictured below:

27

36
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tails

TH, TT

e
5% f

i
‘T
S
S
A

Fry

S e

Mrst Coin Second Coin ‘ .
1 S

i = — T —_—
. \\ H
—— i
T e g
- R .
RY:

How meny possibilities are there for **¥* coin?
T

If 2 coins are tossed, then for each possibility of
possibilities for the
second coin, /

¥

the first coin there are

If the first coin falls heads, the second coin might
fall either heads or .

The outcomes, which can be seen by reading from left to

right along the branches, are: HH, HT, , .

The number of outcomes is found by counting the ends of
the branches on the right. Thus, for tossing 2 coins

there are poésible outcomes.

f
b -
il 1w,

as is seen in this disgram:

First Coin

7f a third coin is edded, .he number of possibilities is doubled again,

x
.

Second Coin Third Coin

I{‘c:_____‘____——--li . ,
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T,

Fav
ah)

2

i

&
v

multiplied

For 2 coins, the totsl number of possible results is

. .

For each possible result of 2 co;ﬁ&~£&ife sre -

-

branches for the third coin. |

There are possibilities for 3 coins.

Thus the number of possibilities for 3 coins is

times the number of possibilities for 2 coins,

and we expsct the number of pcssibilities for 4 -coins
to be

times the number of possibilities fory
3 coins. :

i
Ll
3

Each time 1 more coin is added, the number of possible
by 2.

outcomgs is

Refer to the tree disgrem for tossing J

following: +# .

coins to help you answef the
b

" HHT, HTH, end .

Ir 3 how meny possible outcbmes

are there?

coins are tossed,

Of these, which outcomes have exactly 2 heads?
These outccmes are Equally
likely.

If E is the event ﬁexactly 2 heads”, the probsbility
of E is . (Hint:

are in the event.)

There are 8 possible

’

cutcemes, of which 3

o

coins have at luast
EA)

2 hegds? *

H.ow meny cutcomes of tossing 3

-

If F itg the event "at lesst 2
?(F) = .

hesds", then-

coins ere trssed, the pr.bebility :=f:

exactly ine heved is

-

et lesst one head is H
no heads is H
three heads is .

12,
8
1z,
THH
1.
15,
b
x 16.
v . T
g °rg
] I
3 17,
g 13,
é iS.
é 20.

| L

3
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We heve found that, in coin-tossing, esch edditicn of a coin to the
experﬁnent multipliéshihe number of outeumes by 2. Hence we can write the
following table: )
*
Number of Coins - Humber of Outcomes
1 T, 2
2 [
2 2.2=2=14
T3 ‘ 2.2.2:22:8 .
u 2.2.2.2=2"216 :
. . . -
P 5 _ 10 ;
10 22 P e22.0+2+2¢«2=2 =102 :
- :
. . y . . ;
n 2+2+2¢% ... 2=22", where n is the
n fsctors number of coins
If T is the totsl number of possibilities, and
N n is the number of coins, then we can write ’
T=2". .

You tossed'a coin 10 tim  (Experiment 1, Section 3-1). The authors

’

S TR AT

also tossed a coin 10 times. «nat is the probebility that your record and

ours match toss for toss?

Our result -- THTHT TTHHH -- wss one possible outcome of tossing

zoenT ,‘g,'.«m,,;.}%wmfmm]p

. 10 coins.
s 210, or 102k 21. In 8ll, there are equally likely outcomes
é— for the experiment of tossing & coin 1@ times. s
% 22. The probsbility that yéu get exsctly our result is the
é probebility of one of these cutcomes. Thus the prob-
: ! ,
= —— 1 s
Es M b .
. 210 » OF 3L - ability is . This is less then .00

o
N

39




3-3. More About Tree Disgrams * °
. We will think mext of an experiment in WWieh we have * possibilities
for the first step. . ' P

Suppose thet we have a box containil./g' - merbles: 1 red, 1 green, .
end 1 yellow. If cne merble ic picked sl random, there are * possibilit es.

We shelX csll them R, G, #nd Y, for red, green, snd yellow.

N

If the marble is returnec to the box, und sgein & marble is c¢ iveted, st .
Y -

Xndém we heve 3 possibilities for the seccnd draw alsc. The outcomes of

‘\ . $ . - &

the succession.cf 2 draws can be described in terms :f "ailor on first draw .

and color un seccnd drew". They are shown in this tree diagram:

! . First draw Second draw z

G<-—\-\——.G .
4 -
l _\Y /
»
S
. K : 1
|
|
. |
ce  Jnothe flret drew inere ere . possible . utcomes. J
- \ e - . |
“, Foy escn opo..ibliiity wothe firt drew iiere ere J
P ooritilitie, on the o2 ond oares. |
’ |
. The totsl rnamter of pooitle utc mes f4r the 2 drews |
~
N L. / LS
—_—— J
|
|
|
|
|
Exercis-: mp. , . lng ot Lngrem £or el LT Lo s
merbles, sssuming <ie% -~ mort. Lo tanen o tie bex o pel e tre next
|
. ot - |
draw 1s med<. 7 |
< |
|
|
|
|
\
(8! |
o~ |
10 |
|
- - \ ‘
.
% < ° 2‘:J
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First drav - Second draw Third draw
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~

/
. Compare your disgram with the one on page 127 and mexe sny necessery

s ecorrections.




Use the tred diegrem for picking & merble 3 times to help you enswer

the following:

- 4., On 3 draws, how meny possible outcomes are there?
27
.. ' &
5. In how meny outcomes is the red merble picked exectly
6 twice?
6. If E 1is the event "red exactly twice", then ~
6 2 : :
-2.—?' y OT § P(E) = . ’
7. In how many cutcomes is the green merble picked et
© T least twice?
8. If F is the event "green at lesst twice", then
. P(F) = L
- On ? draws, the probabilit of:
z ; IS
!
é%-, or g 9. event A, "all 3 the seme color", is H
1. event B, "twe of one color, one of enother", is
-1—8- Or g- b ’
27’ 3 ’ ’ .
6 2 11 vent C, "no twe th m lor". i
57 0 or 5 11. even , 'no twe the same color”, is .
1 ‘12. 2(n) - P(B) + P(C) = .
* Now <= «ill think abcut the nhumber .7 outcomes when, we throw dice.
. 1-. A die is a cube and nes 6 faces. 1If one die is thgpwn
6, the aumber ~f pcssible outcomes is .
1k, If ~e throw two dice, the number of possitle outcomes in
6 Item 1- ic multiplied by .
3€ 8. Fer twe aice the number of possible outc.mes s .
2
6- 16, For tire- di~e, the numt-r of ocutermes is 6[:] , or
216 ' . .
7. If yorhel ono oaine, the numter 98 ~ut e mes would be
g" n

N :3 i
o ‘ 42 ' .
ERIC
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Suppose we have aﬁ'queqt such thet on & single toss there

are

"18.

20.

21,

s possible outcomes.

-

If we toss two such objects, or if we toss the one
object twice, the number of possible outcomes is ¢
multiplied by . .

-

For two objects, or for two tosses, we heve s ° s,

or s possible outccmes..

Each edded opject of the sgme sort, or each additional
toss of the single object, multiplies the number of
possible outcomes by .

If T is the totel number of possible outcomes, end
s is the number of possible outcomes for one object,
and n is the number of objects (or of trisls of @

single object), then T = .

Let us think of throwing two dice, one red end one green.

A convenient

wey to indicete the outcome " 5 on the red and 2 on the green" is "(5,2)".

In g similer way, ve cen ,express each outcome es a pair of numbers in which

the first is the number on the red die end the seccnd is the number on the

green die.
Exercise: Complete the following teble showing ell of the possible
outcomes of rolling the two dice. .
Green
) 1 2 3 L 5 6
1 (1,1) (L,2)
2 (2,1)
o 3 (3,5)
&l (b,3)
5 (5,6)
6 . (6,2) o

v

Compare your completed table with thet shcwn on psge 128 before ycu continue.

3
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Suppose that 2 dice ere thrown. Refer to the table to

help you with the following:
L 36 22, The numler of possible outcomes is .
equally 23. All of the outcomes are :  likely.

24, If E 1is the event "the sum of the numbers is 6",

then the outcomes in E are

(%,2),(5,1) (1,5), (2,4), (3,3), (), L ).
5 25. The number of these outcomes 1is . g
326 26. Hence, - P(E) = . .
27. If F 1is the eyent "the sum of the numbers is 9", .
3136" then P(F) = & . / :
, .
. 3-4, Tossing a Tetrshedron (optional) ‘ - .

(If you would like to examine enother situation very similar to those
above, complete this section. If not,.omit it.)

On page 42 15 a pattern fbr ﬁaking a regular tetrshedron. Cut the
figure our of stiff paper (or cerdboerd), color eech triengle es indicated,
fold on the dotted lines, end festen the tebs with glue, paste, or scotch
tape. ’

When the tetrshedron is tossed into the air and ellowed to fell freely,

.we describe the vutcome by the color of the face on which the tetrshedron rests.

Suppose we mske & tree diegram to show the number of possible outcomes
for £ tosses in succession. If we designete red, green, yellow, end blue

by R, G, Y, end B, respectively, the diegram looks like this:

ERIC 41

Aruitoxt provided by Eic:

-




D

LT
R

First toss Second toss
"“’; .
N — G
« R — Y
- B

- i3 :
kg

B
N LY
, R
G

. B
“ —=Y
- B
3
. L 1, On the first toss there are possible outcomes.
.ﬁ!
Y 2. Tor esch possibility on the first toss, there ere
Ef L i possibilities on the second toss.
? 3. The total number of possible outcomes of two tosses is
; 16 -1
3
% ¢
i -
% Make a tree disgram showing the possible outcomes for 3 tosses of
}v , ‘the tetrahedron. Compare it with that indicated on page L2 and make eny
. necessary corrections.| Use it when you need help in esnswering the following

questions. A

L L. For o single toss of the tetrehedron there are

" . . £ -
s3ible outcrmes.
L 5. On the second tcss there ere ' 'poééibﬁiitdes fbr./,ﬁ'
esch of the 4 possibilities of the first toss.
6. For - tosses, the number of possible outcomes is
16
3¢
) [

e g — *u—;_» - _




i iug tff*;,

oo

! .
!

"1 7. Suppose we wish to find the number of outcomes for 3
tosses. The number of outcomes for 2 tosses must be
multiplied by .

8. For 3 tosses, the number of outcomes is . . :

'9. For U- tosses, the number of outcomes is . ’

s

10. FSr n tosses, the number of outcomes is I&D . 4

i %

11. On 3 tosses, how meny outcomes have 3 blues? . i

3

vii

Assume now thet the cutcomes of the toss of the tetrahedron are all X

¥ requally likely. -

12. The probability of getting 3 blues on 3 tosses is
= If the tetrshedrcn is tossed 2 times, the probability of: )
5 ’ :
"gv,,’ H
B35S 8.7 13, two green and 1 red is ;. -
i 619: 14, two green snd 1 not green is ; ’
: %6;- , or % 15, twe of ohe cclor end one of enother is . '

zfj’:‘:{ My

W
3

S

3-5. Further Exanmple

,}f;
4
5
}‘;,
- A die oand 8 coin. Ouppr 50 Je tuse a die end a coifh.  Agein 8 tree
: diegram can be uced 1o o ouat uteomes. ¢
.
£ . 6 1. F r the die, we have ‘ possibilitles.

2 o Frr oevsh peuoibility £ the die, there are

p- biliti-L for the coin. .
’ . ‘ . ‘7

Draw the tree. Cmpare -1t} tle diagrom bel w, ) ‘
» 3
37
2 O ‘ — N
« ERIC 46
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3. For tessing e die end e coin, there are possible

outcomes, @ll equally likely. P

Of course, you might have drewn e different tree diegrem in this cese.
Your disgrasm might have been:
*

Coin Die

H

=
=

1
2
3
b
5
6

¥ i

R

Dy e




g g,
S

12 4. Agein, this disgrem shovs possibilities for

the die and the coin.

WIS RN My Ry S

Drawing without replacement. Let us return te

the bux with one red

marble, one green marble, and cne yell.w marble.,

A

Agsin we pick & merble gt

random. This time we do nct return it * the box. We select enother merble

from those remeining in the box.

KU ARt B

-
1

ol
'

The possible outcomes uf this succession of two drews ere shown in the

;"}‘@J‘

3 Adisgram: .

§§ First Draw Second Draw X
3 -G

4 R .

T —Y

X - R

. G

M - ﬁi_y

’ .. - G

: Y =

{ . —eR ¢

. Note that there gre possible outcomes.

6. Bul if we had replaced the first marble drawj/péfore -
draving the second, then there would be

—_—

pe. cible  ute me

Se

Problem: The Jine. femlly Io planning o trip from Chiceg. t. Haweii, vis
Seottle. They cen g Yy plune, trein, or tus t. Seattle, and by plene or

by .
boat t¢ Heveli. In W oneny different

Py

4uys cen they ch.oose to travel?
. .\ £, ~
Though thi. I n ot < protlem in .hi~h prcbabilily is uced, @ tree dlsgram
can be used vt cxploin It. Drea Ui diggrem oond then oheck with the one below,

Chizeg t et

Seattle t- Haweld

e Plrnv
1
Do /

—a B g1

= Plune
e g __:d—'—‘_’——‘—-

— Bt
] -
T e, e Plrn
n.
- e " o
. ‘ & - B -t
-
. «Q M
Q ’
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6 7. There sre ways in oll.

3-6. Exercises (Answers on poge 128 .)

1. If 3 honest coins sre tossed, what is the probabilitly that 2 heeads

.will show? Use the tree disgrem which shcws the 8 possibilities for

3 coins.
o

2. If 3 honest coins are tossed, what is the probability that 2 heads
and 1 teil will show?

3« There, are 35 bricks, of which 5 oare gold. What is the :hance that if

you pick o brick at rendom you will pick s gold one?

L. A bowl conteins 10 morbles, of which 5 are white, 2 are black,
and 2 ore red. We will o.sume that they are identicel in size, hence
that esch marble is equally likely to be picked if you reach into the
bowl and toke one merble without looxing.

(a) Whst is the probebility that you will pi . @ wiiite merble in one
draw?

(b) A&suming you pick s white marble the firct time ond do not replace
it, what is the probability that y.u will pick e black merble the
second time?

(¢) Assuming you pick 8 white merble the first time und @ black marble
the second time snd do not replsce them, whet is the probability

thet you will pick a red merble the third time?

5. The letters A, B, C, D, E, end F sre printed on the feces of 8 cube .

(one on each face). We describe the cuteome of a roll of tae cube by

the letter on the top face. .

(a) If one cube ls rolled, how meny poscible ovutcomes are therde?

(b) If 2 -cubes sre rclled at the same time, how meny poscitle cutc.mes
are there?

{c) 1If'one cube is rulled, whet is the probability «ff B 7

(@) +hat ic the probability of tw. E'. .nen tv oube arc r lled at

tne seme time?

449
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6. A regular tetrahedron has one face merked A, one marked B, one
marked C, and one merked D. It is tcssed in the eir and ellowed to
s f£8ll freely. We describe the outcome by the letter on the bottum face.
(a) How many possible outcomes are there?
(b) Find the probsbility of "A .
“(¢) How meny possible outcomes ere there if two such tetrehedrons are
- tossed? Whet is the probability of one A and one B ?
(d) How many possible outcomes are there if three such tetrshedrons
aye tossed? What is the probsbility of two C's end one D ?

PR + T
e PRk i

. T

0

,
R

€

T. Add a fourth and a fifth line to thc following teble showing the pattern

¥,
R

.
e
L g e

involved in & count of the number of outcomes in tossing coins.

=

,
forks

5

Te Numteer of . .
= ., .. coins
= o <

SN A8
G
A
—
1t e R

Ny
¥

1 1
(1) - (1)

1 2 1
(1) (1H,1T) (27)

NI TR SN TS
i ¢TI

1 3 3 1
(3H) (eH,1T) (1H,2T) (37T) - }

(a2

5 ¥

8. Uze the {ublu in Problem 7 to find the probability of getting 2 heads

and 2 tails if L colins are t._sced.

9. Give the probabilities of «ach of the € possible outcomes when 5 coins

are tossed. Is the sum of the probability eq 21 to 1 2

10. 1f 5 ecins are tossed, whot comblaations of heads end tells are most
likely to ocrur? wWhy? (Hint: S-c Pr.blem 7.) %

11. When 6 ccins nre t...fd, whet is thgﬁﬁrobability that one and only one
coin will show head:?

12. A certain game is plryed with @ spinne: -- #s ghovn -- und e die. Y.u

spin ence and tir-w th- die nce. What is the proboebility

that y o will .p'n red ond then grt 6 on the die?

ERIC | 00
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/ ¥ .
/
Green \\ ,’ Yellow
N

) \ (tab) / a

Tree diagram for 3 tosses of a regular tetrghedron

. (NOTE: That part of the table is shown here whick gives the 6ut‘é'§‘njxes for
réd on the first toss. The other parts differ only in the first letter.)

-

. -E*:E'ﬂ. toss - Second -toss Third toss

=

C - B / ‘ ’ R .
. . o
R Y ‘

«Q
[T~ T B B o

W< @ W W Qv W

¢ {simlarly)
Y (similarly)
B ‘(similarly)

i

L2
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Chapter k4

ESTIMATING PROBABILITIES b

" “Corisider ©wo spinpers, I and II .

I 1 . II 12 :
Red

SN

A,

are willing to‘assert
1. for Spinner I, P(red) = y

2. for Spinner II, P(blue) = .

| If the pointer is balanced and if it is honestly spun, we

the spinner is fair and that our reasoning is correct.

You may very well raise some questions regarding the last paregraph.
example: )
(a) How many experiments'should be made? .
(b) What precisely is meant by "approximately the seme number of
reds as blues"?
(¢) How confident would we be?

" Notice that we assign these probabilities without actually spinning the
‘ pointer. We reason that, for Spinner I, the red and blue regions are -equally
A likely if the spinner is "honest". Our reasoning is correct. Whether or not
~ this reasoning spplies to & particular spinner can only be decided by actually
experimenting many times. Suppose, after many trials, our results show approxi-
mately the same number of reds as blues., Then we are somewhat conrident that

For

e

]

o

I TR




These gquestions are all related and caen only be anstered somewhat generally
here -- our degree of confidence increases as we conduct more experiments and

as the fraction of red comes closer to %-.

Suppose that a friend tells you that he has a spinner colored red and
)
blue. You are not able to see the spinner. Youn friend spins the pointer and

tells you the result of each $pin. After thirty spins, the record looks like

thiss “
RRBBR BRRBR RRRBR
BBRBR RRBRR RRBBR
19 3« There wvere spins resulting in the outcome
how many
oo éed, and spins resulting in the outcome blue.
. {how many$
%% 4. What froction of the spins yielded red?
L
N . Se If the spinner is spun once again what is your guess &s
- %% to the probebility of obteining red?
i .
. < s { ) ' )
T T 0f course you cannot be sure that about ? of the spinner disl is

—_ - colored red, but it is a reasonable guess based on the evidence at hand.

The prcblem that we have been discussing -- knoving the result ¢f @
certain number of triels without knowing the exact design of the spinner --
. is 1)}lustrative of many real liff'e situations. We may cite meny examples where
R decisions are made on the besis of estimnted.probabilities. These eséimates,

in turn, are tased on past experience ("triels"). Hé}e are two.such examples.

: (a) In a basebell) game Robinson comes in to pitch. The opposing
; - manage" then orders Jones to bat for Smith. His decision is

’ based or the fact that Jones has had better success than Smith
against Robinson in previous geames. Regardless of the result,
the manager'may well claim that he is "playing percentage

basebmll'.
L3

(v) A doctor decides not to operate on Mr. A. His decision is *
vased on the fact that, in medical experience, a large per-<
. centage of patients with Mr. A's symptoms have bteen curedl

witiiout recourse to expensive (and, perhaps, dangeﬁous) Surgerye.

e . : i
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In a particuler situation, the confidence that is placed in a decision

based on the results of prévious trials depends toth on the nature of the . ‘

results and on the number of trials.

6. For the spinner of Items 2 to 5, we are led to believe
more . {based on 30 trials) that red is’ likely

N - lmore,less$ P

than blue, ’

7. If we were told thet we would win a prize if we picked =

the correct color on the next spin we would choose

’

Suppose that we have a record of 3000 spins of the spinner

. i "and that record shows 1900 red. . 3
- -’ 8. A% a result of exemining' this recotq of 3000 triels,
) . R
more we are confident (then efter 30, trials) :
) lmore,lessi ‘ N
that the spinner favors ‘red. . , \

) Suppose the record of '3000 spins shows 1512 red.

B2 . =
3600 oD 9.  The estimated pxobabi]:ity of red is now 506 * :
If, on tie basis of this record,. we wish to pick the correct ‘{

color of the next spin we would still chooselred, However, :

o ' we no longer would be very confident that the spinner favors

L4

!‘ed. . - =

” rd : ) A R
4-2. Examples ’ . '

PR AR

>

Example 1. Of men, *'ousands of menUfactured articles of a certain type,
Rt -

[

N

the company selecte! - sample of size 100 et random. These were carefully

tested and it war founl that 52 { the nrticles met the desired standard.

PR poaby (i

What is the prot-tilis, ti=t nu 'u‘ticl_elmu.ie Ly this process is up to standard?




£ o the samples & ~
300 of the samples tried were satisfactory.

One could expect about percent of all of the
articles, menufectured by this process to be up to

stenderd.

The probability that e given article made by this

process:will be satisfactory could be said to be
)

165 2 °F 50 : ;
We could get more 1nformation by testing evexz article produced. Usuelly
- this is not feasible because of the time and expense "involved. Sometimes it
is no: even possible. (An electric fuse mey be designed to "blow" when sub-
kY
. jected to a 20 ampere current. If the manufacturer tested every fuse pro-

4
duced, then «..?) , '

Example 2. ‘A random~samplé of 500 petients with e certain disease were
treated with a new drug. Of these, 380 were helped.

¢

Wnat is the estimated p;obabiIity that & given person

with this diseese will be helped by the new drug?

It is sometimes convenient to express probabilities dn
decimal form. For this example,

P(patient is helped) = 0. .

Ir L4000 petients were treated with the new drug,
about how meny would ybu expect to be helped?
3040

g.76'x 4000)

.

E&amgle 3. In vaseball.a player’s batting average is computed by dividing
his number of hits by his official times et bat. The average thus reflects

the- playerts previous performanqe.

S

7. After 240 <\times at bat, a player has a batting

average of .300 . He hos made hits.




¢ the estimated probability that he will get a
hit on his next time at bat?

9. If this player comes to bat 180 more times during

=
.. 1 . _the season, we estimate that he m.ll get about
mpore hits. . .
( (how many) . - 1,
— . " .

':A_nji;.xp eriment °* :
@btain a neﬁ rivet. {A rivet may be purchased at a hardwgre store. We
used a size 92 copper rivet. A tack or a flat-headed screw will serve

equal]y well.) Think about tossing the rivet 50 times. - 3
. . (a) Just by looking at the rivet guess how many times it will fall 3
- . "up", like this: , and how meny times it will fall ?
v, Yawn", like this; . ‘
" Toss the rivet onto a flat surface and record the result. Perform -
. 50 trials ¢f this experiment. ’ N .
N (b) On 50 tosses, how meny times did you get "up"? ¥
. )
£ (c) Does this result fit with your guess? )
o ) (d) Wnat is the probability of getting "up" on the Yoss of a rivet?
: See the discugsion of this experiment on page 122 .
- &~ ?
/ ‘ . %
: -4, Exercises ' (Answers on page 130 .)
, 1. A teascher ras iaug‘nt eighth grade mathematics to 1600 students during '

% BTN,

the past 10 Years. In tnis reriod he has given At's to 152" students.

v

(e

(a) Based on *hese lata, what is the provatility that a student selected
at random will receive en A 1in this teacher?s class?

(b) If this teacher will teach 2000 students in eighth grade mathe-
matics du}'ing the ne:ft 12 years, about how many .&'s do you
expect the teacher to give?

2. The batting average of a baseball player is 0.333 . What is the prob- ,J
ability that th!; man will meke a hit the next time he is nt vat?

W TR T
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this information to sta

tomorrow will te corruc

Car insurance rates are

25.. Explain how .lata

Life "insurance and l:fe

were alive at age 1D,

Tavle of Mortality.

Humier
- Numrer jvriage

living Jear

The record of a weathei“&ﬁ

weather prediction of rain or no rain has Leen correct 89 times. Use
.

.A table or mortaliit, incl

ation stiows that in the past 120 days its

<e the provability that its prediction for -

+
“e

wsuglly :igier Loy male irivers under the age of

n accidents Just.ry thise

rates are t=sel ., tatles of mortality.

100,000 people who

mnuL.t,
iata on

£511swinge ere ten lines from the Actuaries

iring Number dying
next Number during next
Agce- living sear

10 20,000 67
12 98,650 )

21 92,588 63
crording = Lune tailie,
years JI apee.e al 2se
but A71 of <-ese pers

{2) * How many cf the o

(v)

(2) wWrat s * e yraax
re alive a* *re gy
() wa. s 'E rproi
\
e alve n ¢ oaf

were ~on v ctel
Yo - . Y
\ reepin
fed oy r oo .
-
te con et

How many were siive st the sge of 10C 7

(o)
-

78,652
69,517
=5,973
35,937

" 815
1,108 .
1,698

2,327

1S
n
(@]

[
ON
@]

r'
-
(]

2 39 X 1

575 Lr e 200,200 will adt e alive gt 11
1., T, Lf ine urlginal 100,000 are aliive,
ans lle witlhiin one _car.

~iginal 1CC,C00 were alive at the sge of 506 2

-

, .50 ‘.e Artsaries Tatle »f Morinlity glven in

sears oF age will

(Lit. o oau a person s 1

e 7 217

it % a persin w ) .8 13 enrs ~f{ gpe will
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9.

10.

11.

12,

" ERIC
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What is the probability that a boy who is 10 years of age will

live 'to the age of 99 ? ,.‘

What is the probability that a man who is 40 years of age will

live to the age of 50 ?
.

One kind of 1life insurauce policy guarantees to pay $1000 to a widow if
her husband dies within the next ten years. Would such a policy be most
expensive for & man aged 40 , 50 , or 60 7 Why?

Consider the following events:

Event A, It rains on Friday the thirteenth.
Event B. The sun shines all day on Friday the thirteenth.

-

The following table shows the weather on 20 Fridays the thirteenth.

Using the data from the table below, find the probabilities for the'events A
and B . ,Based on the information in the table, which is more likeiy to
occur over a greet number of Fridays the thirteemth, A or B ? Note

that it is possiblé that neither event occurs. : -

Weather on 20 Fridays the Thirteenth

1. Heavy rair 11. Cloudy) no rain

2. Light rain 12, Partly cloudy . B

3. Sunny A 13. Cloudy with some showers

4. -Sunny * . 14. Showers ' ¢
5. Sunny 15. Surny ?
6. Scattered showers 16. Sunny j
T. Showers ' 17. Hot and sunny . h
8. Sunny 18. Sunny .

9. Sunny 19. Cloudy with some.showers
10. Sunny 20. Sunny )

|
|
\
|
Look up j;our recoru .f 100 ‘throws of a die. Based on this sample, what (
]

is your estimated probacility of obtaining each cf the faces?

Again referring to the 100 throws: consinering them as twenty sets of

five throws eagh, what is your estimate of the probability of "three of

a kind"” in t'ive throws? of "four 5f a kind"? "five of a kind"?% .

' \
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Chapter 5

THE PROBABILITY OF A OR B

Union and Intersection of Two Sets

In this section w€ will use an example to 11lustrate some ideas about
sets which should be familiar to you.

T

Suppose that a class consists of four boys -2 Arthur, Bob, Cafl, and
-Dan -~ and three girls -- Elsie, Flora, and Grace. Three members of the
clasg -~ Bob, Dan, and Flora -- are in the band.

5o el ad o it

Before the band concert the teacher says, "Some of you are needed in the
€ym to help get ready for the concert. Go if you are s boy of if you are in
the band." How many menbers of the class go to the gym? Think about the

answer; then read on.
3

1. If you write tﬁe names of all the boys and then write
the names of all the band members you write &4 + ,

I3
-
s
&
i L +3
:
ot

<
~

or _ _, names in all.

T

Arthur
Bob
Carl

There are U4 boys.

There are 3 band members.

Flora

Everyone whose name is on this 1list goes to the gym.
However, on- this list some names appear twice, because

some members of the class are both Loys and band, members.

In faci, names are listed twize. If we
Zhow manyi
cross each of them out once, then our list will have

no dupliceates:

ERI
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matics.

Suppose A i}x\ the set of boys in the class:
\

Suppose B is the set of band members: Y

4 + 3 - 2 members-of the class go
to the gym. b

Bob )

Notice that this example illustrates the use of "or" to mean "either
one, or the othé{, or both". This is the usual meaning of "or" in mathe-

\

\

Then the set of class

Dan, Flora

or

"AU B

Notice that the names

members who belong both to

A_a_r_l_(lB.

You mey read ."ANB" as A interdect B" or as

pref er.

{Bob,Dan}
2

Y

i

A = {Arthur, Bob, Carl, Dan} .

B = (Bob, Dan, Flora} .

members who go to the gym can be written as AyB .

/
I8
3. AUB = {Arthur, Bob, Carl, . ],
L. AUR is the set of class members who are boys
o who are in the band. :
]
1 *
is oftén read "A union B" . "It may also be read “U"A or B" .

.of the set ANB -- the intersection of A and B.

: L
crossed cut in Item 2 above are the names of class

A and to 2 . These class members are members

Its members are in both

,

"A and B" , as you

’
Y

ANB = { } . The number of elements.in
ANB is '

1 we add the number of clements (4) in A to the
number of elements (3) in B, and then subtract the
nunber of elements (2) in ANB , we have U + 3== 2,
or . This is the nunber of elements in AUB .
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It is easy to picture the sets in this example by means of a diagram.

S T
Grace .

Elsie :

'

In this drawing, set

'\

Bob, Carl, Dan) ,

e 11y

. {Arttur, ‘and set

=

{Bob, Dan, Flora} . are represented by regions (::::) (::::) ’?%
£ - 8et AUB 1is represented by the entire region (::::::::) : é
? Set ANB is represented ty the region () ) . :
% common to the A and B reg;§ns. )
i: (A diagram of this sort is called a yggg'diagram.) N oo

5-2. BEvent AU ; Event ARD

: ; As we have seen, an event is a set of outcomes. N
su; ! 1. The probability of an event A is the of’the ; '
- trobatilities of thd.outcomes in A . . ‘

Consider aguain +he svinner shown in Section

ERI

Aruitoxt provided by Eic:

Blue

Supr 'se~yoy rlay, with ‘his rpinner, - game where you get "1 point for red .,

or ¥ . ‘We will alway: ¢ "or", in such cases, in the sense "either red, - ¢

or Y, or ko*h".}

’
. Ir oL i cee that your probability of getting
g S SR R .
-
|

Q |

61
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t  Phinking ‘aﬂlit.t,le more about this easy situation helps us understand an
importent general idea. We have an experiment for which we ma'y choose, as

‘

set of outcomes, -

{red X ,red Y ,green Y ,blue X, blue Y} .

Let A stand for the event "red".

].

’__—_—

A = (red X
B stand for the event "Y"

B ={ , blue Y , green Y1 .

Then AUB is the event "red ™.
AUB = {red X,red Y, , green Yy .
Also, AnB is’the event "red ™.

——

{red Y]} ¢ ANB =

An appropriate diagram is the following.
i

blue X

Let us think of throwing two dice, one red and one green. As we have
seen. i' ls sometimes convenient to indicate the outcomes by ordered peirs.

Thus "5 on the red snd 2 on the green" is indicated (5,2) . There sre

36 equally likely outcomes. (See Sé%;ion 3-3 if you have forgotten.)

’ 9. If A is the event "the sum of the numbers is 6",

(4,2),(5,1) rhen A = ((1,5),(2,1),(3,3),_),L )}

8 .
6 . Ir B Is the event "the sum of the numbers is ",

then F  has members. (List the outcome
Zhow manyi

in F if you weren't sure.)

Jn 4 s.ngle throw of two dice, can you get a sum of

ioth 6 =2nd 77

S 1R R T U e ke 2 s AP
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"

Two everts A and B

For example, on =

exclusive.

If events A and E

are said to bLe mutually

the occurrence of either exclules that of the other

throw of two dlce, a sum o 6

12, ANB contains members. It is the
how meny .
set.
We could write ANB = ¢ .
In this example, A and B cennot both occur oﬁ a throw.

exclusive (or disjoint) if

-- they cannot both occur.

JAn other words, A =2nd B are mutually excluslve if ANB 1ig the ehpty set.

-

and a sum of 7 are mutually

are mutually exclusive, then an appropriate diagram

TN

i wh

oSy
B

o

[prptapemioy

i

Ir A

disgram do not overlsp, :

and B

3

are mutually exclusive, the A&

.

and B regions'in the

# .
3 :
R . 12, &4 and B eare mutuslly exclusive if ANB is
£
I 4 N
5 the empty set, .
(7
-5:‘(7 or ¢ )
= 14, If = single card is drawn from a deck of cards,
e prs
are drawing an ace snd drawing a Jack
X iare, are not)
. mutuslly exclusive events.
are not ©. Drawing sn mce and drawing a spede
" Tere, are not)
matuell: exclusive events. (Eoth cen occur on a '
s
LA
single drav -- you can drau the sce of spades.)
17, 7 o :oinz 2re tossed. Consider the events "ore head
are and one t=il”) "tuo heads". These events
iare, are not)
moTLail, edliuIlve.

63
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17, Suppose events A ,B are mutually exclusive,

P(ANB) ?
[B] Y6u can't tell pS

What is° ;

{a] o

ANB is the empty set, since both events cannot occur at
once. Henne, P(ANB) =0 . [A] is the correct response.
¥ . \ el

Again consider throwing two dice. Let E be the event
"the sum is eféﬂ'. Let F be the event "the sus is .
y o, .
18. The throw (3,5) =- 3 on the first dieand 5 on
the second is in E {since 3 +5 = 8)., and
"also in F .

iis, is not)

The throw (1,5)

divisible by

in E and

(is, is not)

in F. &

lis, s not)

Every member of F 1is also & membef of E , since every
number divisible by L4 is also divisible by 2 .

19.

20, Hence F 1is 8 .of B .

s

o

N,
i

o A

b
25 et

[R—

1

I T 1

N

i

J
- v

A suitable diagram in this case is shown belov.

dots, because

21. 1In this diagram, fhere are
’ how many
for the throw of two dice there are 36 outcomes.
There are 9 outccmes for the event "sum divisible

22.
~in F .

Zis, is not)

by 4" . For example (2,6)




i
b
|1 v e

e el e AL

3 .

) ot
S ' 23. There are 9 outcomes which are in E but not in F .
%? For example, (2,&) is in E, but (2,k)
i is not : in F.
&
g ’ 2k, If F is a subset of E , then EAF =
(Al E .
ﬁv [c] You cen't tell. '
5‘;‘ 8
é, If F is a subset of E, then every member of F is in .-
i E . 1In this case ENF =F , so [B) 1is the correct
; response. 1If you had trouble, look agein st Items 18 to

23, In the example discussed there, F 1is a subset of E .

E 25. If F is a subset of E , then EUF = .

5-3. Probability of AUB

; We have found the probatilities of certain events by counting outcomes.
Sometimes, however, we have a situation for which it is difficult or impossible
to do this. Sometimes we know only the S%bbabilities of certsin events. From .

) this knowledge it is scmetimes possible to find out about other probabiLit€?S$\\,/
In this section, you will learn atout a formula for P(AUB) .

' Consider again the spinner used in Section 5-2.
: A is the event “"red".
B is the event "Y" . Blue

j Let us write the probabilities for these events.
% 1. P(a) =
2 -
5 2. P(B) = .
5 2 P ="
z 2, P(AUB) =
1 ‘ , of
i, plANE) =
& -
. Q - o _
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It is easy to verify that these probebilities satisfy the following

p(AUB) = P(A) + P(B) - P(AUB)

4
4
3
T
2
2
5
2

Once egein,

Look at the gituation described in Section 5-1. In it,
there were 7T students. In the symbols used there,

A is the set of boys:
A = {Arthur,Bob,Carl,Dan} .
B is the get of band members:
B = (Bob,Dan,Fora} .

The set of students who go to the gym is AUB .
Consider a student whose name is selected at random from
the list of students in the class,

The probability that the student is a boy is P(A) .

5. P(A)

6. P(B)

7. P(ANB)

8. P(AUB)

Notice that

it is true that:

P(AUB) = P(A),+ P(B) - P(ANB) .

For this very simple example, the probabilities can be found easily by

counting. Iet us look at a situation in which we cannot count outcomes, In

these cases the equation is very useful.

Suppose, for example, that a principal says:

7’

"% of the students in my school are boys. fs of them are boys

3
20

who play in the band. In all, = of the students in the school

play in the band."

S it e a0t

s e

s




do not 97 Ve know how many students attend the

ido, do not5
school. &
do not 10. Hence, we know the number of possible
' (do , do not)
- outcomes of the experiment "select a student at
random”. (Remember, "select at random" here means

"select in such a way that all students are equally
likely to be selected™.)

-I;Iowever, we can consider probabilities of‘,events assoclated with this
Pt

experiment.

Suppose we ask: What is the probability, if a name is chosen at rendom,

11. If A 1is the event "name cf-r‘c‘b'}', and B* is the

event "name of a band member", then we are looking b

that it is the name of either a boy or a band member?

E3
3
B
&
%
&

t
I
H
x
.
i
¥
I
4
i

P(ANB) . for P ).
% 12. We know: P(A) = H .
< . '2% P(B) = H
B 1_]2)' P(ANB) =

\B- P(ANnB) 1is the probability that the name belongs to a
and student who is a boy who i3 in the band.

1. In this case, can vwe use the formula !
P(AU B) = P(A) + P(B) - P(ANB)

to find P(AUB) ? !
{A] Yes {B] You can*t be sure

Though we don't know the numbers of outcomes involved, we,
can use the formula. P(A) 1is the sum of the probabilities
of the outcomes in A . P(B) is the sum of the prob-
abilities of the outcomes in B . If we add P(A) and
P(B) , we hove asdded these, but some probabilities are i
|

added twice. 1In fact, each outcome in ANB 1is entered

twice. If we subtract P.ANB} , we have loft exactly the

ERIC 67
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sum of the probebilities of the outcomes in P(AUB) .

Hence, we can use the formula

p(Au B) = P(A) + P(B) - P(ANB) . ’ .

[A] is the correct response.

In the Q;eéeding example, we asked the probability that, if &

'a name of ‘a student is chosga:at random, it is the name of

either a boy or a band membter.

s
Lt )
Hhosd? ot @ d sk 5 0

15. Using the results in Item 12, we hzve
P(AUB) = . [HinpkT Use Item 1h.]

SUdy

i 11

3

s s?

We worﬁed through the preceding example very carefully., The reasoniﬁg
uged there can be applied to any situation. It is always true that if A

and B .are any events,

.

P(AUB) = P(A) + p(B) - P(An B)

The reasoning is suggested by the diagram below. Event A is a set of

outcomes; event B another set of outcomes. (The weights hanging on the

. .
A bl
e T Y st b dad o

" dots remind us that a probability “has been assigned to each outcome. We do
not need to know what numbers belong on the weights to follow the reasoning )

16. Recall that P(A) 1is the sum of the probabilites sf
P(B) ihe out~ mes in A . Similerly P( ) is the sum of
the probabilities in B .

© 63




If we add the probabilities of the outcomes in

£l

the probabilities of the qutcomes in , we have added those

in twice. ' By suvtracting P(ANB) frem P(A) + P(B) , we get

exactly the sum of the probabilities in AUB . But this sum is P(AUB) .
Note that our reasoning is exmctly like that used in Section 5-1, Items 1, 2.

v

vihw e

Experiment:
: -}
Throw a die.

Let A Dbe the event "a number greater than 3

NI SR

4 Let B be the'event “an even number".

Iu this case we can compute directly, by coun.ivg equally

1likely outcomes:

17.

o

10.

19. P-\(AnB) . (Note: ANB = (4,6))

-
o}
Lo 1

20. P(AyUB)

WM GO V) O

P(AUB) is the probability of throwing an even number

or a number greater than 3 .
{2,4,5,6) . AUB = { ] .

We can verify easily that again:

p(A) + p(B) F(AU B) = P(A) +
- P(AnB)

5-4. Probability of (AUB) for Mutually Exclusive Events

In Section 5-3, we saw: If A ,B are any events, then
P(ANB) P(AUB) = P(A) + B(B) - P( ) .

L is easy to use this res.lt to find F(AUB) if we
‘P(An B) - .know P(A) , P(B) , ang B( ) .

ERI
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In some cases, we know P(ANB) at once.

Again, we throw 2 _dice. Let A Ybe the event "the sum is

Vi mlver ot beaso

- 6" . Let B bte the event "the sum is 7 . We will find

the probabillity of throwing 6 or T. 4

o 3. P(A) = .
;325 3. B(A)
B or% L, P(B) = .
N (See Items 9, 10, Section 5-2, if you weren't sure.)
o .
exclusive 5. In this case events A and B are mutuelly R
o 6. P(an3z) = . R .

s e 6
Z+E =3 7. .Hence, P(XUB) = tg -

’ -~

Of course, you might have found P(AUB) by simply counting outcomes.

This example illustrates = general rute. IZ A and B are mutually

lown ! euna 3 ki oL

exclusive eventis, then

IS :
% E
empty 8. ¢If ANB is the set, then :
5 , R
< p(auB) = pa) = P(2) . : '
'év . . 3 . t
S - a. Drawing a jeck and drawing an ace from a regular deck
o are of cardc mutually exclusive events.
: (are, =re not) *
B ’ ‘
) 4 1 5 - . \ 1 en < <
: 55 1 OF [T 17, Pligen) = . !Tiere are ©2 Zequally likely |,
sunaimes, and L ol them sre in the event "jeck".)
. L 3 . .
£ i = o tlane) = ° -
. = s OF 3% 11, #ane) = .
- 7= -
2 ’ .
- - “fane ox o) - . °
- 13 : E— :
> - - B e -
Nos
; s
+ -
& o? .
‘ ¢
—
O . .
« ) .
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1-. Suppose you wich to {ind the ;.otahility of getting
at lesst one head when twd ooins are tosced.

~re following reasoning and decide whether iu 1is

correst. "D crataiility or getiing hesd on o the rirst
. win o= The prolatllley or pevding b 11 »n the
cecsni oin s = . The rraterility of petting head
s ot tea cvrey fs =+ = " This reasoning is
wool P33 e TLer .S Py = 1e T Soning 1

8" iInrorrect
e s : - - ;
e I *hic reasaning .ere correct:, we would conclude that the
sr
3 protarili=y »f gesting =~ leas- one head is 1 . This is
¥ s
z 2le:»1 incorrect, 35 (8] is the response you should have
srocen. The error in the reasoning comes f{rom the fact that
’ neal on -he Tirst coin znd head on tl.e second coin are not
mutually exclueive events ’
2 F're~3 on Sirst or hezd on second) =
: ' ®'head on rirst) + P{head on second) :
: T 'rendis '.-'\_.2:_1 1_32
; -:.e.1o0n~o~n;-2 2-1’-!3-.
H <
- L apigte. o - £ e ) zo
- The provatiilt, o ~ 2 oten & with wWo dize I I if you
N 3
- throw tuwo d.2e, wrnt .o “ug pr o:n2blllir WP mot throwing 6% Trink ebout this
pefore wou £ on.
Yoo couzxd e - L :
- ] ,
. * roo- - ;— - -
3 -t - N S . e
Tor ot e e erent Yo
1 - - Lo i
P
[ - - 0 ’ - .
masually . Ve e E Sl 5 ches
0 n
. ’ PN - 3
. U v - T o, L s 1{¢)
‘,1 (.) - e —
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» You may have

arrived at this result by a different kind of reasoning.

You may have thought: ) - ///'—“‘

36
1
36

%

‘18, Wnhen you throw 2R dice, there are equiall
likely outcomes. Each outcome has probaﬁil ty .

19. outcomes are in the event "sum 6" . ..The.
prdbability of this event is .

20. The remaining outcomes -- in all -- are in the

event “sum not 6" , so thé probability of this event
is .

2 {

not occur is

Ao

!
This example’

jllustrates a generel result which is very useful. Iﬁf///

P(A) 1is the probability of event A , then the probability thet A does

1 - p{a) .

S A diagram maskes the reason clear.

outlconmes

I3

p{A)

O

ERIC

Aruitoxt provided by Eic:

21. Event A’ is & set of

The putcomes no% in A {outside A in the diagram) are
those outcomes which result when event A does not occur.
(This set is sometimes celled the complement of A . Some-

- imes we call this set event not-A.)

22. Recall *hat the sum of the probabilitles of all the

;ossible ou' ~omes is

.. Eesall, ‘oo, trat tne sum of the probatilities of the

rireomes in A is  P(

vl




e R e P A R
G N e . T
.

kA

‘ 2k, Then it is clear that the sum of the probabiliﬁieé of

R

A
’

il 1 - P(A) " the outcomes outside A- is -
e . _—,
*  does not 25. 1 - P(AJ is the probability that A

{does, does not)
. . pceur. .

Notice that the event A and the event not-A are always mutually

exclusive. No outcome is ih both.
. o

.
»

26. If a batter!s probabflity of getting a hit is .3,
i then his probatility of not getting a hit is .

Chipd s Fu

27. If the probability that & student passés a test is
. .55 . .45 , then the probebility he fails is . s

Dk

28. If the probability that a certain manufactured article
is defective is .0Ol7 , then the probability that it

.983 is not defective is . -

0

Ten coins are tossed. What is the probability that at least one shows

2 head?
A
10 TN . .
2 29. You recall (Section 3-2) that there are , out-
: comes for this experiment. s
I 30. Only one -- all tails -- fails to show at least one
: head. Thus the probability-that there are no heads
: 1 1 < *
10 7 °F 102k . i
31. The probability of at least one head is consequently
.1 o
1l - To3% » 1- y O ,
ol
- 102 .
We have seen in the chapter that it is easy to compute P(AUB) if you “ ‘“5/

know P(A), P(B), and P(ANB) . Cuppose we know P(A) and P(B) . If A |-
and B are mutusily exclucive, then P(ANB) =0 . VWhat if A and B are
not mutually exclusive? Can we otill find P(ANB) from P(A) snd P(B) ?,
The answer is - sometimes. e will leern more sbout P(ANB) in Chapters 6

and 7.

Aruitoxt provided by Eic:
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‘55, Exerclses (Answers on p. 131 )

‘ 1. Which of the following peirs of events ere mutually exclusive?
(a) In tossing e coin: throwing heeds; throwing tails.
(b) In throwing e die: throwing en odd number; throwing a8 3
. (¢) In throwing e die: throwing g 63 throwing a 3 .

2. During the past 10 yeers, @ teacher of eighth-grade mathematics has .

teught 16CC students. In this period, he has given A eas & finel
grade to 132 students, and B as e finsl grade to 508 students..
Based on these deta, whet is the probability that @ student selected

rapdb e wrpwres s h Ay

¢ at rendom will receive either en A ora B

¢

3. Consider a geme in which youw get 1 point for throwing a number which

is even or greater then 3 .
(a) Aré§the events "number is even" and number is greeter than 3"

-
’

m%;ually exclusive?
(b) What is the probebility thet on eny toss of the die you get @ point?

-"“‘:3 b
iy "

x

-4, In e beg there are h red, 3 white, and 2 blue marbles. One marble

PN LE AR LS LA ¢ My

is picked et rendom.
(a) Whet is the probability of picking & red marbtle?

(b) ¥hat is the probedility of picking & white makble?
or a white merble?

e P A

(¢) What is the probability of picking either a red
(4) What is the probability thet the merble- picked/is neither red nor

white?

cats, canerie

5. In e neighborhood pet show there are 10 dogs, 8 3 s

and ,6 rebbits. Each pet is Owged by & different \person. A prize fis

to be awarded by drawing at rendom the name O from the set of

entry blenks.

() Whet is the probability that the winner wi ;
cat? - o

(v) What is the probability that tne winner w111 nov. be the owner of one

5f7the four-legged pets in the show?

'

Aruitoxt provided by Eic:




6. The dial of a spinmer is red,

>

% blue, % yellow, and black.

L
2
1
[

The pointer is spun once. -

{a) What is the probability that it stops on eii;er red or blue?

(b) What is the probability.t.at it stops on ier yellow or blue?

¥

) 1. The gum machine‘has Jjust been filled with iOOéi%alls of gum of assorted
colors; there are 25\ red,ﬁ 154 black, end 5b§ each of yellow, green,
and white. The balls are mixed throughly so that the chance of getting
any one ball is as gcod as any other. If ‘you buy one ball from the
machige, what is the probability that you get: -

(a) a red?
.(b) a yellow? . (—*:9 .
(¢) either e black or a green? ) (’/~
8. fThere are 3 hoys and 2 girls in g grous. Two of them are chosen at
rando& to buy refreshments for a party.

{a) In how many ways c&n the cLoice be made?

(b) How many of the pairs consist of two boys?

(c) How pany pairs consist of zwo girls?

(d) How many pairs consist of one bo& and one girl?

(e) What is the probability that two boys are selected?

(£) What is the probebility that a boy and a girl are picked?

(g) Wnat is the probability that at least one boy is selected?

v

9.3 Bight girls are to help with refreshments et a party. Seven of them are
chosen at random to bake cookies. The remaining girl, plus four others
chosen at random from the cookie-bakers, are to make punci.

(a) How many girls will bake cookies only?

{t) How many will make punch only?

¢) How meny will do both? .

d) If Mary is one of «the eight girls, .hat is the probability that she

both bakes cookies and makes punch?

67

~2
2]

- ERIC
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10. At a, certain boys?! camp there are 22 Dboys. A1l except 6 of them swim
at least once a_day. WNine boys swim in the morning, 11 swim in the ,

afternoon, and no one swims at night.

(a) If X 1is the set of boys who swim in the mcrning and Y is the .

. set of boys who swim in the afternoon, XUY is the set of those
boys who swim every day. How many members does XUY contain?

(v) XNY .is thé set of boys who swim twice a day. How many members
‘has XNY 2 ’ |

(e) Thén how many boys swim only in the morning? How many only in the
afterndoon? « . —_—

Pactres A4

{a) If the name of one camper is picked at random, what is the prob-

123

SN ability®that the name drawn is that of a boy who swims at least

- R
ST L ke daTE oo

once a day. -

ERIC ‘
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Chapter 6

P(ANB) , THE PROBABILITY OF A AND B

Experiments .

1. In & previous experiment we used a box containing & féd, a green, and &
§Ellow marble. We shall use the same equipment for the following
experiment.

" Draw a marble. Replace it. Draw a second marble. Record the
colors of the two marbles drawn. (For example, if the first is red

and the second is yellow, record RY.) .
o - Ve s P
Repeat the steps sbove until you have recorded 20 pairs of colors.

, How many times was the second color red? green? yellow? What

did you expect?

2. Suppose, ih the experiment above, that you had not replaced the marble
before the second draw. You are .still to record the color of the two

marbles drawn. Would, you still éxpect to get the same sort of results
as beforet Decide on your answer first; then %ry the experiment until

you have recorded 26 .pairs, and see what your results are.

' Were your results consistent with your guess? ‘Is. there any reason
to believe that one color is more likely than another?
Frr the first of the experiments sbove, meke a guess as to the probability
of drawing red on both draws. What is the probebility of drawing red

RO SR i AT R DS AT U G B SV
- 3 O ; NI ML
.

=
T

on both draws in the second experiment?

k4

Read the discussion of both experiments on page 122 . -

1

AT
ARSI
.

6-2. \Probability of ANB: Some Examples

In the first experiment, we had three marbles in & jar: one red, one

green, and one yellow. We drew one marble, put it back, and drew a second

marble.

Now we are interested in "color of first marble gnd color of second

marble". The following tree diagram shows all the 50551ble cutcomes:
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Of course, there is another, and easier, way to

to find the probability of red on the

second drav.

2
=

w|+

We are not surprised to get the same numter for P(E}

got in Item 3.

First draw

Second draw

R

R —G

- Y ’
R

G G

. Y. .

R

Y G
Y

1. The possible.outcomes are RR, RG, RY, GR, GG, Y,
, and ___. They are equaliy likely.

U A 2N
13
5. The.outcomes in the event\ E : 'red on the first

draw!', are RR,

3. P(ES = l;l , or .

9 — -

— s

fi\nd\ P(E) . If we want

first draw, we can forget all about the

4. We cen think of E as the event "drawigé\g red" in
the simpler experiment of merely drawing one marble
from the box. For this experiment, the possitle

outcomes are R, , and .

5. P(E) = . \

in Item 5 as we

0

Similarly, if F is the event "yellow on the second drav",

we can computle P(F) in either of two ways.

-

0. We can think »f =11

(how manyi

+

Tree diagrim.”

70 18

outcomes snown in the

i
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equal spaces marked 1, 2, 2, and k.
?
L Py
' Suppoce that A is the event "heads on the penny" .
Let R be the event "spinner stops on U".
1 . R
= 1i. Then I{A) = .
L ; (a) - _
IIl‘- B 1. PFB) - .
1 e . . :
T 15, Tre rrots:rilit; tha*t btoth A and B occur is .
= 15, CSneo again, .e obgerve: P(ANB) p(a) - R(B) .
=y
Q 1
ERIC 7
WJ:EEE ¢ 9

iy Ve PR g A LRe X

f.

7. We can think: We get "yellow on the second draw" in
out of I3 outcomes.
(how many$
8. Hence P(F) = % , or .
’ We can also think: The possible outcomes of the second

Py

draw are R, G, and Y
2. Hence, at once, .
P(F) = .

>

k2

-

.

1

and all are equally likely.

Look back at Item 1, where we listed
a marble, replacing .t, and drawing another. Suppose we wish to find the

the possible outcomes for drawing

4

10.

The only outcome which is in both the events "red on

the first draw" and "yellow on the second-draw", is

P(red on Tirst ard yellow on second) =

P(ENF) P(E) - P(F) .

\ T

Notice that in this case

probability of the event "red on the first Jdraw and yellow on the second draw".

.

Another similar

Let us toss a penny, and then spin 2 polnter on a dial divided into four

exarmple will help you to see & pattern emerging.
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If you had trouble with Items 13 - 16, or if you were not sure, continue

‘ § with Item 17. If you did not have trouble, you may omit Items 17 - 2h.

A tree diagram showing the possible ‘outcomes is:

Toss Spin

»
i

From.the tree diagram we see that the number of

possible outcomes is .

18. A 1is the event "heads on the permy". One outcome
in A is “H1"; list the other outcomes in A .

’ b . A

P(A) =

B is the event "spinner stops on 4'. Then B

includes two outcomes, H4 and

:

P(B) =

Since A {H1,H2,H3,HkL) (Item 18)
B = (H4, T4},
we see: The only outcome in ANB is .

The probability that both A and B _occur is

We can use the results of Items 19, 21, 22 to check:

K

P(ANB) pP(A) - P(B) . #

v e o, s 5 sk bl

As we have seen, it sometimes happens that

p(AnB) = P(a) - P(B)

But does this result elways hold?

80
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Let us return to the second experiment in Section 6-1. In it, we drew

a marble but we did not replace it before drawing a second marble,
v~

In this case, what did you expect? Before you go on, think! Is_the
probability of the event "red on the first and yellow on the second" the same
as ‘in the first experiment? 1Is the et of equally likely outcomes the same
for both experiments?: )

Read on, to verify your reasoning.

This time, the treexdiagram showing the possible outcomes

is:

GR, GY, YR The possitle outcomes are RG, RY, __ , , _ , ard
YG. All are equally likely.

The only outcome in the event "red on the first draw

and ycllow on the second dravw" is .

3

The probability of red on the first draw and yellow
on the second is £ Mat is, P(SNT) = -é—'- .

If S is the event "red on tht first draw", the out-

comes in S are and . 9

P(s) 3 .

The outcomes in the event T : "yellow on the second

. draw", are and .

I
P(T) =

P(s)

p(s) .p(r) . [Recall that r(SNT) = %.]

This time the protatility of red on the first draw and yellow on the
second--P(SNT)--is a numver different from the product P(S) - P(T) .
3
ERI! 81
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6-3. Independent Fvents$ Some Preliminary Ideas

In each experiment in Section 6-1 we were concerned with drawing two

marbles from a box. .

On the first experiment we replaced the firsttmarblq?before drawing the
second. In this case, it seems natural to'say that the two draws are indepen-
) dent. If we know, for example, that the result of the first draw was red,
this knowledge does not affect the probabilities we assign to the possible

second draws. \5\-///

In the second experiment, in which the.first marble was not put back, we
recognize that khowing what happened on the first draw has a bearing on the
probabilities assigned to the second draw. In this case the two draws are,
not independent.

ywj Mt
,

IOy I

We wi}l find that & precise definition of independent events is a little
mdie complicated than this simple example would sotggest. However, in certain
experiments that involve two actions’ -- like throwing a die end then spinning
a spinner, or drawing odne marble and then another -- it usually is easy to rec-
ognize independence., In such cases, we feel intuitively thaQ_Egg/ﬁvents aré in- |

. depexdent when the occurrence of one does not affect the probability of the other.

-

In each of the following experiments, compute P(A), P(B), and P(An B)

Decid\ whether A and B are independent.
-

Experiment: Throw a die twice.
Event A is 5 on the first throw.

Event B it 3 on the second throw.

P(ANE) =

A and B independent.

{are, are not)

Aruitoxt provided by Eic:
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S Expex:iment’: Toss a penny and & die.
« | Event A 1is head on the penny.
X Event B is 3 on the die.

z 5. B(A) =

% 6. P(B) =

‘1}2' g 7. P(ANB) =

are 8. A and B independent.

Zare, are not)
Experihent: We have a jar containing 5 marbles, of
i which 2 are red, 2 are green, and 1 1is blue. We
3 draw a marble and then draw a second marble without
< replacing the first.
¢ Event A is green marble on the first draw.
- Event B 1is green marble on the second draw.
2
%\ 5 é. 9. P(A) =
: -§- 10. P(B) =
2, or = 11. P(ANB) =
. are not 12. A and B independent .
Iare, are not) .

If you had trouble with Items 9 to 12, examine the tree on‘pegé 16 apd
complete Items 13 to 18, If not, omit them. In making the tree, ve think

- of the two green marbles as Gl’ G2 . Likewise the two red marbles are

I

called Rl, R2 . .

] |

El{llC 83
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First Draw . _ Second draw
- . G2
G 1

’
o)

o
A

R N S T S L

{ 3
RO

20 13. There are outcomes, all eqdally likely.
i 8. - i 14. Of tkese, are in the event A , "green on

8 . 2 . 1"t -

55 °F 5 g e first draw". Hence P(A) = .

88 ‘,2 . 15. There are outcomes~n \the event B , "green
— = W' ' = .
130’ or 5 on the second draw . Hence (,B)

2 16. There are outcomes in ANB .

c1 _
55 15 | Hence P(ANB) = . B
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Expe}iment: We use the same jar of marbles as in

Items 9 to 12. (2 red, 2 green, 1 blue.) We drav a
uwarble, replace it, and then draw a second marble.

BEvent A 1is red on the first draw.

BEvent B 1is red on the second draw.

£
i
B
tod
he
[
.
B
£
[3

¥
i
2
7
L
&
)

R
5

Noheaan w

17. ©(a)

e

18. P(B)

1}

ny IR\
B

19. P{(ANB) =

Ty

are 20. A and B independent.

iare, are nots

-~

21. Two dice are thrown. The event "even on the first_

EREE e s
T e

die" and the event "0dd on the second die" are

T\

{A] mutually exclusive.
{B] independent.
{c] tvoth.

{D] neither.

P

3

If we know that "even on the first die" has occurred,
. ’ we do not change our idea about the probability of
"odd on the second die". Hence the events are indepen-
dent. Both can occur {(as in the throw (h,3)). Hence
the events A, B “are not mutually exclusive. You

should have answered [B]. -

We have observed a number of examples in which the formula

P(ANB) = p(A) - P(B)
!

’ is true. We have observed, too, that in 211 the examples where the formula .
holds, we feel intuitively tha* knowing whether A has occurred does not

influence owr thinking abhcut the prouvability of B . We have called events

A, B for which the formula Lold:c independent events, noting that our examples
fit ow eQery day usage of "independent". 1In some situations it is not
‘evident whether two eveni: are independent. Independence will be discussed
further in Chapter 7.

ERIC 8
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Since this experiment involves spinning twice, it seemsfTreasonable to

see whether nur formula for independent events ap&lies.

9. We reason that "red on first spin" and "red on second
are spin” independent events.
(are, are not) #
%‘; 10. P(red on first spin) =
Il; . 11. P(red on second spin) =
. ¥
,l; . 11;; '1'16 12. P(red on both spins) = P(RR) = __ * __, or
# ' )
13. Similarly, we find - g
%-%,or% p(RG) = __ - __, or
X
%'K’Orl P(GR) = ___ - __, or __
q
%'%,orfg p(GG) = __ - __, or

If you check, you will find that these values for the probabilities '
£1t with Items 7 and 8. : -

; 14. Moreover, if the probabilities have these values
\
e then N
1 P(RR) + P(RG) + P(GR) + P(GG) =
Once again we observe that the formula
P(AN B) = P(4) - P(B)
,eppljes where A, B are independent events..
In each of our earlier examples in tfhis chapter, we could begin {y
forming a set of equally likely outcomes.' However, as just illustratefd, we
_méed not always begin with equally likely ‘outcomes .
Q
;
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6-5. Another Example of Independent Euents.

Exemine the spinner shokn here.
One~fourtih of it is red, one-fourth
is gré€en, one-fourth is Llue, and one- Blue AN Red
fourth is yellow. The region for each
color is divided into three smaller
regions of equal area. Of the three,
‘ one section is labeled X, one Y,

and ohe Z.

If we want to find P{red) on Yellow Green

one spin we can, if we like, ignore

the letters. ‘ ) 1
<
1. We can think of the total set of equally likely out-
yellow comes as {red,green,blue, .
% ‘ 2. We see at once: P{red) =
e .

4
However. if we want to find P(X) of'one spin we can ignore the colors.

We need only note that the three outcomes X, Y, Z are equally likely.

1
O

We could ave found P{red) and also P(X) by considering the set of .

1 -
3 3. P(X) =

12 outcomes ({red X, red Y, red Z, green X, green Y, green Z, blue X,

blue Y, blue Z, yellow X, yellow Y, yellow Z} ..,.All of the outcomes in this .
set are equally liKely. . R
3 3 . There are outcomes wheré the color is red.

- ihow‘manyi i
1 [ P - .l = *
T , .(red) =35 .

td

it A. There are odfbomes wvhere the %etter is X .
1 - .\
= P(X) =
3 RN,
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what is the probability of getting 8 red X on one spin? ,/w\

! 1

N

b 8. We might think: The event redfX has ~
L {how many5
outcome(s) .
1 ( #
- P =
15 9. P(redNX) .
P(X) "10. Observe that P(rednX) = P(red) - .

- In our previous examplet of independent events, we had two actions (like

throwing a uie and then spinuing a spinner, or tossing a coin twice). Here

o b
Y e s Ee S 0

“Wehhayg\gg;y one spin. However, it still seems reasonable to regard X and
red as independent events. 3
Here is why.
Suppose we spin the spinner. \
% 11. Our probability of getting X on the spin is\ ,
: > i
: % because the X regions cover of the spinner.
é . o v /
B . o Now suppose we spin, without looking at the spiunner. -
‘ -~
Suppose someone looks and tells us that we got red.
, . 12. We continue to feel that our probability of X is
% H % , because the red X region covers of
the red region.

Knowing what color was spun-does not change our idea of the probubility’
of X. Hence'the'situation egain illustrates independent events. Agaiﬁ'we .
can use the formula:
[ .
p(AnR) = P(A) - P(B}. :
" But now consider this spinner,
where the red Y region is % the
area: Suppose ve spin it.

’

. . Red X Green

S 82 J0




. T oy
1 . s 13. The probebility of spinning Y is .
i . ——
- ‘ 14. Suppose we spin, without looking, and someone tells
P us that we have spun green. With this knowledge, we
1 .
say: We judge the probability thet we have spun Y
0. : f to be .
15. Wefeel,.in this cese, that spinning green and
are not spinning Y independent events. )
Zare, are not)
\ 16. Notice that:
% . P(green) = L3
1 . ’ :
e P(green Y) = .
# 17. P{green Y) P(green)P(Y) .
o . = .

‘{b) What is the probsbility that both wi'l stop on green?

In the next chepter we will leern more +bout this kind of situetion.

Exercises ) ) (Answers on p.133 .)

You toss a coin twice in succession. Let A Dbe the event that a teil

1Y

shows on the first toss of the coin. Let B le the fvent thet e head -
shows on the second toss. A L.
{8) Are events A and B independent? Explain. - ’ L.

(f) Find the probability that the coid will show teils on the first

toss end heads on the second.

The four The six
] sections sections
Green Red are equal, Green White are equel.
\\fii\\~_ White Red Red

Both pointers are made to spin.

(a) What is the protability that both will stop on red? .

(¢) What is the probebility that the poirter for A stops on white/and
|

the pointer for B scops on blue?

3 9 1
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If you have a bag containing fjve black marbles and four white marbles,
what 1is the probability of drawing two white marbles from the bag if

one is drawn and then replaced before the second drawing?

In problem 3, what is the probability ofyérawing two white marbles if
the first one is not replaced before tﬁg'second drawing?

Assume that each time a child is born the probability of a boy is

1 -
and. of & girl is = . o

-

(a) If a family with two children is selected at random, what is the
probability the children are a boy and a girl?
(b) What is the probability that the older is a boy and the younger a
girl?
(c) Wnat is the probability that the older is a girl and the younger a
boy? ' }
(8) If this family have a third child, what is the probability that it
» will not be a girl?

6. On a baseball team, player A has a batting averpge of .320 ané
player B's batting average is .280 . Both pla&ers,come to bat in
the seventh inning. Assume that "hit for A" anh *hit tor B" are
indeperdent events.

(a) What is the probability that both A and B/get hits in the
geventh inning?

(b) What is the probability that either A, of B, or both, get hits
in tﬁe inning? -

John and Jim were born the came year, and each married at age 21. Use
the Actuaries Table of Mortality, p. 48 of Chapter b4 to find the
following probabilities:

(§) The probability that John is alive at age 70>

(b} ‘The-probability that both John and Jim are aliljve at age T0.

('¢) The probability that at least one of %hem is_#live at age T0.

In each of 2 laundry bags you have-some socks) not sorted into pairs.
In one bag there are 5 btlack socks and 4 bl&% socks-~9 socks in all.
The other bag contains 15 socks, of which 7T are black and 8 are
biue. If you pick one sock from each bag without looking, what is the
probability that:

(a) bvoth are black?

(b) bvoth are bdblue? J .

{¢) one i black an /zhe is blue?

.J, /
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Aruitoxt provided by Eic:

There sare 5 30cks, unsorted, in a bureau drswer. Of these, 3 are
blue and 2 are green. If you-‘reach into the drewer in the derk and
take out 2 socks, what is the probability thet:

(a) both sre green?

(b) both are blue?

(¢c) one is green and one is blue?

. '
* A certein problem is to be solved by 2 men, A end B . The probability

that A wiil solve the problem is , and thelprobability thet B will

solve it is f% . Assume A end B work seperstely, so that the events
involved are independent.

{(aj Whet is the probebility thet the problem will not be solved?

(b) What is the probability that it will be solved by A and not by B ?
{e¢) What is the probebility thet it will be solved by B eand not by' A
(d) What is the probebility thet it will be solved by both men?

{e) What i¢ the probability thet it will be solved?

The followxng problems review ideas from eerlier chapters.

/
“When 6 coins are tossed, what is the probabxllty that at least l head

will be obtained?

There are 5 sticks. One is en inch long, one is 2 inches long, and
so on wp to 5 inches. A‘person picks up 3 of these sticks et random.
Whet is the probability that ke cen form @ “riangle with them? Remember
that the sum of the lengths of eny two sides of e triangle must be
greater than the length of the third side -

If two dice ere thrown, what is the probability thet the sum of the

faces is either odd, or less then 5 , or both?

Four ~ards consist of the ace and king of hearts and the ace and king of
spades. One card is picked at random.
(a)' Whet is “he probability that the card is eithej an ace or e spade?

(b) %bat iz the prcbebility *“hat it is either an age or a king?
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Aruitoxt provided by Eic:

15.

Of the 15 boys in homerocw 107 of Smith Junior High School, 11 signed.

up for noontime intremurel Lusetall and 8 signed up for noontime intre-
murel basketbell. Two signed up for cafeteria work and cennot participete
in noontime gemes. Every boy in the room has signed vp either for
cefeteria work or for one'ocr both of the sports. If Bol is a member of
homeroom 107, whet is the probability that he

(8) signed up for~baseba%l?

(v) signed up for basketball?

(¢) signed up for either baseball or basketball?

Q) signed up for elther bdseball or cafeteria duty? ..

A spinner has 2 colors, green and yellow. Green is twice as likely

as yellow. Find P(green), B(yellow).

Y

A certain experiment has 23 »outcomes, A, B, C . A is twice as likely
as B, and C is three times es likely s B . Find p(a), P{B), P(C).

-~
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- Chapter 7

~

CONDITIONAL PROBABILITY

T-1. Ao Experiment

Here is e spinner which we have seen before., The red X, red ¥,

green ¥, end blue X regions ell have
Red the same srea., The blue Y region hgs
twice the ares of the blue X region.
- Blue «
X
reen

We wish to conduct 100 trials of ihe experiment "spin the spinner" end .
to record the results -- both by color snd by letter. You may either
(2) build such e spinner

QB_ ol
. (b) read below. .
z Note that for our spirner: P(red X) = %
3 ’
3 P(red Y) =%
1 .
P(green Y) = Z
: P(blue X) =
] %
. P(blue Y) = %

Is there eny experiment thot you have slresdy performed in which the

probebility % occurs?

Look baJk to the experiment of Section 1- 5.

For & throw of & die there are six outcomes, each witn probebility 3
[
< ‘Suppose we regerd "S5 or 6" as e single outcome. Then }

i
B

ERIC 95

Aruitoxt provided by Eic:
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T 2 c——— red Y

! B(1) = ¢
g} B(2) = 7
B(3) =
1
P(4) -

P(50r6)--=%=13“- . .

Thus you é§ uce your record of throwing a die 100 times to simulate
100 spins of a spinner. (To simulste is to imiteste, to meke conform to the

same laws.) . .

You simply metch each number thrown with a spinner outcome, as follows:

.
~ -

l ————eeep red X

«

3 ————— green Y
-} ——— blue X

5,6 ——————a hlue Y

Thus if the first 5 numbers in your die experiment were 43553,
you would record:
blue X, green Y, blue Y, blue Y, green Y

Before analyzing your record, it is interesting to see what results might

P

be expected. ,

Exercises (Ans~ers on pege 136 .)

By thinking sbout the spinner (or the die) you should be able to determine
the following probgbilities, and enswer the questions. ’

1. P(bi )=__{_. !

2. P(X) .

3. P(blue X) = .- 1. -
No?e: P(blue 2) is the seme as P(vlue and X) .

L. TIs it true that P(biue X) = F(brue) * P(X) X |

5. Are the events "blue" ard "X" independent

i AN

6. P(green) = . | N

.

88
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T. Are "green" and "X" independent events?

POIAREpIE R,

8. Suppose we know that the spinner has stopped in tne rvd region. With this

knowledge, what is the probability thet the spinner shows X ?

TR ) et ees

D
f
O

Are "red" and "X" independeut events?

%
e
X K
v Questions on the Experiment
. Using your record (eitler for the spinner or for the 100 throwe of e die),
23
H answer each of the following. (Cur results ore on pege 123 .) .
1 #* - -
£ 1. d%at fracticn of the spins are red X ? 1red Y ? -green Y ? Dblue X ?
) blue Y ?
- -

2. What fraction of the spins are X ?

3. What frasction ~f. spins ere red 7 blue 7

5. Exemine only tncice spins thut sre blue. whot frecticrn of these are X 7

1
(2N
.
b=

s the answer 1 5 apprcximately the some &S the enswer to 2 %
. Examine only thcse spins thet are red. What fraction of these are X 7

8. 1Is the ancwer te 7 oppreximetely the came oc the answer to 2 2

Cad -
T-2. Introducti.n
) Sometimet during tie co.r - on egperim-nt We reccive partial information
- which csuses uo t. r 23n.l: @ war judgment sbout ihe probability of some event.
Suppose & frien. - - *3 = playing aari st rencom from o regular 52-card
deck ., P

1. Tre prelatility et tee oara gelescted i & spede

-

[a0) (WA
-

R F
.

3

Ny
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#
A e povidea by enic

52

1.

52

13

13 . 1
'5-%, or iy

9

Once agein, e friend selects a cerd at random.
we Judge the probebility of a spsde being selected, the
has selected e black cerd. Stop and think. With this informetion, is "speade"

2. To obtain P(spade) = é we reason as follows:

Every one of the 52 cagds is equelly likely.

»Our*set cf outcomes has & elements, each
{how many) .
having probesbility . Since there ere
13 spedes, the event "select o spede” consists
of elements.
{how meny)
Hence P(spade) = . sl

more likely then before?

13 ?
®

26, 13

has

gregter

This tjme, however, before
end tells us thet he

3. Ressoning as before, we conclude thet, since the cerd is
black, the probability of & spade, given thet the card}is

+ L
blackf is 2%+ Oor 5 -

We shall write P(spade; given bleck). in place of "the

probability of e spede, given that the cerd is black".

4, We know thet our set of possible outcomes now contains

only elements., are in the event

{how many) (how meny )

spade?

5. The informetion that the card is black

(hes, hos not)

caused us to change ouvr judgment of the probebility of

the event spsde.

6. DNotice thet P(spasde, given black) is

{less, grester)

/~then P(spede).

We could express our results of Items l-4 as follows:

The probebility of selecting a :pade et rsndom from a 52-cérd

deck is % . )
The probability of selecting a spade st rendom from & 52-cerd
deck is % , given thet the selected card is bleck, because we

know that the cord is one of & certein 26,

90
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Here is another

[1)2J3Jh)5)_6]
1

Now for a slightly more complicated

o

As before, e friend selects & card.

that the card selected is red.

This time he tells us

7. P(spede, given red) = .

8. Notice thet, in this cese, B(spade, given red) is
then P(spede).

{less, greater)

Suppose our obliging friend, after selecting a2 cerd et rendom,

tells us that he has chosen an. ace.

9. P(spadg, given ace) = .
10. In this case, the additionel in rmstion

{does, does not)
resuit in a change in our judgment of *he probebility

that the card is a spade.

axample.

1l. The set of possible outcomes for.the throw of a die
is {1, }.
12. The probsbility of getting a 4 is e
13. A die is"thrown. Suppose somesne whispers te us that en

even number is showing. The set of possible outcomes

is now .

14, The probability now thet we heve a 4 ig .

4!'c),uite 8 difference!

cese. A class consists of 15 boys

end 10 girls. Four of the boys and three of the girls ere left-hended. One

member of the class is selected et random. -

L
%
L3
>

RIC

5, TN

15. P(boy) = .
16. P(left-handed) = .

17. P(boy and left-handed) = .

91
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Now! .

18. P(left-hended, given thet a boy is selected)

i

19. P(bdy, given that & left-hander is selected)

-

If you enswered Items 18 and 19 correctly, skip Izems 20-25.

20. There are boys.
21. Of the boys, are left-handed.
{(how many)
22. F{left-handed, given thet e boy is selected) = .
23. There are left-handers in the class? ‘
. (how manys v
2Lk, Of the left-handers, are boys?
- how many .
25. P(boy, given that e left-hender is selected) = .

In our examples of this section we have encpuntered situations in which

we were asked to determine the probab%}ities of events ¢ “ter some information

was received. That is, we determined probebilities subject to scme restriction

(or condition) on the set of outcomes. Probabilities such as P(boy, given thet

2 left-hs~der wss selected) ere known as conditionsl probabilities.

®

26, Some coins are tossed.

"exsctly two heads show".

Let E be the event e

Then P(E)

is O

cannot be determined

If two coins ere tossed,

is correct; for three coins

[B); end if only one coin is tossed, P(E) = 0 . [D] is
the correct response. We cennot determine P(E) until we

know the set of outcomes of which E 1is & subset.

Ttem 25 serves to remind us thst all probabiiiti~s sre in & sense "con-

ditionel”. TFor a perticular case, If
and if E is an event, we have written

P(E, given S). If the set &

about whet is meant by P(E).

-

is the set of all possible outcomes
We could have writien

i understood, then there is no confusicn




Review Items 11-1k. Béfore the die is thrown the event "b" is one of six
equal%y likely outcomes and hence P(k) = % . After we learn that the die
shows an even nuriber we sre led to consider a reduced set of outcomes {2,i,6}.
With reference to this new set of three equally likely outcomes, P(k, given
even) = % . ‘

In the exsmple about the left-handed students (Ttems 15-19), we begin by
selecting &t random one studert from & class of twenty-five. Our set of possi-
ble outcomes has twenty-five equelly likely elements. Cince seven sre left-

4
handed, we have P(left-hsnded) = e When we learn that a boy has been

>
selected, our esttention is focused on & reduced set of outcomes which has 15
equally likely outcomes. In this reduced set there are only 4 members of

the event "left-handed", hence P(left-hended, given thet a boy is selected)

- -
i
A diesgram for this situetion is the following.
[ ] [ ]
[ ] [ ]
4

[ ] [ ]
[ ] o [ ]
[ ] [ ] ] -

25 27. There are * students, so our fyll set of

25 outcomes .S 1is represented by dots.

When we think of P(left-hender), we think

. o . . .
e . o
. . . »
. . .
. . . .
: S
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A FuiToxt Provided by

. N\
29, We think about the event "boy and left-hanied" es e “
subset of the set "boys’. {
y . - \
53 P(left-handed, given that a boy is selfected) = . .
= : ¥
In a genersl case, we are interested in en event E of some known set of ,
possible outccomes £ . If some informstion lesds us to consider, only some N
reduced set of outcomes, F , we then wish to find P(E, given F). The ’
guestion arises: Suppose we know ' "
P(E), P(F), P(ENF) (Note: We ere given S.) . - -
Cen we determine P(E, given F) ?
{
For ell our examples, the enswer wss "yes". It seems ressonable thet
a general method (& formule) might be developed. Perhaps we can use our
example of left-hended students o help us guess at & formul:. ‘
}2‘55’ ' 30. Plboy) = = . (Item15)
£
% 31. P(left-hended) = . (Ttem 16)
N ' . ‘
= 22, P(boy end left-handed) = - . (Item 17) 3
?-5 - . I i

i
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3 33. P{left-hended, given boy) = . (Item 18)
' 15 7 4
How ney we (arithmetically) use =) B B in some
feshion to obtain % ? Yoy might try edding, multiplying,
etc. . -4
Did you happen to notice that
i :
= W 2.4,
15 L D o
- 25 e .
S 3%. For this case, . )
.i“' - R
_%L} , P(left-hended, given boy) = P(b°£~f’"d Left ﬁhanded) .
¥:°  -P(boy) P( )
1 i |
i‘ Notice that in Item 34 we do not use P(left-hended) = %
: et alll
%& Does e similar method work for P(boy, given left-handed) ?
. e 36, From Item 19, P(boy, given left-hended) = .
’ Can you use -‘-2% , F‘j s -2-5— to obtein ,E"?- ?
; -37. Of course!
B k4
. % ]
: s U
. l' H
¥ Notice thet, in Item 27, we &id not use P(boy) = 55 at alll
E
[N
23, We ht seen (Item 37) ,
' . P(boy sna left-hended)
P(left-hended) P(boy, given left-handed) = — .
P( ° )
39. Would you like to guess at a general formule now?
Items 35 snd 38 should lead you to guess:
If E and F are events, then
P(EFF) , : _ K )
-W I(E, given F) = —ﬁ-—)—— .

=3

e
B

W

¥
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%
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In Section 7-3 we will develop the formule of Item 39 on & more generel

-

Before going on, it is convenient to introduce a notation. Instesd of

P(E, given F) we will write:

N v

P(E|F) .
This is read "the conditionel probsbility of E, given F".'

E 1is the event in vhich ve are interested. - F 1is the reduced set of

outcomes, Since F 1is a subset of S, F ,is also en event.

given

» conditionsl; X |L41. P(X|Y) 1s the

P(R|T)

L be

left-h
is selected. ‘ .
% b, P(L|P) = . (Item 18)
number .
P(B|I,L 4. P(_| ) 1s the conditionel probsbility that o boy is
selected, given that & left-hander is selected.
N
7 L6, P(B|L) = . (Item 19)
{number)

3’3 Aruitoxt provided by Eic:

SRS B .

. Y !
4o, P(A[B) 1is "the conditional probebility of A B".

3 e .
probability}of , given Y.

L2, is the conditional probsbility of R,(given T

v

Referring to Items 15-19, let B* be the event "a boy is selected",
the event "a left-hender 1s selected".

- .

43. P(L|R)" 4s the conditional probability that e

ender; boy is selected, given thet e * ‘

.

Notice that P(B|L) # P(L|B) .

L7, 1f P(E) = -;- , then P(E|E) =

(a1 (1 3 ;
[B] © (D] You cen'’t tell

P(E|E) 1s the probebility that E occurs given thet E
oceurs, For exsmple, we toss a coin. ILet E be the event
"heed". Someone tells us we got "head". In this case we
ave sure. P(E|E) =1, so [A] 1is correct.
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(Answer on pa.ge 136 .)

~(’v“ -
~.Exercise
. Suppose S has 10 memberé, ell equelly likely.: Suppose E has &
> members, F has 3 members, and ENF hes 2 members., Draw a'n
,-’,.é‘p}mpriate diegrem. Find P(E), P(F), P(ENnF), P(E|F),, P(F|E).

. “\ riment
In your cless, determine the number of right- end left-hended boys and
girls. Pretend that.one student is to be selected ot' rendom. Let B, G, L,

R have the obvious meanings. Find 3
(a) P(B) (1) B(B|L)

(») »{c) (3) r(GlL}
e (e) P(L) (k) P(B|R)
e (a) B(R) (1) P(c{R)
s,g.,“;,
5 (e) P(BNL) *(m). P(L|B)
N (£) P(BNR) (n) P(L|G)
S (g} ®(GNL) (o) P(r|B)
& (h) P(&NR) (p) ®(R|G) .
=
Hi .
: If it 1s not convenient to determine right- ov left-handedness, teke L
5 to be the set of students sitting in the left-hand row of seets in, the clacs-
f room. R would then be the set of ell other students. For e discussion of
£
» this experiment, see page 124 , -
: .
£
% 7-3. A Formula for Conditional Probability
;‘ . . We saw that, for our exemple of Section 7-2,
oA P(BN L)
a BeIL) = gy -
\‘%’::
We shell try to discover whether this formule holds for all ceses, We
el
3? ... begin with another exauple.
;’% Suppose thet a set of outcomes, S, has six elements a, b, ¢, d, e, I,
L * The probebilities of these outcomes ore shown in the following diagrem .

e
1

Event E = (b,c,d) . Event F = {c,d,e}. 'We are interested in P(E|F).
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probebilities of the elements of S is, of course, 1.
of the

& o

- The sum of the
That is, P(S) = 1.
probability of S. |

Outcome d, for instsnce, accounts for

10

R
I0" 16

3.0

1. 10 ° 10

P(E) =

of the probasbility of S.

S

Eveni., E saccounts for

Ay }
2. ¢P(F) = - i

1 4

2
Eg , since ENF = {c,d]} .

KENF) = 5

10 . °

F,

Since we wish to compute PéE[F), our attention is directed toward
the reduced set of outcomes. If we are given that F has occurred, then we

are concerned only with outcomes

¢, 4, e,

5

) .

I

3 fx,*_h“o’u.-__‘ R

e




/
6 O )
#
< = b, Ite ) = st
X 15 s From Item 2, P(F) ™ (given ~% )
a ' 5. 'The total of the probvebilities sttuached to outcome
6
T3} c, d, e is . .
K Troct Ton) . : *
. Outcome d, whict asccounts for E of the probasbility
of 5, accounts for é (or é) of the probability
; F of _
e 3. .
: ) e 10 3 _ 1
: Notice that '__6_ =z 3 -
. 1¢
] —}—- . -
—:%L = % M. Outcome ¢ acccunts for of the probebility
15 {frrction)
- of Y. .
2 ot 4
: _ :
0 -1 8. .imilsrly, outcome e sccounts for of the
— 3 : {Zraction)
10 . proba. 1lity of F.
Ty 3 l 1-
We mey thirk of 59 T T U8 the probabilities of
¢, d, e relutive to F.
1 3., heding, we huvd ,l . ;l— * l .
Iet us dx?éw # pew divgrem, riteching mmters to ¢, 4, e that indicete
their provet ilitlec (weighic) rlative 1o F.
ETT——
Q)
5 ENS \ ‘
/ ~
!
;‘
At J
R "
- ERIC ,
1 A i Toxt Provided by ERIC
A . 107 .




10. Complete the following table.
. - (1) (11)
Outcome Provability, Probasbility,
given S given F /
1 :
c -
1
. D s —
1
d z
' e -
L4 * — ———— .
* . \
#* Comp'are your table with the one given telow.
3 (1) (11)
. Outcome Probability, Probebility, -
given S given® F O
k3 1 l
. - . 10 3
3 1
: ‘ d 16 3 ‘
o 2 1 1
5, e — - i
;ég;i 10 3
‘:;; Hotice that if we multiply the entries in column II (Item 10)
v - ¢ *
for ¢, d, and e by E we obitain the ccrresponding entry
7 [}
{ of column 7J.
1 . - " 1 v
0 11. For ¢ T .
j. - 1 .o L . i_ =
) l2. For ad : 515 °
z 1. 6 ¢ 2
_ 4 ™ . — =
%; 3 10 1<, For e : — ' 10 ic
3:{.: % © ¢ +?
‘: vhy 1= T important?
? We are interested in F,
3
5 6
) - 1 {w) = . N ot
; 5 1. P{F) ) (given )
7
TR Q 100
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% ﬁ 3] :}&g}g@h&y : wf
»:’:‘i‘%a -
By
.,_f‘,t 4 —— , .
’é.i:: Of course, we uSuallir start (as in this exemple )} with the
,:;; - ‘entries in column I. - )
e\ ¢ s
%:; . 15. For outcames c, d, end e the entries in column II
TSN
;"‘,‘3‘:, \~6- o are’ obtained from those in column I by dividing by
S 10
1‘":"‘1‘ . N o
E S T ,
Sl 3 . 16. For c: ~—7—= . .
e —
? ; 10 .
B 3 v
Wl . 10 -
B = For ‘a4 : —2- = '
;S:{" 3 17. .OI‘. d : ,—E . e ;
}6::‘—‘1‘ , 10 .p'
i o
<2 | el e
A 18. For e : 1. .
G 573 8. F e T —
NN 10 . 10
;" :_ - . 6 .
i P(F) 19. Tl ), . (given St) "
- .
: , -
We begen with the problem of computing P(E!F). Thus far we have
a3 examined the reduced cet of outcomes, F. We have attached new probebilities
i td the outcomes of F. These new probabilities are cbtained by dividing the
Jorfginal probabilities (given S) by P(F).
; : R ¢
L . At Jast we are ready for P(E|F).
o . E = {b,c,d) , F = {c,d,e,f)
‘ ’ 20. Since we are confining ourselves to F, we are
' interested in those elements of E which are slso in <
ENF F. These elements are those in the se‘t E F-
A (u,n)
e,d . «|3L ENF=fc, . )
) / e2. Considering ENF es an event in § ; ,
b 2 - 3.0
poom =5 - | BENR) = Rl
; " . |23. considering {c,d} as en event in F ,
Fo0h 2 R 1.1 3 ) . :
g 9 p PEIR=zeg=T ,
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is important o notice (recalling Items 19, 22, and 23)

L3
ENF) " X0 _
P{F o

10

RTINS

r

the conclusion

(1)

The argument hay pe repeated for any set of outcomes , S
-- provided P(F) # ©.
P{(ENTF)

events E, F

P(E|F) if we know

We nave gone thrroughr thic exsmple quite corefully acnd we have reached

. : 1oy YP(ENF)

(EIF) = —IF) -
end for ezny
Trus, (1) is 2 formula for finding
end 2(F).

4

2k,

[
i3

n formula {1) involves division
(30 % -
ty which is never permissitle.
tre remeindér of the tex:, we shell acsume:. if we refer

¢ reduced set of outcomes, its probavility is not O.

<3-twe of our exsmples of Section T7-2. (You

)
“C--9 of Zection T-z.)

-]; 2

2

3

rooNT

l J

et ¥ te the event "Z", F ‘e event “an even number
Liowe”,

- 4
. Pr). . .
. PlEnr) - o

plenF) B
- ot SN e .
- :‘1{ - ) - \_.?rﬂ‘— - ——1.— - . (‘.ee Tten Ul,
= s

Cection T-2.)

“




A card is selected at random from a regular 52-card deck.
Let E be the event "spade”, F the event "ace". .
1 -
53 29. P(EnF)
4 o .
5~2- -1 30. P(F) = —5-2—' .
1
E gz
11; 31. P(EIF) = IL;,('%—) = f = (See Item 9,
= 52 Section 7-2.)
3
e Notice that B(E) = &, P(E[F) = 2
. R c nat ) =5 2=y
= 32. 1In this case P{E) P(E|F) .
\=)
The following exercises are provided in order to give you practice in
using formule (1).
: =
Exercises (Answers on page 136 .)
g “i. I P{E)=.2, »F)=., PENF)=.l, find
() P(E|F) (¢) P(Flz) .
2.”1f »(A): .2, ©2(38)=.2, PANB)=.16, find ‘
() P(4]B) (¥) P(B|A)
. 1 -7 1 . 1 .
. 3.1 P(X) =54 HY)=p, PxNY)=z, ‘find
& (e) P(xlY) ) P(¥]x)
l <
g ho I P(A) = .2, P@3B)-.2, PLNB) =0, find .
i (e) P(alR) (v) P(B]A) ‘
v 5. If P(E)=.7, P(F)=.5, PEIF)=.6., find
(e) P(ENF) () P(EUF) (Hint: Use result of 5(e).)
- 6. 1t P(E)=.4, P(F)-.b,. P(EUF)=.6, find
(2) P(EnF) (v) P(ElF) ‘ (¢) P(F|E)
7. Suppose E and F are mutually exclusive events; what may we soy sbout
,P(EiF) 7 P{FIE) 2 (Hint: Cee Exercise 4.) '
. 8. Suppose L is a suvse* of F ; wnat mey we say sbout P(E|F) ¢ P(F|E) ?
N 103
&) . I 71




7-k.

Review and Exercises
. ) 1. P(A|B) means "the conditional probability of
A, given B . ’
conditional 2. P(BJA) means "the probebility of
B - given A".
‘ 3. The conditionel probabilit& of X given Y 1is
<+ P(x|Y) written as P( )&
4., If S is the set of all possible outcomes, then
P(E) P(E|S) . .
=
%f 5. The conditional probability\of E given F -is ‘r_xég_‘ -
P(F) =0 defined if PB(_) =0 .
B P(ENF) ) _PC_ ) .
: F , 6. P(E|F) = T .
I — ~
T
i 7. If E and@ F are mutuelly exclusive, then
EXT I
g 0 (since . §P(E|;~j) = .
P(EnF) = 0)
"P(ENF), P(F) 8. 'P(E|F) 1is the retio of P{ ) to P{ . ).
iy 9. If P(EY£A0, ©P(F)#0, then
' (1] P(E|F) = P(F|E)
(111 P(E|F) # P(F|E)
’ o {A] I is 2lways true.
3 (B] 'II is elways true.
[€¢] Either I or II may be true. !
For ;nost of our examples and exerclses {II] has been true.

Exercise 6, Section 7-2, shows that fI] may also be true,

h -, [c] is corregt . g

a
)
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It P(E)£0, P(F)#0, then ' o
e (11, R(z|F) < B(E) . o
oy (1] P(E|F) > B(E) : *

f {111} B(E|F) = P(E) .
) (Al III 1is always felse. |
- {B] Any of the three méy cccur.
[C] II is never true.
(D] I is always true. - -

?: Review Items 6, 8, 10 of Section 7-2. kB] is correct. %
Those special cases where P(E|F) = P(E) ere discussed in ;2
S ’ Section 7-6. : : ( §
W . ;
5u? Exercises (Answers on page 138 .)

e ) =

EE_ 1. A letter is selected et random from the word "sbout". What is the .

iilpr prﬁbability of selecting:

ﬁéif “ (a) a vowel?

%b (b) an "o" given that a vowel wes selected?

fig’ " (¢) e "b" given that a vowe]‘ was celected? .

Z; - {(d) s "t" given tast a consonent was selected? )

g' 2. Avred and a éreen die are tossed. Whet is the p:obability that: )
g {2) the sum is unéer H

(b) the sum is under

o

given that the red die shows a 2 ?

58 Lt e

[~
o
5
(c) the sum is under 5 given thet the red die is 5 ?
5

»(d) the sum is under given that the green die shows an odd number?

3. S - \ -
’ 5
. ’
d
S = (e,b,c,d,e,f,g,h,i) . ALl outcomes sre equally likely. Find _
(a) P(E) , o
. () P, . ’
(c) P(EIF) ) -
(@) p(FlE) . _
i .
5 ‘ 105
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Consider the spinner shown here. Esch of the 12 smsll regions hes the

seme area., =

Sy ees e

N
R '
F ‘ > ‘é» ;:%‘t

2 .w:é‘is‘f( ‘

AL
(o

s

»
ot
2

St

o
H
=
o

o

y
. Y i
SB g e
Shoanisk §3R

Find \
(a) P(Red) (e) P(Rea|1) ' (1) P(White|2)
T " (v) P(1) _(£) P(1|Red) (3) P(h|Red)
e »(c) P(Reanl) - (&) P(2) : (x) P(Rea]odd)
ggg%;%j () P(Blueu2) (n) P(2|white) (4) P(whitelb)

M
:
e %‘}‘
A
K

123
TN
\S)|

There asre 4 bells in 2 box: 2 black end 2 white. Balls are drawn

fi,‘“ out in succession and kept out. Any bell in the box hes the same chancé

_.‘:;,( .of being drswn as sny other. Bl means black on first draw, B2 meeans N
g \ bleck on secend, 132B3 means black on second end third draws, etc., G
'f?‘ Pind ithe following probabilities:

e N /

S (s) BE(B,|B,) |

i (b) B(B,|b.8,) .
(c) (B W) ,

» (a) P(w1|132133)
gf.% 6. The diesgram shows a set, O, of outcomes end the probebility of each a
. 2

ng outcome. Eyents A, B sre indicated.

g

o S v
a,

t

LA -~ :
£, *
%« . > N
&

o

Pegie

£

pey ’
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(e) P(AUB) ;
P(A) (£) Pp(alB) .
P(B) (g) P(B|A) ' :
P(ANB)

% T. *An analysis of the success of weather forecassts for.a 200-day period

¢ in a certain city shows - ) N “:
Wet Dry 2id
. L Day | Day 7
# ‘ Forecast: Rain 30 20 3
. -z
Forecast: No Rain 30 -120 %
The table is to be read as follows: t.heré were 50 days for which rain f{g
‘was predicted. Wet weather (rain) occurred on 30 of these deys, etc. %
. \ H
Iet R b» the event "rsin predicted”, . :
N be the event "no rain predicted", f
W be the event "wet" (i.e., it did rain), ¥ )
D be the event "dry" (i.e., it did not rain) . e r
;‘ e (8) A picnic is planned for a certdin day. The weather prediction is i
é;i. "rain". What is- the probability that it actually is & wet day the # :
f;‘?j day of the picnic? . , \ .
S;,L . (b) ‘One day it was actually raining. What is the probasbilify that the
:%; ,. forecast was.'"rain"?
i;\ (c) Find P(D|N) end interpret the ensver.
i (a) Find P(N|D) eand interpret the enswer. '
¥ TB. A poll-taker obtained the following results wiiep he asked teen-egers end
, edults their reactions to a certein TV program: x
Z’;; 2>5% of those im:erviewed wvere teen-agers . ,
:Z:%h 60% of the teen-agers e?,joyed the program
2 20% of the adults enjoyed the program. i
D* (By sdult we mean someone over age 19.) .
?i*; ." If we choose, at random, one person who was interviewed, what is the prob- ‘
i;%% a ability that the person is: ) ! 5‘%‘
o (a) an sdult? .
— = (b) an edult who liked the progrem? . ., i
5 #

(c) =& teen-sger who liked the program?
(d) . someone who liked the progrem?
7(e) soreone who liked the program,. given that the person is a teen-ager?

(£) en a&ult, given that the person liked the program?
R AN T SNV .

‘
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T9. The method end reascning of Exercise § have serious epplicetions in meny

Pields. Here is an example from the field of medicine.

2

If a person hes a certain disease, then & blood ‘test will reveal
that fect with probebility .90 . Unfortunastely this test, like meny
others, yislds "false positives". If a person is healthy the test will
falsely indicate the presence of the disease with probebility .05 .
Suppose further thet only 2% of the populastion has the disesse. A
perszon, chosen at random from the population, is given the test. The
fésg shows "positive". Whet is the probebility thet the person is,

s, in fact, healthy?

A

17-5. Speciel Exercises

In this section we present three problems in which you cen use your
knowledge of conditionel probebility to discover the correct solutions. The
problems are of speciel interest tecsuse tle'snswers seem tO be contrary to
one's intuition. Try to guess the answers tefore working tlie problems. See

the discussion on pege 143 .,

|
1. A new femily is moving into the neightorhoou. You lesrn that}the family
consists of e men, wife, end two children. "
(2) Lecking eny further infrimetion, what is the probebility thet both
children are toys? ) *
(b) A friend tells ycu that he met ufe of the children and thet it was a
boy. Vith thie new infonﬁation, what is the probebility that both

1

ckildren ere boys: (Clearly, the ocutcome "two girls" hss been
ruled out.) .

{¢) Your friend supplies the »dditional detzil thst the boy he met is the
older child. Does this knowledge chenge your judgment rf the prouebil-

ity of "two toys"«¢ ) -
h

v

2, Consider a "deck" of fcur cards - ace of spades, ace cf heercs, king of

spades, hing of hearts., Two cerds sre chusen at rendom,

) (e) Whet is the probability thet the two cards are both aces?

(b) If you kncw that et leect cne ace has Leen celected, then
P(two sces|at least one ace) = 7
(c) -Does it meke any difference if you know thst one of the two cards

selected is the ace of spedes?

o 103
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59 3. This one is a bit harder. Three identical begs contsin, respectively,

- #
two vhite, one white and one black, two black marbles. A bag is selected

A
\
< g

R

at random. (The other bags are set aside.)
{a) What is the probability that the bag selected contains two black

O L B 1
[

iars
&

marbles?
(v) One marble is drawn from the bag and it is black. What is the
& probebility that the marble thst remsins in the bar is 2lso black?

#

# - T7-6. P(E|F) = P(E)

SRR AR

,‘S;?f’- % -r@

]
In several of our examples (Item 9, Section 7-2; Item 32, Section T7-3;

%: .+ Exercise 2, Section 7-3} we heve encountered situasticns in which

§ P(E|F) - P(E) .

’ let us see another example, Refér to the spinner of Section 7-1.

i

;ﬁ Blue ’

For this spinner

B 1. P(x)= . .
: 2. P(X|blue) = .

3. So, P(X|vlue L P(X). ®
S: ;N i:, ;’ .

/
\

”
~,

h$efore the spinner is spun we judge P{X) = ;7 . After the spin, if we =
é learn thet the spinner has stopped in the btlue region, we still judge thet the

f’g probability of X 1is :3]1 (In symbols, P(X[blue) = %= P(X).) To repest,

. our judgment of the probebility of X is not affected by the knowledge that

i ) the si):lnner has stopped in the blue region. This is the seme type of state-

} ment that was mede in Chep.er 6 -- event "X" is independent of event "blue”.

In general, P(E|F) = P(E) means that the probebility' of E is tine same
whether we refer to the original set of outcomes or to the reduced set: F .

N

2 Q 109
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e

Hence, P(E|F) « P(E) is » msthemsticel stetemert of "E is independent

Tof F' .
. 2
N We have learned (Chapter 6) that if E is independent of F , then 4
P(EAF) = P(E) - P(F) . Let us seec if we may obtain this same result by
» sterting with P(E|F) = P(E) . ! ;
& L. For the spinner we have teen discussing ‘s%
o’ l -
. 3 P(bllXE)\= . ; ¢
e . L PX) = ..
ge .3 . — %
Hay z ! P(X|blue) = g
fw; % |5, Trom our formula for conditicnel probability, we know §
% P(Xnblue _[:a_’]_
-3 P(iie) | Pxfolee) = Freie "
=3 : 6. Since P(X|blue) = P(X) we may write
P(XN blue) p(x) - B(Xnblue)
P P{blue -
g:) )
_ii; 7. Using the numerical velues of Item 4,
£ 1 _ P(XNblue) . P(Xnblue)
3 i [ ]
2
g . 8. Therefore
- 1,1 X 1 !
;:; » -3- 3 P(Xn b.Lue) = 3’ =z .
:1' A
E% 9. Look gt tlie spinner., What fraction of the spinner is
Eo. z both X and blue?
‘
¢ For the general case, if
K
A P(EIF) = P(E) ,
59?' .
§ then
£ ’
£ P(EN F) |
kal =
- PE) = 0wy | 4
;' . . -
g and .
¥ P(ENF) = P(E) + P(F) . |
|
2 ' ]
% &
W 1ub | 8
S P, . _ . e 4 —— ~ PN _,‘-Akaﬁ’
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dent events.

We heve seen thet if P(E|F) = P(E) ,
thet P(ENF) = P(E) -
We would hope so, since this would agree with our previcus ideas sbout Indepen-

B(F) .

then E

Is it slso true thst F 1Is independent of E ?

is independent ¢f F end

Let us w3sume that P(E|B) = P(E) .

P(E) - P(F) 10. Since P(E|F) = P(E) , we know P(ENF) = .
11, Now, by our formuls for conditional probatility,
P(ENF) p(F|z) - DENF)
REY N w—
{fgain, you recall thet ENF = FNE .)
1z, Substituting P(ENF) = P(E) - P(F) from Iten 10,
we have . g
: p(¥) . D
P(F) P(F|E) - ‘(-)P :-(F) . ]
13. P(F|E) = P(F) wmeans that event F. is independent of
E event
To summarize: Y
if P(E|F) = P(E) , then ¢
(8) P(F{E) = P(F)
(t) ¥ snd F ere independent events .
’ t
(¢} P(EnF) = P(E) - P(F) . ™
Here ere some familier examples.
A cerd is to te selected st random from & regular 4Z-cnrd
dec:‘.:
% 1%, P(spade) = .
f% 15, Place) = .
%- 1. P(spadelace) = .
1 1 1
== (=" 73 7. P(s =
52 ( o 13) 7 (spude snd ace)
13, 'The event "z spade is selected” end the event "an ace —
independent is selec-ed"” are events.
L3 : Y
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! A die is thrown. N
1)/ - 3
z/ 15, B(2) = } \ ;
2 - \ b
5 20. P(less ..sn L) = . (There are three outcomes.) ° ?
% . 21, P(2{less than U4) = . Z
are not 22, "2" and "less than bL" independent events.
. {ere, are not) o
" H
1 23. P(less then ul2) = . . . )
24k, Two dice are thrown, one green, one red. Let E be - %
the event "green die shows aa even number". let F s
be the event "the sum of the faces is 9". a 3
_-- f{A] E 8snd F are independent events. °
£ :
‘%‘f%: - [B] E end F are not independent events.
B J
2 /
g}r « Here is e case where the enswer is not in%uitively obvious.
:“;‘3 Of the 36 possible cutcomes, 18 ere in E, 4 in F. -
o Furthermore, exactly 2 are in ENF. Hence R :
= 2
¥ : ¥ 1
ky o) = = = E) .
5 P(E|F) = - = 5 = R(E)
& 3%
’;{% [A] 1is the correct response.
fgu
. Exercises (Answers on page 146 .)
;z;* 1. Two dice are thrown, one red and one green. lLet A be the event "sum is
- 10" . B is the event "sum is 7" . C is the event "red die shows &" .
¢ Find -
: (a) P(ajc) -~ (e) p(ciB)~
o (v) P(2[C) (r) P(B|A) \d
(¢) P(4]B) (g) which pair(s) of events ere independent
' N (a) p(c|a) s (h) which peir(s) of events are mutuslly
i - ‘ exclusive
z "7 20 Using the notation of Exercise 1, find
¢ (a) P(AUB) (v) p(bUC) (¢} Plauc) ——
o . 112 -
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In Chapter 6 you worked meny exercises in which it was "reasonsble" to
essume that thé'e'.'ents considered are independent. For i:he exercises that
follow, it i3 interesting to guess whether the events are indepéndent. After
guessing, compule the appropriate conditional probebility end state whether

"
“.  the events are, in fact, independent.
. 3. ‘Two dice are *hrown. Event A: Ytoth dice show even numbers. Event B: the
Ly .
sum is 8 .
4. The Smiths have three children. Assume that "boy" end "girl" are equally
likely for each child. Event E: the family includes children of both
- sexes. Event F: there is at most one girl.
E
, 5. The Robinsons have four chiléren. Events E snd ¥ are as described in
s Exercise L, ’
= .
& " 6. A number is selected at rendom from (1,2,3, ... ,12).
i
7 ¢ = (2,3,k,5,6,7) , D = {6,7,11,12) .
E}? 7. Three points P, Q, #nd R ere placed et random in a line. A is the
i event "%:I.s to the right of P", and B is the event "R 1is to the
;’ 4 rient of P ]
x , .

3
~

8. - Able Batdter has'made 10 hits out or the last 100 times at bat. On
160" of these ¥imes st there were one or more men on base; he hit
safely on 50 of these 160 times st bat. Able Better now comes tg the

.

Plate; H is the event "He gets a hit", and R 15 the event "There is

8 runner on base'.
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APPENDIX

0dads

. . b 1 ]
We often hear such expressions as: '"the gdds are 1 to 1 that s coin

vill fall heads", or "it's % ta 1 ageinst a die showing 6". ‘

»

These iwo examples should éive you a hint as to the relationship between
the \'odds in favor of en event" and the "probebility of an evemt".

The odds in-favor of an event E are simply a to b, where a and b
are any two numbers in the ratio of P(E) to P(not-E). (Not-E, you recall, .
'is ‘the.event "E doec not occur®.

For example, if the probab:ility of E is , 80 that the probability of

.

2
3
not-E is %, then the odds in favor of E are -32- to %— or, more aimply,

2 to 1. (They are slso 10 to 5 : etc.)

¢ Evidently, if the odds in favor of sn event E are s to b, then the
odds against E -- that is, in favor of not-E -- are b to a . In the pre-
ceding illustration, the odds against E are 1 to 2.

Exemple 1. Two coins are tossed. A is the event "two hesds". What are the,
odds in favor >f A ? What are the odds against A ? )

WY C VGG AT et g9 A
h o
‘k / "
.

L)

L [1. »a) - .
: 3. 2. P(not-A) = 1 - P(A) = .
f 1 ) 3

n ¢ 3. The odds in favor of A are to -, or

1l to 3 .

3 L. The odds egeinst A are to 1.
7 The odds are 1 to 2 in favor of two heads on the toss
H of twe coins, send 3 to 1 ageinst, 1
M

%

e e

We know that if two fractions have the same denominato , :l.en the ratio of
these fractions is the same as the ratio of their numerators. 'l'hgrefore it,
for eny event E , we are givern P(E) end P(not-E) as fractions with the
same denominstor, then we can immedistely state the odds in favor of E . We
simply read off the numerators.

e .
A 1 Tox Provided by ERIC
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i
%

1

.

&
P

v For example, theirstio of tay 3 is the same as the ratio of 2 to 1
: (the ‘odds in favor of E in the illustretion st the beginning). The retio of
(. ni
B %- to % is the same as the ratio of 1 to 3 {the odds in favor of A in
- ' ) ‘
55;:' Exemple 1), * .
%“_‘ - ‘ e 1
Exaniglé g.’ A die ic tossed. B i< *the event "2 number greater then £". What
20 are the odds in favor of B ? 'hct are the odds ggainst B ?
e ,
?‘b' * ? Ll @ W \ *
& 2 - 4
N 5. PB(B)=¢, P(not:-B) =%
& L
5:; . N - 6, The 0odds in favor of B are z %o g )
L or to 2,
24 or to 1.,
7
1 7. The odds against B are to 2. ¢
Example 3. GSwal King's batting averaée is .325 . YWhat are the odds in favor
of C , a hit his next time at bat? The odds against U ? T,
385 3. P(C) =
675 9. «P(not-C) = . ’
(40 10. The odds in favor of C are 325 to s
13 ' or to 27 .
’ I
a1 11. The odds agsinst the hit “%re to 13,
&
2 or approximsately to 1.
Tan integer)

If we know thet P(E) = p, then the odds in favor of E are in the ratio

< p to q,
we find P(E) 2

where ¢q -1 -.p . Cuppose we know the odds in favor of E ; can

.

Suppose, for a certain spinner, the odds in favor of red

ar¢z3to 2 .

Then the ratio of p to

3to2 12. q 1s N
% . Hence P(red) & -
- \
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If you had difficulty, réread the discussion following
Item 4 and complete Items 14 to 17.
4 .

14. We wish to determine two fracticns, p and gq ,
where D - q - . *

15. Moreover, we wish these fractions to be in the ratio

to .
- . 69

» From the eerlier discussion, we see that it is simple to use

-

7E;Aand 2 es the numerators of our fractions. Our task
then is to find & denominator (the\same denominator for
- both fractions).

16- P*q:%+§=3+2=ﬂ

- da a

e

i7. But p +q=1, hence we wish % =1. Therefore,
d = ~

18, Finally,

p% q—% ,

In genera%; if the odds in fevor of E are & to b, then
a -

Exercises

1. Two coins re *ossed. Wéft are the odds in favor of throwing both a head
and 2 tail?- What are the 2dds asgainst?
2. A die’is thrcwn. What are the odds in favor of threwing a prime number?

Against?

2. A die is thrown. #hat cre the odds in favor of throwing a perfect square?

Againgi?

b, Jimmy's caetting averzge is .20C . ‘What sre the odds in favorof a hit
his next time at tat? Afgainst? ’
5. , The tesm ctonding of homeroom 205 1s  .750 . What are the odds in favor

.

of the team's winning their next gsme? Of losing?

6.  Another common expression is thot's certain event is a "50-50 bet". How
may this te interpreted in terms of probability? (NOTE: Come people even
say that "the odds are even"!)

N
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7. Bill tells John that “"the chences are 10 to
methemptics quiz tomorrow. Intervwret this as a probability stetement.

-

1" that there will be a

4

8. A man is willing to give cdds-of B to 3 that the Dodgers will win the
If he thinks this is a fair vet, what is his judgment of
probability that the Dodgers will win the series?

World Series.

9. ‘I§ the odds against an event are 7 _to % , whot is tre probebility of

7

&
; the event?
<

1
~ e

Answers to Exercises

1. In favor:
-2. .In favor:
3. In favor:
4. In favor:
5. In favor:
6

. "50‘50” o
P(event) =

7. By "chances" Bill mesns "o0dds".

‘chances are
h
8:‘ 7
)
9- ‘ﬁ-
[
- ,
g
:
Q

1
1
1

1

3

r
1
-2: .

to 1. Ageinst: 1
to’1l. Against; 1
to 2. Ageinst: 2
to 4 . Against: &
to 1. Against: 1

[=]

-

5C:50 “is the seme ratio as 1 to 1. Hence,

means that the probability of & test is

9 to 1.)

llq \ 3

d "’

10
P(quiz) = o -
.90 ,

* {Notice that if Bill °
he should say that the
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DISCUSSION OF EXPERIMENTS .,
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.ggggriment 15. )
Here are the résults obtained by the authors. . .
1. and 2. .
) 43553 5334 14166 © 53213 L6Ys1 1
54563~ B1353 35335 65536 6kl {M
43253 . 625k 53263 3323 21531 "
o of
2k131 64235 \ 26563 22522 21355 £
. Numbér on die face :
. 1 2 3 i 5 6
Frequency, first rqw n 1 6 6 5 3 2
Frequency, second row 3 1 T 3 7 L ?
Frequency, third row 2 5 8 L L 2
| Frequency, fourth row 3 8 i} 2 5 3 // -
‘ Toteal 12115 | 5| 151 21| 12
" ° | .
% M 3. When we throw a die, there is no reason to expect one face to appear more
o ’
= - then another. Hence we expect tnat out of meny throws esch number will
T ¢ ’
% occur about % of the time. This meens that in 100 throws we expect
% each number to occur sbout 17 . times. But only about -- it would be .
; quite surprising if our results were nearly on the nose.
? b, In this example, there ere two E}iples of like digits: the 333 in the
- third row and the 222 in the fourth. There ere eleven additionsl pairs:
Y e 11, a 22, three 33's, & Lb, three 55's, eand two 66!s.
% 5. There 1s one triple of succebsive digits in our example: the W56 in the
i second row. There ere thirteen additional pairs: two 12's, two 23%s,
% four 34's, three U5's, snd two 56%'s. You mey esk: are successive
e
; digits just es probable as like digits? ' .
z 6. Our trials yielded no gr up of five-of-s-kind. We have one, four-of-a-kind

ERIC

EAREA i Toxt provided by ERIC

(22522) and two threes-of-s-kinc.
¢
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Be .. : . ) a - I
. ¥

b; .
P 3 S,
g.. .
%g 7. This really is surprising! It could happen with &n ordinary die, but it
?x ’ is certainly very unlikely. This record rr;a.kes you suspect that sqmeone 1is
%’* using a die that doesn't have eny bW's, 5's, or 6!s.
Eow .
f,; .We will now tell you a secret. This row of numbers wes made up in the
5 following wey. Look &t the first row in oul tabla of one hundred throws.
g* ' ~
: Here it is: A
k3553 53340 14166 53213 L6k
: SN R I IR R R RS HiﬂH
. 23333 23322 12133 33213 23231
% C Ree~r
t What did ve do? )
\a
§ 2 When we savw a 4 , we chenged it to s . -
3 Eech 5 ~end 6 we changed to a
B i
s 7 - | But 1, 2, 3 we did not change st all.
We were pretending that the die had one face with 1, two faces with
(the resl 2, end the 4), and three faces with 3 (the reel 3, the 5,
1
and the 6). Incidentelly, of these 25 throws we have: fous 1's,
4 “seven 2's, and fourteen 3!'s. lidt surprisiflgi
s ’ Do you rememver.the die in"Problem 2 of Exercise 1-2? It hes & Al on

one fece, & 2 on each of two other faces, and '3'5 on the remeining

faces. This is the kind of result you'd 1find with suc’ & die. In feact,
if you didn't have one (you probably didn't), you.could do an experiment
‘about it anyway. You couid cinmply Ué’ﬂ:gn ordinary die, and call the L

"two" and the 5 and 6 "three", Just os we did ebove.

Experiment g_—_‘:

' 1. Qur }‘ecord waes
GRYERGE FEGYFY

\,reds, 3 greens, I ye.lcws,

We had expected euch cclor to sppear sbout the seme number of timec.

Twelve trials isn't very many. You msy want to* ry more. If you end
,

several of your clazsmates put your results togefher, you wi.l prehebly

L) 1 M !
£ind that,” in 8ll, stout = of the martles drewn are red, = are green,
1 . 3
and 3 are yellow.
~

12

e ‘ 127
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,WBBWWW waww3 ’ ' #

v

We got 8 whites and 4 blacks. We had expected about twice as ma.ny .

o o «
@ whites ag blacks -- but not necessa.rily exactly twice as, many. ’ 3
: . §;
. . 1<,
C . \ 3
T ' g 5
M (e d - R

: riment 3-1. s

. Experiment 3-1 ' R
e

Here.is our record: %

. " THTHT TTHHH IR ‘
« We got 5 heeds gnd. 5 'Gails! .Did you? It is more likely that you got
6 ‘of cne and 4 of the other, and slightly 3ess likely that you got 7

_and 3 . “You may have 'had some other result, but it is far less likely.

e S
e

L
.
il

2N

&5 il

[

Voo

Qur record: ‘ . \ ;
N T "
"4 - ‘
T H
N H 7 ) - %
) ) T ) H : “,ae“ -
T H 3 S semromr ™™ o i '
T, T . )
H T ) -
T T
g T H
;} We got no throws with 2 heads, seven with 1 head snd 1 tail,

-..
o

~three with 2 tails, Compare our results with yours., .
3. We expecl fewer throws with' 2 heads in our second experiment than throws
with 1 head in our first. One way to see why is 'co think: W¥hen T get .
heads on both c,oins, I heve' to get heads on the penny and on the dime.

But I%d expect thet about half of the times that I get heads on the penny
I would get t2ilé, rsther than heads, on the dime. (You mey have had
another way of thinking sbout this.)
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Experimeut 4-3.

(a) Tossing a rivef provides an example of & sitﬁation in which we have
no real way of determining the probsbility of "up" by inspection.
Certainly you would expect a brecad-head tack to fall "up" more often
than you would a‘loqg screw with e small heed. For a given rivet,

S
We

G

whatever guess you meke is not likely to be very sccurste.

guessed 20 "up" for our rivet. .

(b) We actually obtsined 9 “up" in S50 triels. : .
« (¢) oOur guess was not very good. ;
’ 'l?
+ (d) For our rivet: . i
" " - i & ,

P("up") = 5

 Experiment 6-1.

1. . (a) Our record of bairs of draws: '
RY RR GR GY YY GR YR RY RR GR
GY GG Y& RYGR  RY YY GG GR RG
The second color was red eight times, green four times, end yellow —]
eight times. We expected ebout 3. of each, There is nc reason to -
believe thet one color is more likely than another.
2. {a) Our results were:
= F}
GR RY RG GG RY GY YG GR RR GY*
YY GY GG YG YR GR RG RY GY YG
The second colbr wes red five times, green seven times, and yellow
eight times. Agein, our results were consistent with the faoct that
one color is just as likely as another, It is probeble that yours
were, too.
3. As you read the next section, keep in mind your guess about the probability ~

of red on both draws in the first experiment. You will find the answer

there.

You dontt neéd to guess in the cese of the second experiment. The
probebility of drawing both red in this case is G . It can't be done!

O



GG GG RG GG RG GG GG GRGR GG GG RG GG GG GR
" “GR-RG RG RG GR GG CR GG GG GR GG RR GG RG RG GG RR

We have: 15 GG . .

4

X ‘ :‘57 GR K _ . R i - :_jéjg

’ 8 FG , e

. , B

Iy 2 RR. : :§§$‘i

e "g,%{
« We hsve R on the first spin 10 times, and R on the second spin 9 ;}gl
times, We would expect the number of reds on the first spin and the %\j
*'" number of reds on the gecond spin to be approximstely equal. 3
i Y K . ’f"\
- . + ('S :;';i

.0n both first and second spins we expected moye greens then reds , and this ?31

X

is what we obtained. In fact, we would expect green sbout 3 %times as -

. ' -, ’01
oftsn s red for each spin. : ) -~ ;

.

- We had 8 RG*s end 2 RR's. This seems reasonsble. You would expect g C
:

to get green on the second spin 3 times as often as red..

wiBe AL

Experiment 7-1. < ' T

- . -]
-1.  Our totals (se€, our results of Experiment 1-5 on page 119): |
]

red X : 12 " : ;o
: red Y : 15 " /o
i, green Y : 25 k . b |
I blue'X : 15 : v . ¥
\{f: - blue Y : 33 ("5" showed 21 times, "6" showed 12 times)
Sty . s
%{5 2, X shows 27  ‘times out of 100 . . .
. 3. Forus, red shows 27 times'out of 100 which is & bit less then % of
the times. Blue shows U48 times -- very close to %— .
o 15 48
For our results 100 is the fraction of blue X , 100 is the fraction
21" . . 48 27 12 ’
of blue, 10 is the fraction of X . ! 166 * 100 is about 100 *
vwhich differs somewhat Trom - .
-~ 100 . -
S
123 . *
, , 130 \ NS,

T T " :
BEAS R o e _M.M-HAWMMS}

e oy P




e TR A

Py

PRI P,

5,  We have U8 blue spins. Of these 15 ere X . Thus, the desired

Experiment 7-2. | - .

probobilities (a) - (p), the following relstions should hold (check your

e

o
&

*

B e s e > e -

fraction is % , very nearly % . K

R E% ~ .31 does not differ greatly from 1%75 ~ .27 .

T+ We hg;re 27 red spins. of these are X .

12
21

i . :
8. 22 . 44 which does differ considersbly from .27 . i

g

2
AR TN T A+

“For your particulsr class, we cannct tell whet prcbabilities you found.

k3
We ,cen, however, help you check your #brk. Whatever values you found for the

results). ~ .
’ (1) P(B) +P2(G) =1
(1) pP(L) + P(R) = 1 )
(i1i) P(B|L) + P(B|R) = B(B) '
" (iv)  P(G|L) + P(G|R) = P(G)
(v) Pp(Llc) + P(L|B) = P{L) |
- (vi) P(r|c) + »(R|B) = P(R) : ) .

You should be sble vo see why these reletions must be true.

Here is another list of true reletions., The reasons vhy these must be true
is the subject of Section.T7-3. -

(v+ii) P(BNL)
(viii) »(cnR)

P(L) - P(B|L)
R(R) - P{G|R)

P(BNL) ‘:
P(B

P(RNG

P(G)

If your results dc not satisfy all thece reletions, use the informetion of

u

1

(ix) P(L|B)

(x) © P(Rr|G)

the example of Items 1%-18, Here P(B) = % , P(BNL) = %— , P(BNR) = %’
P(B|L). = ’7‘- , ete.




Section 1-3.

]

.

1. (s) Feir. There is exsctly one foce marked 1 and one finxked 3 . ALl
- other. results yield a tie.

(b)- Feir. There are thiee odd-numbered faces (1, 3, 5) eond three even-

" numbered faces (2, %, 6).

(¢) Not feir. You win only if 3 is thrown, he wins vwhenever 4, 5
or 6 is thrown. He hes more “chences" to win then ygu do.*

%??%_ 2. (&) Not*fair. sYou have an sdventege -- ther. are thrge faces marked

f? "3", but only one fece marked "1", ! )

%g% (v) Feir. Do you see why? ‘

;%;&; ] (c) Not fair. Only twé feces give you & win, while four faces favor him,
.mf; 3. (e) Fair. Think sbout this geme. M8st throws will result in e tie, but
g? throwing two 1's 1s as likely as throwing two 5's . '

;g“ ’ (v) Fair: This game slso tekes a bit of thought. As soon as you realize
gi thet 1t does not mqtter whet heppens to the green die you will see

3

L

4.

that this game is essentislly the seme ss the geame described in
_ .. 1(v) sbove.

The rule does not ensble us te decide

Strictly speaking, the "geme" is not defined. Notice

%{ (¢) We tried-to trick you here.

? ; who should win if the dice fell with a green 4 end 2 red 6 ot
% | the same time,.

5 thet if we agree to a tie if this situation occurs, then we have a
§ H . .

(a) Mot feir.
throws™
(e} Not feir.

true game endrit is feir.

You win only on the throw red 1, green 1.

red 1, green 2 end red 2, green 1.
You might 1ist all the possibilities for the two dice

of them while he wins on 21 .

He wins on two

L
s - (there ere 36 of them). You will notice that you win on only 15

. s M
o e e e o b Aol 3 x
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1
i
*
v

~)

3. (a) Not likely, alt‘noxigh it is possible. The probstility, as you yvill-
. i

l -
o leerti later, is 513 . , &
! 1 -
. (b) 2 T ' . o
(¢) Mo . z
2 3
\-;r"?,(‘ - ‘: .
o b (a) 3 . % &
?': 123 = , 7/ *
. (b) =
20 25 %
7h; i £
S 5
Eooe 3 ‘
;%; 6. (e) Mo
§; oo (b) ©
F 7. : (There are 10 primes between 1 end 30 . Remember, 1 is not
" & prime.) .
e .
G - 8. -§- (You cen use a set of 3 outcomes, all equally likely. For simplicity,
;2 i suppose Mr. Smith has e browm het end & bleck hat. The outcomes ere:
';;r, both Mr. Smith's hats; Mr. Smith's black hat and his friend's hst; Mr, <
3 \
Smith's brown hat and his friend*s hat. \ -
1
9. (e) 5
1 .
(v) ¢
(¢) Ho; in (&) drewing the sce is otie outccme ocut of five, while , ¢
in () it is one out of four.
1 . -
(a) 3
5
(e) They sre incressing. .
*
™
. ’ -
< -
t .
3 3 :
;a Elﬂc . . 126
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Section 3-k. :

Tsble showing the set of-outcomes for throwing two dice.

- . .
Green - : {
i
Red . 1 2 3 LN 5 6
- 1 (l)l) (1,2) '(1,3) (l)h) (1,5) (1)6)
2 (2,1) (2,2) (2,3) (2,4) (2,5) (2,6)
3 (3,1) 1352) (3,3) (3,4) (3,5) (3,6)
4 (4,1) T8,2) (4,3) (b,4) (4,5) (4,6)
5 (5,1) (5,2) (5,3) (5,4) (5,5) (5,6) -
6 (6,1) (6,2) (6,3) (6,4) (6,5) (6,6) »
t
Section 3-6. -
1. %’. There ere 8 equally likely outcomes, only one of which is 3 heads.
2. % . Agein, there are 8 egually likely outcomes. This time, the event .
conteins three outcomes -- HHP , HTH , THH . \
5 1 - '
§? 3. B oY T
= 5 1
: b} . k, (a) 13 , Or E .
:% 1 l < Q s th v,;' 1 =)
& £{b) , or 3 Since you did not replace the white marble, there are
3
: 9 marbles -- L white, 3 bleck, 2 red.
N 2 1
g (c) or .
‘ Tk
5. (a)- 6 (c)
1
2 (v} 36 (a) 3%
s '
; Di¢ you notice thet your ressoning here is exactly like that four en
gi ordinary die? Having letters insteed of numbers on the faces of the
§ cubes doesn't change the prcbabilities.
& 6. (a) & (c) 16; %
¥, “ & - ’ s
& L N A
& (v) ¢ (@) 6 ; &
i3 If you hed trouble, loox beck &t the tree in Sec. 2-k .
) |
' \
5 /
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Notice that the tsble has been constructed by counting ends of branches
' on tree diagrems. You mey wish to construct further disgrems.

“‘(‘"“ AR

i:g} 4-coins: 1 . 4 6 4 1 ’
(44)  (3H,1T) (aH,2r) (1H,3T) (4T) _
1 5 10 10 ° 5 - E R

() (4,17) (3H,20) (26,37) (IRMT) (5T)

g-. There are 16 outcomes in all for 4 coins.

*out‘éome probability

—_— -

5 heads 8 ~31—2- .

L heads, 1 tajl . 35—2 '
. 3 heads, 2 tails %% s Or ‘%& _

2 2 heeds, 3 tails %go, or '126 ’ “
‘% L head, b teils 555 )
ij 5 tails ’ -%2- ) ) *
The sum is 1 . ;

10. 3 heads and 2 tails, 2 heeds and 3 tails. Each of these events hos

probability ;—g sy Or % . s
.

g
/,

'

1

2

6 .
ll.' a‘ y Or 32 .

-
\\
~

%

H

R e L e oy

f‘!jﬂ‘ [

W
J

oS
By
.

1
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12. 113 . ¢ The tree diagx"am for this problém is:-

L

o " Spinner » Die
Co 1
. . ! 2 “%
3
Red, b .
> 5 . 5
= 6 .
i .
2
. -
. 3
- Yellow L B -
.- f .
5 -
6
’ &
1
2
3
Blue L )

\un

There are 18 possible outcomes.

Section h-b,

1. {a) 152 or B or 0.0% \

1660 ° 200 ’
By 2. -
(x) 555 | 2000 190

2. 0.333 (Notice that we are ignoring such things as the skill of the
opposing "itcheg to be faced the "next time at bat".)
. o .
Insurance companieg keep ca}eful‘reCers on accidents with relsted infor-.
mation on age and sex of drivers. These record show thet mele drivers
" under 2 years of sge are more apt tc be ;nvolved in accidents then are
male drivers over 2 years of age or female drfvers of esny age. Account
) would have tc be tsken of the percent of an age group by sexes thet drive
cars, the number of drivers who had accidenus, end the number of drivers o

thet were not involved in accidents in e given period of time.
130 .
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(e)
(b) None ’

(e) P= g$&2?8 , or 0.% . ) N

{v) P=g?( 9§( , or 0.37
&

(b) Not for setting insurence rates. Come of the dste would be obsolete.

(¢) Take the results of gtudying many people et verious ages for shorter
* v . .

lengths of time.

. L .
8. . (e) 10,000  °F 0.00001 . 2
5 _ 69,51
f:,a ¢ (v) P= ng%% ,, or 0.88% .

B (o)
9. The men at sge 6C . His chance of living encther 10 years is less then

the others, so the insursnce compeny would have to cnarge him more fQr
,X'?' - the extre risk the compeny would texe.

€ 23
20’ 20 °

/ cloudy days with no rein neither event occurs.

10. P(A) = P(RB) = Sunshire seems more likely. Note that on

{
11. Our results (see discussion of Experiment 1-5):

-

#oo P(1) = .12; P(2) = .153 P(3) = .25; P(k) = .15; P(5) = .21

P(6) = .12 .

12. Cur results: P(three cf e kind) = 5% = .1C ; P(four of & kind) = 2—]8 = .05 -

P(five of a kind) = 0

4

Section 5-5.

1. (8), (¢), sre prirs of mutuslly exciusive events., (t) 1is nct.
2
2. 1866 5 - The =rentc ere mutuslly exclusive, so we use

gy P(fUEB) = P(A) + P(R)
_ 132, 303 _ 6k

1600 1600 ~ 1£00
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3 4.5
A d SRS &

St

s
e A
- ';\:;i""

(5)

(a)
(a)

(a)
(v)
(e)

(a)

(v)

—_
[¢]
~

(a)

(a)
(v)

{(a)
(b)
(c)
(a)

No. If A 1s the event "number is even" eand B is the event
"number is greater than 3 ", then ARB = {4 6}.

2 ' ‘ 1,1 1 2
3 P(AUB)=P(A)+P(B)-P(AnB)=§+§-§=-3-_. o

' I . v
Alternatively: ‘*AUB = {2,4,5,6]; AUB hes k& outcomes, end all
possible outcomes ere equelly likely. P(AUB) = % =2

~

3 -
% 7 o
§ (C)g

.
3, or 3 (@
18 2 . 3 1
7o oY 3 (®) %, or 3
%, org- (v) %,.or%

. :

l [
T oF §
2 1 -
100’ °F 20

10 . Hint: Cell the boys 4, B, C sand the girls D end E .
The possible pesirs sre AB, AC, 4D, AE, BC, BD, BE, CD, CE,
DE. (Note that AB and BA would not count as different pairs,)

3: A8, AC, and BC. () - i
1 (£) % , or %
6 (g) %
3 (c) & .
(@) %
16
b (16 =9 +711 - 1) . _

5 swim only in the morning; 7 swim only in the afternoon.
16

§§', or T

11

132
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?‘?‘;, ;Section 6-6.
i

,‘
@

;?%i 1. (a) Yes. Regardless of the result cf the first throw, head and tail are

‘; equally likely on the second throw. .

m'p H 1

r (v) "y

*‘l‘?’?}:&"‘? \y

i _l.1.1

7 2. (a) P(both on red) = 5°5°F -

B _ 1 11

= (v) P(both cn green) = i - zZ=ar

Sy 1 1 1

ECTE (¢) P(A on white snd B on blue) = + > = . -,
SN PEE

R RY: _
N * 9 9 5T ¥
iifg: - 5
L, . % . Note thet in this case the events "white on the first drew" and

?%’;ﬂ T "white on the second dre" are not independeni. An appropriste tree shows

%‘ 9 possibilities (21l equally likeiy) for the first drew, each with 8

w,

equally lfkely branches. Thus, there sre 72 equally likely outcomes in"
. all, of which 12 are in the event "two white marbles".
Ve

[

F= o=

. <

Note that-under the assumption each birth is independent cf the others.

T R ORI SR SRR R 8

The tree here is exactly like thet for two coins,

’ 6. (e) .090 . The everts are independent; . ,
. hences P(ANB) = P(A) - P(B)
, ’ = (.320)(.280)
‘8 = -, 0896 -
- . ~.09 .
- (b) .510 . P(AUT) = P(A) + B(2) ~ P(AND)
' = .320 + .28C - .09C .
. = 510
7. (e) 3%’%% , or abouL 387 X
(b) svout .150 : P(ANE) = P(A) - P(B) = (.387)° = .150 .
(c) ebout .62k : P(AUB) = P(A) + p(8) - P(AAB) ’
N 2 W337 + ,337 - L150 = 624,

133




B e

g ke .
- ~
by :
S, _2 .o ¢
bg% 8. «(a) P(Blgcg from first bay) = 5 .\ .
E%; P(bleck from second bag) = i% .-
gﬁ‘;:; . »
Q%% These are independent events; hence
YA 2. L .3 1
3: ) F(both black) = § 5% ( 27) . .
" (b) P(blue from first beg) = g .
P(blue from second bag) = éi .
* L8 3:5
o
P(both blue) = 3 . '1-5- = Ts- o ‘
¥ I
E (e) P(one.of each color) = gl - (f%% + f%%)‘= f%% . ‘
, 9+ (a) P(both greén) = I%N. Meke a tree. Using By, By, 333 for the blue
socks and Gy G2 for the green, we have:
First draw Second draw
. [
/32 - . : )
B
B, ; 23
by

]
W

n

etc.

The tree shows that we have 20 equally likely outecomes, of which

2 -- 0102 and GEGI -~ gre in the event "2 greens", Y
. € 3
(P) P(both blue) = 0 °C 5 -
) 1 3 6 3 °
P = - — -— —— ~ =
(¢) P(one blue and one green) 1 (LO + 10) o T 5 -

Notice thet we connot use the ides of independent events for this problem,

In lster chapters you will find eessier ways of doing problems of this sort.

) - : 13h .

" ERIC 141
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. ' = 2
( A >};1r. A solves the problem. zi;
i BVent B: Mr. B solvés the problem. 3
. Event not-A: A does not solve the problem. P(not-A) =1 - %— = 31,- E
L : b “
Event not~-B: B does not solve the problem. P(not-B) =1 - -122- = 115 . ,7:
18) Plaot-A® not-B) = 2o Lo
(8), P(not-A N not-B) = 3'13°3" ) o
. - 2,1 -1 7 :
' A(b) P(A N not-B) = 3°15°35° or ig - ] %
. Lt - l ) -2. _ 5 ‘:‘é
. (e) P(not-A NB) = 3 135" ;
. cofammy . 28 5 10 ) %
. (a) 'P(AﬂB) =3 i3 =3g . ?
. - . . 7 4]
(¢) P(AUB) = 1 - P(not-AN not-B) = 1 - 3¢ = %% . L i
S . { < .
ESue L . )
Eh 11. There are 26 = 64 ways that the 6 coins may have heeds ‘and tails
By . :
“e: sppear. There is only one way that will not have at least one hesd ‘¢
5% :
}i (6 teilg). Therefore, i
B 1 6 &
S5 P{at least one head) = 1 - o = »F . .
%ﬁ% © ' zh- g% . B B
i;i J2. The list of poésible draws of 3 sticks (the order in which they are :
‘f‘w picked does not matter): : v
: - ) %
S 5, b, 3 5, 3, 2 h, 3, 2 3, 2, 1 )
5, , 2 5,3, 1 4, 3, 1 ‘ ’
i 5, &, 1 5, 2, 1 L, 2,1 . .
- The possible draws for & triangle 'are 5, 4, 3 and 5, 4, 2 end
1 - . -
gv k,. 3, 2. Why?
: ' P{trisngle) = = .
T 10
SN e
i , 13, % . . (There are. 36 &qually likely outcomes.
& P(sum is odd) = % 5 .
_f . P(sum is less then 5) = g'-) ; ) n
K . _r,l_1.u -
5 . 4 P(sum is odd or less than 5) 5*Z- -1 .)
g W, (8) g ey 1
;g(
S 11
4 13 !
o 15. a = — 4
SR () B ‘
v = 3 :
5 ® (b) 5 (a) 5 N
v 135




% . (Remembér, the sum of the probabilities

x

- b

&,

“
et
Ao i et i 0 ST

.
.
%
o Fme e,
DAY

23
3

..
,
:

5

]

.
12

T by

IR

Lo

- Plgrékn) = % . . : : g

.

ot i et B iy

. No. Plgreen X) = Q which is not equal to P(green) . P(X) .

+ . X covers -;- of the red region. If the spinher stops on red, then the
:&‘«f probability that it also stops on X 1is ??-'- . .

7 L9, No. B(tedX) =z, vhile P(rea) - B(X) = % -

v v yw;,m,wlui&,‘ﬁy .

Lo
]
O+

VAot
S L .
r» » ¢
oy L3
Ay 2
ok
Yo
-
i ) %
" ¥
. X
R :

Y

S All outcomes sre equelly likely in 8.
i h 2 J(

ey Smhaee

T
H .

[ ]
ho
=
S
1]
|
1]
|
2,
3
I
ol‘*’

¢ ¢ All outcomes are equelly likely in F.
P(E|F) =§ . .

All outcomes are equally likely in E. 3

P(F|E) =§-=%.

X g o -

Section T7-3.

1. (8) P(EF) = %—?—%ﬂ = 2
(v) B(r|E) = REQF)

[
]
©
&

G
[2%

-
29

{
i
.
e
.
A
b
.

n

e s - . e e e « - PO - B T




NPy i T B(ANB
Vi :P(E‘A)' ?é,'un'ﬂl

Fcwans wy s oo

Notice in this case: . P(A[B) = P(A) ,
R, 2(8]A) ='E(B) ,
end i P(ANB) = P(A) - P(B) ; )
L that is, recalling C»hapter 6, events A and.B are independent.
(N 4 A .

‘e

N
.
~
AR,
T

-
G

#
Wi
.
.
SR E Fp Bt
J§’~ SHE

&,

-~

a

7 g
(v) P(¥jx) =

2

Ioﬂ-k 4=1H|o~u-

#

aoj -

i,

L atod v G Kot

4, / (a) P(a|B)

1

lodvlo  wie
]
o

() BBlaA)==Z=0. & : §
(a) since E(E|F) = PgEQF , we have .6 = ﬂE_snl) );
%
¢ Therefore, P(ENF) =*(.6)(.5) = .3 . N
53 b Notice that we did not need to know P(E) . *
7 -
b) P(E = P(E) + P(F) - P(ENF .
%} (v) P(EUF) (,) (F) - P(ENF) .
£ = T+.5-3=.9
i . ' ‘
i 2
i 6. (e) P(EUF) = P(E) + P(F) - P(ENF)
s 6 = M % 4 - P(EATF)
z’»f» P(ENF) = .2 .
i () B(E[F) = =% (or.5) .
o 21
vfz'} i (CZ . P(FIE). = ?’: = § . . v

T

, 7 Noticé that P(E|F) = P(F[E) . Do you see why it turns out this way?
" Look at P(E), P(F) .
- %

7. If E end F cre mutuslly exclusive, then ENF =0 end P(ENF) =0 .

R PR

oty
%
S

o
4

Hence,

5
Zg‘%‘;a
4

0 .
P(E|F) = 57 = © /]
. o .
P(FlG) = —(—)'P G = O - -
& subset of F, then ENF =uE . Therefore;

P(E[F) =‘§{-f-,-} :

137
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Section T-k.

- ~
(a) There are 3 vowels and 5 letters. (All letters sre equally

(e)

(a)

e e
O

S R e
s e
: i

»

¢

likely. ) " 3 ,
P(a vowel) = 2 .

- 5 ) .
There are 3 vowels in the reduced sset of outcomes.

P(o]a vowel) = %’- .

b 1is not & vowel. ¢

' P(b|z§ vowel) = O .

There are 2 consonsants.

6T g

P(t|a consonant) =

Possible favorsble outcowes in the form (red,green) are (3,1),
(1,3), (2,2), (2,1), (1,2), ama (1,1).

v

P(sum under 5) = 3% =~% .

«

Of the favoreble outcomes in (&), only (2,1) and (2,2) are now
possible since ell outcomes with & red 2 are (2,1), (2,2),
(2,3), (2,4), (2,5), and (2,6). '

P(sum under 5|red die is 2) = = . /

=3
Since the red die is 5 and the green die is at leest 1, the
sum cannot be 5 or less then 5 . Thus,

P(sum under 5|red die is5) = 0 .

In (a), of the six outcomes whose sum 1s under 5 , four have the
green die an 0dd number. The reduced set of outccmes with the green
die odd has 18 'elements,

P{sum is 5|green die odd) = g .
§ = {s,b,c,d,e,f,g,h;i) " (9 elements) ;
E = (s,b,c,e,g) (5 elements) ;
=2 .

P(E) = 5 -
F = {b,e,f,g,h,1) (6 elements) ;

6 _2
P(F) = 3% -
ENF = {b,e,g} ;

3.1
P(E|F) = =z 3

3 L4
P(FE) = 5 -
138
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DRy T

;" ‘5\1;,:4';_ e, o

3o
I
H
320

{e)
(a)

(e)

(1)

(g)

(n)

(1)

(3)

(k)

(1)

Notice that, in {e), %), (h), (1),.(3), (k), (1) we didn’t need to use
the formule. We could have merely counted - since the aress are egquaelly

For (k), there sre 6 “o0dd" outzomes &.d ¢t these

likely.

P(Red) = ¢ = E-
"P(1) = .3_ 11; |
P(Redni) 1i
P(Bluey 2) =%§+I%‘T:L§=i§§=‘
N
P(Red|1) = P(%e(g)”lf - ia - %
g
L
P(1]Red) = %ﬂ = _.i.?_ - _;_
) In
1 #
P(2) = .1% =% -
1
P(2N Whit 12
P(e|mite) - (7wmte)el =5
12
1
P(Wnite|2) = (Wg(igﬂé‘l F
: In
L
P(%|Red) = im_r?é'%ﬂ= _‘1’_= 0.
iy
( 2
P(Ped |0dd) = P\g‘fg{;‘dg’dﬁ) - 262
12
‘d”msaﬁ .
. , 2
P{White|[l) = P‘”;%z;"“) . 132
12
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%

F l{lC

Aruitoxt provided by Eic:

(a)

(v)

(e)

Not

(a)

(v)
{c)
(a)
(e)

" (r)

(g)

~ A
If we know thst a black is removed on the first draw, then 1 black
and 2 whites-ere left. ' %

P(leial) =

[T N o

It would be imponssible to get e black on the first ‘dra. if we got "
a black on the second and 'third draws.

\
t

~ P(Bl|8283) =0 .
If you know thet e white is to be drewn on the second draw, then
onXy 1 white is available for the first drav. .

2
P(Bllwz) =5

P(WliBZB3) = 1, since bdlsck on second and third drews leaves only

vhite for first drew.

that 1t wes casier to find these answers without using the formula.

X,

P(S)'= 1 . Adding the given probabilities, we obtain
.92 .  Therefore the probability of outcome d 1is .08 .

We nust have

P(A) = .12 + .1k + .16 + .08 = .50
P(B) = .16 + .08 + .12 = .36
P(ANB) = .15 + .08 = .24
P(AUB) = P(A) ~ P(B) - P(ANB)

= 50 + .36 - .24

= .62

_P(anB) .16+ .08 .2b 2
A = Sy = s =3 - o6

.16 + .08 .24
P(B|A) = =5 %5 .48 .
140 |

147



R

k54

’&”\;ng?»;f.;@

‘

R B
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-

-(‘a)

(c)

(a)

weAhave P(R) = -22(% . (Rein was predicted for 50 of the 200 dqys.)
P(WAR) = §3-0% . (on 30 desys rain wes predicted snd it did rwin.)
Hence : '
39
P(wet, given "rein forecast") = P(W|R) = 5&; = % = .6 .
200
Thet 1s, if the forecast is "rain", the probebility of resin is '6'5#
60
P(W) = 30 * "

= .5 .

a1 ] o

X
P(rein forecasst, given wet dey) = P(R|W) = _?(?— =
’ 200

y = B0 120
P(N)-—zoo, P(DnN)-eoo .
) 120
' _ 200 12 b
P(D|N) = =5 -15-5-.8 .

. 3
That 1s, if the forecast is "no rain", the probability of & dry day
) )

is 8 .

200 . ’
Thet 1is, if it {s a dry dsy, the probebility thet the weetherman
predicted it is .86 .

4 , Y48 .




T8. Let T be "a teen-ager was chosen" .
: A be "an esdult wes chosen"
L be "the person chosen liked the program"~’

D *be "the person chosen did not like the progrem"

(8) P(A) =..75  (since PB(T) = .25)

(v) P(ANL) = .15 (20% of 75% is 15%)

(c) P(TAL) = .35 (60% of 25% is ogein 15%)

(d) To find P(L) we resson: enyone who liked the program is either a
member of ANL or of TNDL . Since these sets sre disjoint (no
“one iz both A and T), P(L) = P(ANL) + P(TNL)

' ’ { ' =15+ .15
e . = .30
. !/ &,
(e)s P(L|T) = g%%%%zl = L%§-= .60 (Not surprising?) ; 5
- 1.y P(ANLY .15
() .P(A]“) =3 T 55t .50 i
19. 1et T be the event "test shows positive" .
<
{ N be the event "test shows negative" .
A H te the event "heslthy" ,
2 D be the event "has the disease" . °T
. +
: We wish P(H|T) .
3 ‘How  P(H) = .95
PIHAT) = 049 (5% of 987 is 4.9%) %
P(DNT) ©.013 (90% of 2% is 1.8%)
g ‘ #(T) = P(ENT) - P(DNT) ‘ .
= ,Oh9 - 014 ¢
= .CE7 R
. : Therefore
b . .0h9 -
%, ho3 = ~ .
X . p(i|T) T .13
e

Notice the importance of this result. If peoplé ere tected "at randonm",
almost % of those with a "positive" test sre, in fact, heslthy.

Thé numbers used for this exercise do not reflect any real test for s
real disesce, Some medical tests yleld fewer false positives, etc., but
the basic probtlem for medical diegnosis is quite important. ‘
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Ysection 7-5.

1.

e . .

P(BB) =

N ..

e

"

So

SArh WP Ak g e P ey
EA T AT
N 4

e pefh A § A

=

e}

I P M
2]

RNZAESCRay A epogs)

W

-

P(3B) = 3 -

‘s .

S = (BB, BG, GB, GG) .

s; = (BB, BG, GB) .

P{EY &nd at lesst one boy) = %

Plet least one boy) = % .

P(BB|at least one boy) =

, = (BB, BG) .

Alternste solution to (¢):

(¢c) Our set of equally’ likely outcomes is now

Mternste colution to (b): Referring to S :

x:1w|:=1r—'

1

Wi
.

(a) Meking the essumption that boys and girls are equally likely and also
assuming that the sex of the yognger ic independent of the sex of the

AR older, we, have the set of eguelly likely outccmes.

(By "GB" ¥we mean that the older child is a girl, the younger s boy.)
Since each of these four outcomes is equally likely, P(BBL,: é .

{b)~Our sei of equally likely outcomes is now reduced to

P(BE s8nd older is a boy) = é .

O =~

P(older is » boy) =

~

P(BR|older is @ boy) =

T

el oy

M-




»

~

2. (a) The set of possible two. card selections is :
. . B ’ Py
{AsAh”AsKs’.ésKh’ AK., AK, KsKh} , where we use A to meen the

. ace of spades, etc. Again, assuming that each selecticn is equelly T
] .
P L)Y = 5,
likely, we have .(As/\h. z

» % ' v -
4
(b) Knowing that at least one ace has been selected eliminates KsKh
as, @ possible outcome. Our reduced set of outcomes now has five

equally likely members. Hence P(AsAh[af least one sce) =

)

Alternate solution to {(b) :
’ P(AcAbp at least one ace) = % .
P(at least one ace) = % .

¢

P(£ A et leest one acel=

OY\HIOYkJ
1
U} 1~

(c) Tf we kntow that the ace of spades‘is selected, our reduced set of

outcomes, ig

W
.

(A A LK, AKX end P(Ag’.ﬂhlAs)‘=

Llternste solution to (¢) @

2
p(a) =z . : I

-

\ : \ R — . ) 1
3. (a) Since erch bag 15 equelly likely, F(2 tlack) = =,
. -

1) P2 you guess 3 Th.is seems reasonsble since we know that the beg %
with two white balls was not selected. Let's snalyze & bit more

. carefully. Think of tre btogs veing I, II, III . BRBag I conteins
two winite marbles, s w2; vag II contains Wg,.Bl; veg 111
<

conteins k., B,. We may think of the problem in three stagec.

{1) which bag is selected?
{2) wnich color merile is drawn?

’3)  which color marble remsins?

A tree diasgram may help.
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Beg . Draw Remaining
Wl W2
L=
. Wy "
W3 .dl
II
Bl vl3
III
—
3 B

£

At the beginning, then, there are six equally likely outcomes --

two of which involve bsg III (two black merbles).

Since & tlack

marble was drawn, we consider only the branchess

3

T
By

Tnerefore, .

P(cwo block|first black) = %

3

1hs

52 )
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1. A= ((6,4), (4,6), (5,5))
- B = [(1,6)’ (2’5), (3’1‘), (h)3)’ .(5)2)) (671‘]
¢ = ((6;8), (6,2), (§,3), (6,4), (6,5), (6,6))

By (6,8), for exsmple, we mean (red 6, green ). AnB =9,
ANnc = ((6,4)), BNC = £(6,1)], so that P(ANB) =0,
P(ANC) = 51:6' , BBNC) = 3% .

5 S S 1
%is; (a) P(A!C) = _3?L = % . (e) P(C'B) = —%— = %
g 1 |
: (v) P(B|C) = —%— =z (r) p(Bla) =0
36
“(e) R(alp) = 0 m>gM=%;$, p8) = % = 3
X P(C) = 3%- = %— . Comparing with

(a), (v), (c), we see thst only

B3 and C are independent.

Wy~

1
(@) ricla) - 3 2
3

. 3 {h) A. and B are mutuelly exclusive.

2, (2) P(AuB) = P(A) + P(B) = §33 + §% = % (A and B are mutually exclusive.)

(b) P(BUC) = P(Bs + P(c) - P(BNC)

$ = p(3) + 2(C} - P{B) - P(C) (B end C are indevendent.)
. 1 1 ,1 1
=z+z- (3%

(e¢) P(AUZC) = B(R) + P(C) - P(ANC) ——
3,6 1
] 3% 3% T3
- 8 h
= 3? s or § .
Notice that P(ANC) # P(A) * P(C)
1 L3 6
36736 3%
146 o
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There ere three ways for each die to show even. Hence, there are nine ways

] v .9 1
for them both to show even: P(A) = %L

B 1is the event ((2,6), (3,5),. (4,4), (5,3), (6,25} . -
P(A|B) = 3 , since three outcomes of B are slso in A .

P(A|B) £ P(A) , so the events ere not independent.

There ere eight possible outcomes: bbb, bbg, bgb, ..., etc. {(where we
list the sex of the eldest child first).

. e E = {bbg, bgb, gbb, ggb, gbg, beg)
w53
F = (bbb, bbg, bgb, gbb)

1

P(EIF) = % , since three of the elements of F ere in E .

P(E|F)

P(E) , so the events are independent.

Mter working Exercise 4, it is intuitive to guess thet E end F ere

independent. Iet's see,

There sre sixteen outcomes: bbbb, bbbg, bbgd, ..., etc., E conteins
fourteen of these outcomes (all ekcept bbbt and ggeg).

e -3 - 1

F = [bbbb, bbbg, bbgt, tghb, gbbb)

. 1 . .
AE|F) = % , SO the events wre not independent.

p(c|D) = é . s0 C and D aye independent.

7. Surely, it seem obvious thet the placement of F deces not influence
-, the—p}eeemer’ztﬂof G relative to P .. Is it really cbviocus? The sét
of possible orders of placement‘(reading from left to right) is
{PGR, PRQ, QPR, GRP, EPO, RQP)

A = {PQR, PRG, RPQ) , P(A) = L

5 (obvious!)

(obvious:7)

wine

B = {PQR, PRQ, QPR} , P(A|B)
. - [4
. A and B are not indepencent events.
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