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,oo 'i~‘,;;' gi’bis Ls the first of three reports' [ICAIQ 6, 7] which "document ‘our ,Q
/:’; recent investigations into -a theory for automaticaily inducing and using

(structural) models of a’ student which explicate his reasoning strategies,

his representation of procedural skills and his underlying misconceptioﬂs

as manifested in h}s errors., Our basic methodology has been to explore

. segments of the modelling problem in"the context of particular knowledge

. ] °  domains, and to implement tentative theories the form of prototype

v 7

intelligent instructional systems. ¢ This methodology not only provides us a |,

, /test for the completeness and usefulness of our theories, but equally

e important it provides us an opportunity to develop and experiment - with

-9
tutorial strategies which utilize the kind of deep structure model of a

»  learner which was, heretofore,  impossible to draw upon.
’7\ '\ * i ’ -] .
‘ ‘o /“ - : ’

. . j} ) Before proceeding, We should comment on why 8tructural student models

, \
LA . - . -

X - (as‘ Qpposed " to, simpler, parametric models) are critical to the kind of

A &instructional paradigmlbeing developed under this Tri-service contract.

; ‘One ’of the classical gqals of CAI has been to produce adaptive

- © 9
S instructional systems which transform textbook and classroom type learning

s into self~paced individualized instruction. Learner models for directing

T :' this kind of instruction require very little detail with respect t5° the

.
A

E reasoning capabilities and underlying knowledge represgntations of the

. particular learner. For example, parametric models based avwfactor

* Q -2 3. 3

" analysis of a student’s performanée, or Markov models based on‘bbserved

transition probabilities often capture all the informaEion that is needed.

>

R Note however that the parameters of such models dQn t reveal very much
o t : . » D‘

’ L about “the infinite variety, subtlety~ and structure of the reasoning

stra%egies‘\ dﬁproblem solving heuristics of the students' ‘nor do -they, in

themselves;' reflect any of his deep-seated misconceptions. In part this

LN

limitation arisesffrom the fact that there are only a. finite

;lly small)‘number df ‘parameters which oan represent only a.finite

J - \ .
f pr gdgtergi Q‘"entities"’ In other \words, \these models are -

. »,w_—
‘.

1
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lhe instructional paradigm being developed here is quite different
111@\5 t; QAS f_

from the classical CAI or CMI approaches.'“ In- particular, gwe are not

. R ] . : . } :
'r“ fOGUSLn% on techniques for teaching factual, textbook knowledge (which can

often be competently handled by the frame-orientedﬁ CAI or CMI systems) .
Instead we are focusing on techn1ques for taaching g:gg edural knowledge T

and gg §gn1ng strgtegigs which are ‘best leakned through hands-on laboratory

or problem-solv1ng tasks during which the stu ent gets a chance to exe:g
knowledge under the watchful and critical eye of “an " automated
. intelligent  tutor. Our instructional system

Ve @ ' hd

Co oapabilities of a laboratory instructor or ‘'cdach" who works on a - -

attempt to mimic the’
- A v -

one-to-one basis with a trainee and who can caref ly diagnose what the

t

trainee knows, how he’ reasons what kinds of def1c1en \es ex1st in’ h1s

ability to apply, his factual knoyledge and so on. The instructor then uses
this inferred .knouledge of the trainee to determine how bgst to critique

#and/or kibitz with him. )

- . i
.

This report describes some techniques and a beginning theory
computer-basedj "intelligent" laboratory{:instructor"for on-the- job-site -
trainer) can extract and use such information about the learher. The

chapter discussés the concept of a 1agnostic mgdel which is, based on

-

of the older style semant1c networks but whieh captures both the
_intensional and extensional (or executable) aspects of procedural skills.
These d1agnost1c models prov1de not only a technique for modelling the

underlying or deep structure aspects of a procedural sKill but they also

< @ -]
v ¢ -

P i suggest that an important forcing function for modelling " cognitive . -

processes and their related knowledge representation is that’ of f1nd1ng a e N
~ - . e
: natural way to account for all possible* manifested -errors’ in°,human ‘
¢ 4 .

I

: - . . . . . . R RS
B . g R
- > L]

performance of that skill‘ ' R . N

The second chapter describes a : considerably moré complex

theory/techniQue for exam1n1ng the problem solving, trace or protocol of a-

: ~“student and automatically synthesizing, from the trace, a modél of his - K

L) L]

° . problem solv1ng -strategies as well as the motivations or "plansﬁﬁ that hie .

AN

~
<
.
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-
N used-\fo guide him' in his solution. This theory begins to capture the° =
subtle regsoning powers of a master~tutog and as such noé only écts as 1) a L
’powerfulﬂiearAer modelling technique (useful for guiding our computer-based =~ "
lqb‘instructo;s aS well as providing a methodology Jfor- measuring howhda \\\\\
s:Qaent's probieﬁ ;§olving performanée is evolving as a result of some‘ 2 .

instruction) but aiﬁo as 2) a cornerstone . for" building information

processing models of‘éhé skills of a master tutor.
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skills that transcend the particular

¢ . . o~

° "« . s  CHAPTER1 . -~ .
DIAGNOSTIC MODELS FOR. PROCEDURAL SKILLS®

N o ‘r ‘ ’ - \A .
"If you can both 1isten to students and atcept their answers not as
tHings to just be judged righ Wrong but as pieces of information
which may .reveal what the ent is thinking you will have taken a
giant step toward becoming a master teacher rather than 'merely a

_disseminator of information. -==J.A. Edsley, Jr..& Russel E. Zwoyer

-

- .
- N ~ . ~.

NN

Until- = recently' our- - .efforts tn- *constructing "intelligent"
.knowledge-based instructional systems (ICAI) have been primar11y focussed
on_ endowlng cdmputers with sufficlent expertise to answer a student s

questions, critique his behavior, and in some cases, help him' debug h1s own

‘understanding.: Although such expertise .is- necessary for sophisticated -

training systems, it is by no mea the whole story. Master tutors have

eld of’expert:'.'se."“One~ of . their

greatest talents ‘18 the artful synthesis of an accurate "picture" of a °

student’s misconceptions from the meager mani

errors. -An accufate picture of a student’s cap b11ities is a prerequisite

-

. misconceptions or aulti pehaz;or as simple changes to (or mistakes in) a-

-~ general framework for representing procedural knowledge underlying a skill *

to any attempt at direct individual remediation. The pictures of stqgents

_that teachers develop (in dhatever form) are oftem called "models" The
form use and induQ§4on of such models for procedural skills ds the topic
of this_chapter, 1In° particular, we shall descnlbe some initial efforts in

the. -development and use of a representational téchnique ca11ed "procedural
[

networks" as the framework for constructing giagnostic models of procedural

skills. A diagnostic model attempts to _capture a student S common

—_— .

rJ

\ .
~ L

correct Hodel. - /

This chapter consists of four sections. The first’describes a domain

of application and provides examples’ of the problems which must be faced

‘with a diagnostlc model The secdnd introduces proeedural networks as a

P 2 . 5' .

\ - ) ‘s - '

stations reflected in his®

(1) A version of this chapter has been. accepted for ,publication in the
Proceedings of the National Association. of Computing Machinery, 1977.

N

P
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Sample of. the student’s work:

) 1 328 ".989 ' 66 -
+9 +N 7T +52~ +887
% . T T oY Tosy e

W -

. - M 4

Once, you have 'discovered the bug, tny 'testing your hypothesis by-

,'"simulating" that bug and predicting the results on\the following two test

LN

problems.

4

446 201
, +815 "+399

Sl _— oy \

The bug is really quite simple. In computenr.terms, the student, after

.

determining the carry, forgets to reset the "earry registert and Hence the

amount carried. is accumulated across the columns. For example, in the
secqond problem 8+7= 15, so he writes 5 and carries 1; 2+1=3 plus the one
carry is 4, Lastly 3+9=12 but. that one carry from the first column is

still there --, it hasn t-been reset -= 80 adding It in to this column gives
TR T, )
13. if this is the bug, then the’ answers to the test problems will be

)' 1361 and-goo. This "bug" is not so absurd when one considers that a child

o &

might use his fingers to remember the carry and forget to bend back his

fingers, or counters' after each carry is added.

A common’ assumptibn among teachers is that students do not follow
procedures well and that erratic behayior i3 the primary cause of a

.. student s-inability -to perform each individual step correctly. Our .

A

experience has been that students Aare remarkably able- procedure follogers,
but that they i often foilow the wrong procedures. 6ne case encountered
lasb year<is cf special interest in this regard. ihe student proceeded
through a good portion of the- school year. with’his teacher thinking that. he
vas exhibiting random behavior in his peréormance of arithmetic. As ‘far
aa the teacher was concerned there was no systematic explanation” for his

errors, and, we must admit that before we had "discovered"” his bug we, too,

thought ‘that he was erratic. Here-is a sample of hik work:.




. . . , .
types of problems which ijijijg/éédition as a subskill.‘(ﬁgat answer. would
* -/ - - R -/ i s A. )

-as arithmetic. ‘ ' .

_’L;‘";9 ¥ 6 " 8- g \17("““9 o
0% 94 % % A SR
SRR N+ H#o ,.
L, .
ToL BTam wB
‘ T SE ‘HB*TTq .

. N ‘ w)/.T
v, e ’
There is a clue to the nature of his bug in the number of ones in his

=

. $ 3 .

answers. Every time ‘the, addition of'’a column involves a carry, 'a one

mysteriously appears in that column; he is simplﬁ,writing aown the carry
: . ‘

digit and forgetting about the units digit! One might be misled Qy 17+8

which normally 1nvolves a carry .yet is added conrectly. It would seem

that he is able to do 51mple addltlons by a completely different procedure
-~ possibly by counting up ‘from the larger nUmber on his flngers.

The manifestation ,af“thi§ stgdent s simple bug car?ﬁes over to other
s 7 .

L

he give for the following? -
A. 'family has traveled 2975 miles on a tour of the U.S. They have 1828
miles to go. How many miles will they have traveled at the end of, their

tour?

v ‘ ’ ~ T e
He correctly solved the word problem to obtain ‘the addition problem 2975 +
1825 to,whlch he answered 3191. Since his work was done on a. serateh

sheet, the teacher only saw the answer which is, of course, wrong. As a

. result, the téacher assumed that he had tropble with word problems as ‘well

* .

~ ‘ .
. ,
3 - - -

When we studied thrs same Sstudent’s Qork in other arithmetic

. -

. N ~
-

of his ﬁork in"multipllcd%}on:‘
68 734 54

2 hal xU46 x37- x206 '
‘ 2k, ~-7jz ST
‘ - 276u> L
~ x29 x53 . -
< T14F 7731 , ]

o
* = ~ d

o

prpcedures, we discovered a recurrence of the same bug.a Herg is a ;amble v T

e gmes



v
€

-

_There ‘are really several bugs manifeste

.

hereﬂnthe most severe one 'being

that his multiplication algorithm_ mimics his addition algorithm.~ ‘But
notice ‘that, the bug in his addition al orithm above is also present in his

¢ ' S

multiplication procedure. The "carry nit" subprocedure bug shows up - in

’

both his multiplication "and ,addi;}on. ,For example, to- dp 68xh6 in the

and then Writes~-down the ‘"carry"

lu

first cdlumn-he'performi 8%6, gets 4
. IR 2

which in this case is. 4, ‘ignoring t/e .units digrt.. Then he multiplies 6xu

procedure for doing arithmetic. 'His answers t%goughout zall :of Hls

arithmetic work are far from random. In fact they d splqy near . perfectlpn

with respect to his way of doin it,.

L. . ) . .
In order to build computeq,system capable of diagnosing aberrant

behavior such as the above, the skill being taught must be represented in a

form amenable to modekt incorrect as well ‘as’ correct procedures.

-

Additionally, the model should break the skill down into shared sub-skills

in‘order to acgount for the recurrence of similar errors in different

U

skills._ -He"use the/ term diagngstic mgde to mean a representatiQn that.
depicts 3 student s i ternalization of a skill as a variant of a: cgrrect
version of the skill For a representation of a correct skill to be.useful
as a basis for a dlagnostic model, it must make explicit much of the tacit
knowledge underly g the skill. In particular,}it must contain all of the

knouledge that /can possibly be misunderstoqd by a studTnt performing the
skill, or else some student misconceptions will be \bEyogd the diagnostic

‘e

addition doe y ‘t include the transcription Qf the problem, the system woulg}

~ ,Ug
never be ab to diagndse a student whose bug was to wr/te 9’s which he{;rk

. . .t
- J sk

o
.
N

»

#

modelling cap’bilities of the system. - For example, if the ‘model of - A-“'
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The technique we use to represent diagnost1c models 1is a Qgggeguza .

gg;york.z A procedural network consists of a collection of”’ procedures
(with annotations) in which’ the calling relatidnships hetween procedures'
‘are made explicit by,appropriate ﬁinhs in the network; éhch procedure hode
has.two-main parts:.a conceptual part representing.pthe intent :of the

~procedure, “*and an, operational part consisting of methods for carrying out

\ .t

‘. that intént. The methods (also called imblementations) are programs that

define how the results g 0f .other procedures are combined to satisfy the

g
intent of a particular procedure.3 . Any procedure “ean have more than one”

¢ implementation which provides a way to model gifgeregg dethods for
’ .
performing the same procedure (Sklll) For most skills, the network

"representation takes the fofm of a lattice. Figure 1 presents an example

of how a part of the additlon process is partially broken down into. a

proeedural network. Cﬁnceptual procedures are endlosed 'in ellipses.' The
top procedure 'in- the lattice is additlon.4 Two of the poss1ble
algorithms for doing addition are presented as alternative methods. In
. method 2, the columns are addad from left to right with any carries being‘

s written below the answer in the~next column to the left. If-there,are any
7, . N a .
carries, they must be added in a second addition. - In method 1, (the
. - - ’”" ) 2
~ (2) Thisl term has- been used by Earl Sac&rdoti [1975] to describe  an
. interesting modelling technique for a partially orderedt sequence of °
annotated steps in a problem solving "plan". Our use of procedural nets.
différs from, and is less developed, than his. The extensive treatmént of
the structure and use of our networks is being reported in a companion
paper. [Burton and Brown, forthcoming] '
(3) The language we have used is LISP. The particular™ programming language,
is unimportant from a theoretical standpoint because an implementation s
non-introspectable. The modelling: aspects of the network must occur at the
conceptual procedure level. For. example, the implemehtation of. the
subtraction facts table look up procedure in the computer is’ necessarily
different from that in the student. However,.the conceptual properties of
. the facts table. procedure are the samé in both. Those aspects which are
« the. same (e'g., the invoking of other procedures, the values returned, the
- relevant side effects) are included in- the network, while the
. “implementation details, which may diff;s, are "swept under the rug" into

the program. This is not a limitation, ag/any "implementational issue" can
be elevated to the conceptual level by creating a new conceptual procedure
. . in between - the existing ones. The distinction between cohceptual and
.implementation details can also be used to allow a single network to model
a skill efficiently at different levels.
(4) -This is a simplified representation intended only to demonstrate those
features of the procedural network particularly relevant to the. diagnostic
task. The actual breakdown into subprocedures may be different” in a
\~partioular network, and will be considerably more detailed. -

-
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s determining the external behavior of "the underlying bugs.

AR . «
, | .

1]

standard algorithm) the columns are added from right to left with any
~ . - )
carries being written above (and inéluded L the column sum of) the next

column te the left. Notice that - thege two methods share the common

.

procedures for calculating a column sum and writing a digit in the aoswer, |

but differ in thé procedure they use when carrying is necessary. One
structural aspect of the network is to make explicit any subbrocedures that

can be potentially shared by several highe; level procedures.

@insert Figure_}lftﬁ

. > 0 . . ’
The decomposition of a complex skill into all of its conceptual

) procedures termindtes in some set“ of primitives that“ reflects assumed

elements of an underlying .computational model. For addition, typical

»

primitives are: recognizing a digit' being able to write a: digit and

s

knowing the concepts of right, let‘til ete.. 'I'he complete procedure- networ

(explicitly specifying all the a skill) can be evaluated

or "eégfuted", thereby simulati il for any‘ given set of inputs.

- By itself, this merely provides-? omputationaf machine which performs the

egr

skill” and is not of particulan import.  sHowever, Zthe possible N

"misconceptions" of this skill are represented 'in the network by "buggy"
1mp1ementations associated with procedures in the decomposition. .Each
buggy version contaihs incorrﬁtt actions taken in place of the correct
ones. An extension to.the network evaluator enables the switching in of a

. Duggy version of a procedure, thereby allowing thf-network to simulate ﬁhe

-

~ behavior of that buggy subskill. Thig.provides a computational method for

AR

»

ferri Disgnostic’ Model of the § - .-

‘e

‘ .
. - @

- The problem of diagnosfng a deep -structuyre failure in a stgdent s

knowledge of‘ a procedural skill can now be accomplished at least
d Y R

theoretically, in a straightforward lanner. Suppose,bas in the examples on’

page y, - are<'provided with seVeral surfacg manifestations of a deep

-~

structure misconception or bug in the student s addition procedure. " To
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uncover W ich‘pOSsible'subprocedures ‘are at fault,'#e use the network to
.\ (.'
simulate the behavior of buggy subprocedures over the{set of problems, and
|
note thoae which generate the same behavior as exhibiﬁed by the student.

To ‘atch a

student ‘s misconceptions .that involvz more than one faulty

- 5
subprocedure, e must.be able to-simulate various-com ination4 of bugs.
8 .

- For example ‘a student may have a bug in his carryin procedyre as well as

believing that 8+7 is 17 (a bug in' his addition facts table). | To model his

e

behavio:{ both buggy versions must be used togethed.

strugture

e

model of% the student’s errors is a set of buggy subprocedure .which, when
/

invoked, iﬁeplicate those errors. Each  buggy version ha‘
[ 2 - 3 N ‘
informationg such as the' underlying teleology of° the bug,. specific
N
remediation§ explanations examples and so on. These may be used by a

associated

tutoring system to help correct the student’s problem.6

¢ -

Rglationship gf’Diagnostic Models to Other Kinds of Structural Model

It  1is beyond the scope of this paper to‘discuss all the past and

current work on structural models of students and how it relates to

»

diagnostic “ models based on proécedural networks. However, a few words are

in 3rder. Most previous and current research on this subject has been

4

focussed on the‘intuitiVely appealing ngié;n which postulates.that if one

has an explicit well formulated model of the knowledge base” of an.. expert

(fog 4 given set ‘of skills or .a problem domain) then ‘one can model a

particular student’s kn ledge as a contraction or simplification of the

rules comprising the\\xpert [Collins, Warnock and Passafiume 1975, Bréwn, .

" . Burton and Bell 1974, Burton and Brown 1§76, Carr and Goldstein 19771,

~

Recently, GoldStein has articulated this concept in his Computer Coach

<
-

(5)-Additional structure in- the network helps resolve what combination of
. bugs are worth considering. In general, simulating or evaluating all

.simple and multiple bugs takes approximately 2 cpu seconds*for the addition

and subtraction procedural nets. o .

(6) West [1971] has broken down the diagnostic teaching task ‘into . four
steps: 1) distinguish between conceptual and careless errors; 2), identify
the exact nature o6f the conceptual 'error (bug); 3) determine the cbnceptual
basis (cause) of the bug; and 4) perform the appropriate redediation. _ The,
system we describe hgs been directed towards problems (1) and (2). Thé
buggy implementation nodes in the network provide - -the * proper places /to
attach information relevant to problems (3) and (4). . /

6, "

-Aﬂ\ ~ " x . "9
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‘research and has. coined the

‘behavior of .the student.

term'i"overlay model"

Y

;spﬁdent’s' manifested ‘knowledge of SKiils (rules) relates to an expert’s

-

knowledge base [Goldstein 1977]‘ In all these %oases, the. primary problem

has been to develop techniques to discover 1) which skills were’ employed by

-

the ‘student in solving problems, 2) which skills were not.used; and 32

whigh-skills an expert would have used which the student did not.ﬂ

The work reported in this in empha51s from sueh

paper differs

approaches in that the

basic modelling technique focuses on’ ¥iewing a

structural model of the student not primarily as.a ‘simplification of the

expert's rules but rather as.a set of semant1ca11y meaningful geyiations

from an expert s knowledge base.7

Y

That 1s, each subskill of the expert

is exp11c1tiy encoded, along with a set of potential misconceptlons of that
\

subskill

.n‘.The inferring a diagnostic model then becomes one*of

"y

‘task of
discoveriné thch set of variations or deviations best_explains the surface

This view is in concert with (althovgh more

struetureq than)\*the-approach taken by Self [197Hj‘in\which he models the

. A Y

student as a set of modified prqcedures taken from-a procedural -
- . |

’ - : ' : !

problem-solver, Lo _ - ‘

.

.We, shall now consider examples of p{ocedural skillscin arithm tic,

evaluations of the networks for these skills, and then we, "shall . shift our

focus to some pedagogical ‘uses of the procedural netgork notion. | .
} - N ~ . ‘. 4’&'}.-: . ;, B ‘
> T
Procedural Knowledge Used in Subtraction - f‘ ’
; - 3 ‘ .
To provide an examplé indicative of" the

. ) :
surprising . amounF 0
procedural knowledge needed to perTbrm a simple skill,slet ‘us consider

more complete network: representation of the subtraotion of two numbers.%

Figure 2 shows the .

. rd

R4

(7) Because these deviations are based on both the student ’s intended goals
and underlying teleology 6f the subskills, we have no automatic way to
_generate .them (as. opposed to, what could be done. .if the deviations were -
"based on the surface syntax of “the rules). However, ongoing work “'by =~
€oldstein and Miller [1976], Rich and Schrobe [1978] and Burton -and Broyn —~
[forthcoming] will eventually help overcome this limitation. .

(8) We have chosen just one of the seVeral Subtraction algorithmsl (t‘e

so-called '"standara" algorithm) but the ideas presented here apply equally
torothers. L v

1inksfaf the procedural network for subtraction that -

for céapturing how' a -

~

(<'

©

exbert‘

oy

,

)
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indicate which prodedures a' procedure may use. The network has)\ been ’

one taught in the "standard" algorithm) .

T |
- T - )
. ‘ / [insert Figure 2]
| .

The top most node esents the subtract;on‘of two n-digit numbers.

It may use th;lproced e for: setting up the problenm, transforming it if

.. - !
" the bottom number is greater than the top, and :.sequencing thrdugh each

/
column perfdrming the column subtraction. The implemehtation of the latter

’has to account /for cases where borrowing is necessary andhmay call upon

many separate subprocedures including taking the borrow from the correct )
‘ .

place, scratching 0 and writing 9 if that place contains a zero, and so on.

An important facts

subprocedure is the table look-up uhere any of the.

simple arithmetic facts can be wrong,.including the addition‘of 10 to a-

column .digit! the subtraction of 1 during a borrqowing operation or ahy

r .

‘subtraction facts used.during the processing of.a column.
~ In principle, each of thesé subprocgedures could " have many buggy'k

9 ‘ : .
versions associated with it. An example of a.common bug is.to calculate

the columh difference by subtracting the smaller digit from the larger

>

regardless’ of which is on " top. In another bugg the set-up proecedure

left-justifies the top and bottom numberss so that Hhenjthe student is -told

to subtract 13 from 185,.he gets 55: One interesting thing about the 1left

Justification bug 1is that the student will be faced with seemiugly

. impossible problems (185- 75) and may be inc11ned to change the direction in
which he subtracts, borrowing from left to right instead of from right to
left/ or to change his column difference procedure to’ larger minus smaller,

thereby eliminating the .need to borrow. ‘Thus, there can exist

' relationships between bugs such .that one bug suggests: others. ' A major

3

is to have the network naturally handle ramifications and interactions  of

/ -

/ N N o 1

_challenge in ide tifying the procedural breakdown or description of a skill

£ g - R T

/(9) On the average our network has two to three buggy “Versions ‘for each
correct version of a subprocedure. -
’ é ] : h .. v - % {‘c
[ e . —— T g . —_— > -
[ . - y 11 J18 °
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vEs - multiple bugs, as well as to provide a natural ‘way. to define and Jhrandle atl -

S "~
common bugs. . . "

T

s =
,
.
g +
L . .

Exhay E f the N work ) - .

Given a procedural network like the gne in Figure 2, it is not always
obvious how .bugs in any particular subprocedure or several subprocedures
fwill Pe manifested on the iurface (i.e. 'in the ansuer) - ’especially
since bugs can have serious interactions or since a single. buggy
subprocedure can, be used by several higher-order procedures—in computing an‘
answeru In fact, if asked to make predictions +about the symptoms of a.

’ . | given bug, people often determine the symptoms~by considering only the
‘ ‘skills or subprocedures used in solving one particular sample problem. . As

a result athey often miss symptoms generated by other procedures that can,

o in principle, use or call on the given buggy subprocedure but which,
because 6f the charaoteristics of the particular pronem, weren ‘t called.

Yet if another Sample problem were chosen, it would have caused ‘the
particuf‘; faulty subprocedure to have been used ror a differént purpose or

in a differeht way, thereby generating different symptoms. Determining the
;omplete set of symptoms for a bug is'further{complicated by*the fatt that

R sometimes a buggy'subprocedure can rbe called by»’several higher order
procedures& in the' midst of solving Just one — voblem. It was this
observation that first led us to consider the diagﬁéstic value"of this

scheme for systematically verifying a conqutu;:jzkug. ’- ) - -

In order to provide\a feeling for thexgan

-

f "answers" that can come

d’in Figure 3 the "ahswers" to

. a subtraction problem (1%300-95?2) usi‘g 50me “of ' the bugs in the

; from simple‘underlying bugs, we have incli

N ~Brocedural “network for" subtraction. or éxample, the answer 1“222 was

" ~

generated by the bug which subtract’s the smaller ‘digit, in each column,

]

from the larger. Qppendix 4 gives oTe brpief explanation of a bug_.that
would generate each of the answers in Figure 3:«

1, &




Figure 3

-

:  Manifestations’ of ‘Some’ Subtraction Bugs b .
1530 _15300 )\ 15300 . 15300 15300 15300 15300
--\ 2 -9522 -9522 -9522 -9522 -9522 -
957“' 27998 3 677 822 THETE .

P o
" 15300 15300 15300 15300  15300° 15300,
-9522 -9522 -352 . =9522 -9522 -9522 .. -9522
14222 222 7 200\ 70022 - 10000° . 87 7998

15300 5300 1300 . 15300  -15300 < .15300. 15300

15300 15300 15300, 15300 15300 . -
=522 o922 -ghze | -ghze oz : :
“5688 5678 5 482 222 m

« !

\

(T Of course, a particular "answer" to.a given problem can have more ,than

one explanation or cause Since there can- be several distinct bugs that

generate the same "answer" For example, a‘ student may hafbor many

misconceptions and still get the correct‘ahswer to a particuiar problem‘

3
%

The need for feachers to thoroughly appreciate and strategically cope with

: the possible‘range of student bugs led us to construct a game ‘Ealled
. ¥

BUGGY. L _ .
. . ~ gt
BUGGY - An Igstru:§§ona1 gtivitl C 2

~

BUGGY is a computerized‘game—based on the diagnostic interactions of a .

teacher and a computerized student. The teacher s role may be played by

‘one ‘or more persons. The teacher is presented with an, arithmetic homework

oy

problem that the "student" has done incorrectvﬂﬁ The "student s" behavior

is.generated, using a procedural network, and manifests an underlying bug
}

the computerized student by providing stratégif\ tg_t‘gp_gbl_ﬂg for the

"student" to solve .in order to discover exactly what the underlying bug or
. ‘ ¢

. . & - :
- - 1 . » N
. P . f 4
. . _ ~
" - . . ‘
. . R .
.

. 1n one of the.arithmetic subprocedures The teacher s job is to diagnos(i;w,

#
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.miSCaneﬁtion is."Thé.prdblems givén by. the teacher are answered by “the .

A:"studenﬁ" using the bugged procedure. When théktéééheﬁ thinké’he knoﬁs ihé’

bug, he signals ‘the compu;er program -by pressing a "gét i:" key. _BUGG?
then aské the teacher to deécribe what ‘he thinks the Bué\ is.‘ Ts make
certain that he ;eélly has ?ound.the Hug, a five-p;obléﬁ test is given in
which the teacher must answer the problems in the same way that $ student
would do them, i.e. he mhst simulaté the "student’s& ‘bug. Success 1is
achievgd wﬁen- all five_ pfbblegs are -done "correctly”. Then phe,GZacher

proceeds to a new bug. -

The follqwing Is‘a-protocol of a team of teachgré? using BUGGY.  The

'hialogue is interspersed with cgommentary about the iésues.that we feel are

pedégogicalfy imporfanff Those lines typed “by the team a;e marked with a
A e . " ( - -

vertical line in the left margin. ,

4

- . o~

Protocol of a Teap Using BUGGY - - - '

~ >

WELCOME TO BUGLAND. W : -
I HAVE CHOSEN A _BUG: HERE IS AN EXAMPLE OF THE BUG.

+5 . :

'13 i ( S . A ~e
The sysigh presents an example in thgh the student doesn’t get
the right answer. At present, these initial examples are stored
in the network linked to the buggy implementation.

R

NOW YOU CAN GIVE ME PROBLEMS TO DETERMINE THE BUG. . ..
18. 43 ' ’
' 3
N » -/

The team generates problems that! are answered by the "studentn,
Notice that the team’s test problems are similar to the " initial
example generated hy BUGGY. In general this—is.a poor diagnostic

strategy, since it may leave other symptoms of _a bug
undiscovered. . _ ,
3 - - - . ‘ . .
| Got the bug! . * : e
) : . - .
- - The team forms an initial hypothesis, and tells the' system they

* have discovered the bug. The system now . asks the team to
deScribe the bug and then tests them :on* their understanding,
Asking for a description forces the team to:verbalize their

' sometimes fuzzy idea-of what the bug is and foften makes them

(_‘. realize thQ;ll-defined or vague their idea.&ctually is.l0

. s . . &
o

. . . N A‘
(10) In the present system, the déscriptions are saved but ‘they are not

‘currently  used, since the understanding of these utterances is beyond the

capgbilities of- any existing Matural language system.
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PLEASE DESCRIBE THE jBua YOU THINK I HAVE. o SN EEEE ’
-{Student adds- the?%umber to be’ carried into the last column o -, Py

'

worked in. 7 - . \
/

This cryptic descrlptlon is typical of ﬁhose we heve observed.
Describing bugs in ‘English is sUrprisﬁngly difflcult. What the
> team is trying, to say is that if a coldmn adds to more than 9,
the. its 41 and the carry digit are added together and the
resurt is written as the answer. For . example, in -the first
column of - the example'.problem, when 7 and 5 are-added, 1 (the
— carry) and 2 (the -units ‘digit) are. added to get 3. Thé same with
8+6, 2+9, and 3+9. (This-bug could easily. arise if the student™
were using method 2~from Figure lughd mistakenly wrote the carry.
--under the same -column.) {Ihe ,hypothesis - makes sense.
“Unfortunately, it is not the student’s bug. Notice thé’ possibly
humorous;- probably disastrous.results that would have . transpired

v o if the team had stopped at this point and tried to tutor the

student on the basis of their initial belief}
HERE ARE SOME PROBLEMS TO TEST YOUR THEORY ABOUT THE BUG.

wHAT IS: o . :

. ., -

»

. _‘ To ensure that the team has found the correct bug, the system
- generates several problems for the team to solve. (At present,
,BUGGY has a Heuristic problem generation program that gives a
_broad —range of "different" problems. These are then filtered to
try to get three problems which cause symptoms and two that give
o correct . answers. Thls'slmple routine does surprisingly well at
producing”critlcal prob ems. So. well, in faet, that a‘ more
"intelligent" routine which used meta-evaluation to determine the -
~ consistent 'set of bugs and then filtered the test problems”to .,
.. split the set was discarded as unnecessarily .time-consuming.)

"V A A
+ 21 - o .
#39.° . o ,
| 51\' ~ o~ . -
.. The team’s hypothesis is revealed as incorrect by the first of
l' . the five test problems._ BUGGY - presents its answer and.then
, allows the t3am to. enter more test problems. R
[ % .
THAT'S NOT THE BUS I HAVE. : : . s
USING MY BUG: o . , . 4
- . :Wﬂa * . ¢
21 - o ~ R S
"#39. : B "
12 o ‘ i - &\“‘(/\ :
TRY GIVING ME SOME MORE EXAMPLES; -
' . y o
51 99 68 . : o )
1707 +99 7 +9 - Y
—2. 3%. 73 - 7 A :
- 75
T " ) .. .
B ‘ '{ge
LR -
- Tae ) . ' > =y
s [, o . ’ ' -
o 6 - 23 o
— - - L] ,f . 3

-

A=




f
*

- (:%“ N

LA

g L

[N - PO G

. problem

a’ « A

. Rt ) L.
After (giling the, test, the team gives .a :greater range of
specificaldy those using’ -higger numbers: How is it

that ‘5141707 ean add up to 21? By broadening the scope of
example problems, they are able to reevaluate their initial

hypothesis, dismiss it, and develop another one that is complete

. anrd consistent with respect to the new errors.

|Got the bug! _ .7

PLEASE DESCRIBE THE BUG YOU THINK T HAVE. . ’

|The student is addiné all the digits'together. -

h )

.
- ;
A, v N
*. , v - ‘ : e
N - “ / - ,

. ey .
3 . ' N

HERE ARE SOME PROBLEMS TO TEST YOUR THEORY ABOUT JHE BUG.

HHAT IS . , e v P ‘:
[ 4 . N fae , - ; ! ’

33 1091 8 28 30 N g
#*9 +60 434 +70 +6 ‘
| .2 17 - 15. 17 15 )
=, - This time the .team’s hypothesis passes the test and they are

given the’ desoription -of* the bug stored in the ‘procedural
networlk. ¢ »

VERY GOOD. MY DESCRIPTION OF THE BUG IS:

THE‘§TUDENT ALWAYS SUMS UP ALL THE DIGITS WITH NO REGARD TO COLUMNS

4

One application of BUGGY and the_"diagnostic model" view of pro%edural

skills lies in the domain of instructébr training. The realization that

"random" errors are actually the surface manifestations of an ‘underlying

bug in a procedure’ is a major oonceptual breakthrough for many instructors.

Orten behavior that appears to be random has a simple, ,intelligent, and

< ’
» complete underlying explanation. By proper diagnosis, remediation can be

directed
cannot‘ﬁe

criticaf

towards the specific weaknesses. The importance of this notion%
overstressed. Admitting the posaibility of underlying bugs 1is

to remediation in the classroom. Without the ability to diagnose

procedural bugs, failure on a particular problem must be viewed asf’either

carelesspess .or total algorithm failure.:. In  the first case, the

remediation consists of giving more problews, while in the second, it

- - *

G,

d

<,

T
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,‘. i . ll ,. ,
con31sts of going -over the entire algorithm. When a student s bug
(which may énly manifest itself occasionally) is not recognized by the B

instructor, the errant behavior must be explained as carélessness, laziness ‘

or wo se, This causes the 1nstr&ctor to adapt h1s model .of the student’s

- \

capab111t1es, thereby! m1stakenly lowerlng his expectatlons. From‘ the . ~

student s viewpoint, the 51tqatldh is even worse. He s following what he

believes to be the correct algorithm and, seemingly*at random, gets marked
- " s - '
wrong. This situation can be exacerbated‘ by improper diagnosis. For

example, Max subtracts 284 from M37 and gets 253 as an answer. Of course,
says the instructor ,"you forgot to subtract 1 from 4 1n the hundreds place

1

when yol.borrowed." Unfortunately Max’s algorlthm is to subtract the

smaller dlglt in ’each column from the 1argerk Max‘doesn't havegany idea
~ ghat the 1nstructor is talking about (he never "borrowed"') and feels that ‘
he_?must ,be very stupid indeed not td understand. The instructor agrees

with this assessment s}nce none of his nemeQiatignﬁhas'had any effect cn
. ’ ‘\f

3 - . v’ g ' /.’

Y . BUGGY in its present form, presents instructors with examples of

. Max’s performance.

buggy behav1or and provides practice .in diagn031ng the underlylng causes of
errqrs. Using BUGGY, the 1nstructor galns experience in ﬁormlng the9r1es
. about the\relatlonshlp between the symptoms of a bug and the underlylng bug
Fgiw N /
' o, * itselfs This experlence can a}so bé.cultlvated to make instructors aware

that there are methods or strategies that'they can use ‘to properly diagnose

bhgs. There are a number of stnategy bugs that instructors may hgve' in 1
forming hypotheses about’ a student s mlsconceptlons. The‘Hevelopmeht of a

good *troubleshgg;ing" strategy by~an instructor can aiq}d these pitfalls.

i

n comﬁonV mistake is to jump too quickly to one hypothesis.' Prematurely

‘focussing on 6ne\hypothesis can cause a teacher to be wunaware that there

A

are many competing hypotheses. that are just as likely, or possibly more

likelif A common consequence of this is that the instructor only generates

.

* v -;.i—, . .

(11) In computer programming metaphors, this corresponds to--the debugging.,
activities, of resubmitting the program and throwing the whole program away
and starting ‘over from scratch because the computer mist Hhave made a
- mistake. .

(
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problems for the student that confirm his own- incorrect hypothesis! For
example, one  student *teachep,»was giveh the initial éxample (A) (shown

following) after which he proceeded to generate example-problems:
\,h -, N

A B C. (% \\ -
19 23. +81 .
. , +9 . T+6 T a8 ~ .
) 199 236 818 ) ' e -

At this point he concluded that the bug was "writes the bottom digit after

the top number. But his?hypothesis failed when he was given the first
) , - R
test\proplea’ 8 ) , . 3 ) o
- . +12- - L ' . .

® »

to . w ich he responded 812.. The bug actually is that single digit operands-

’. that §eparate them.

are concatenated on thé end of the’ other operand, 80 that the correct buggy

answer is 128 By presenting only examples with fewepr digits in the bottom

Rl

number he got only confirming evidence for his hypothesis.\ -

*

B

) In*someacases, an 1nstruct8r may believe,his " hypothesis s0 strongly

that he will  ignore disconfirmations_‘that exist ‘or decide that shese .

. : " ' . : 1 2
disconfirmations .are merely random noise « One way this can be av01ded

is by using theﬁtechnique of differential'diagnosis [Rubin 1975] in which .

one always generates at least two hypotheses and" then chodses test problems

-~ »

.
. . . v

Ano;her_important issue ‘concerns the relatfqnship-between the language

used .to déscribe a student’s errors and- ifs effect on-what a teacher'

LI .‘, N . a8
should do to, remediate &t. IS the language’ able tofconvey tc the, student

, what he' i 'doing wrong? Should we expect 1nstruetors to be able to use

N s
language as the tool for correctxng the _buggy algorithms of students° Or

> v

should 'ﬁe only expeca 1nstructors to be able_to understand what the bug is
\

, and attempt remediation with f’e student using things 1like manﬁpulative
;math tdols? The following are quotes of student teacher hypotheses taken

ifrom protocols of BUGGY, which give a’good idea of how difficult it 1s to

express procedural ideas In English. The descriptions in parentheses are

BUGGY s (prestored) explanations of the bugs. - ., . ,/

- g N h
s/ s

(12) There is, of course, some amount of "processor failure” as students .

are often all too human:
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" second. set of digits child adds n mp rs carried to ottom row

-

13 ’ ¢

Random errors in carryover." (Carries only when the next column in the top ~

number isr blank.) . . e ¢ .
' & s \

"If there are less digits on the top than on the .bottom he adds colum&s

diagonally." (When the top number has fewer diglts than. the ‘botton number,

the numbers are left-justified and then added.)

~
¢

"Does not like zero in the bottom. (Zero,from .any nbmber'is zero. )
"Child adds flrst two nﬁmbers correctly hen when you need to carr 1n the

third set of digits dlagonal y f1 1 c rrying over. tra digf'
carry 1is written’in the t o he left of the column be;ng
from and is mistaken.for another d xt in the hop number. ) . ‘:e,

/o

e Ak (S
"Sum and carry all columns corre & until get Eo last ‘column. Then™.takes~

. furthest left digit -in both umns and-adds with digit of last carried "
- amount. This is in the sum." (Nhen there .are~an unequal number of digits °

. in the two numbers, the columns - that have a blank are filled wlth the

left-most‘ﬁlglt ‘of that number ) v

s

¥
. ) K e
What does this say to us? .Even when one knows ;' whay the bug \is 1in

.
5

terms of: being able to mimiec it, how is one going to .explain it to the

- studentzﬁEVTng problems? Considering the above examples, it is clear that

anyone asked to solve a set of preblems using these explanations would:no,
* [
doubt have real trouble. One can imagine a‘student’s frustrationiﬁhen the

teacher offers °“an explanation of why he is getting problems marked wrong,
i

ahd the explanation is as confused and unclear as vthese, are. For that~

’ o

< .
>

it todfbe coming .across so unclearly?- .

mattﬁr, when the correct procedure is described for the flrst time, cdzidj)

*Thi$ issue is further complﬁcated .by the existence of another

.

important issue: there are' fundamentally Jdifferent : bugs which cause

wo

identical behavior! In other words, there canm- be several distinct bugs

"that " are logically equivalent and always generate the same ‘"answers". For

1A

S ¢ e
.

example, here is a set of‘problems: )  y
38 186 © 298 -89 ° ’ ; .
- & © - #2504 +169 +61 .

. T TE 2330 2357 E% - ’

The dnderlyihg flaw in the student’s procedure “(his bug) can be

described as "The columns are added'wi;hgut carries and the left-most digit

> [ 4
¢

o

[ . &

’
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v
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3

$ ) -~
" in the answer is the total number gf carries required in the problem." In
. . .

this case, thg student views the'carries as tallies to be counted and added
to the left of the answep “But another eqUally plausible bug also exiéts'
the studeﬁt is plac1ng the .carry to the left of the next digit 1n the top
number i tead of addlng it to the digit (i e. he is actually carrylng ten
times the carry dlglt). This generdtes thé\égme symptoms. Sb even when

the teacher is able to degcribe clearly what he believes is the underlying
~ & . -—— o v

bug, he may be addressing the wcong on€.: Theé student may dctually-have - - —

©

either one of these bugs.13 ’ e, -

-

-
e

~ We feel that all of the issues discussed above are as- important for

- K

students learning procedures as they are for teéachers. In particular, the

. diagnostic task of a player requires -studying the structure pT the

procedural skill pér se as opposed to merely performing it. This can be

especially important if we are trying to get students not. td Just rotely

e

memorize the procedural skill but to encode it in some semantlcally

. ‘ < s
meaningful way. . ; _ . - oo

Another reason for having students develop 'a “langugge for talking
about procedures, processes, bugs, etc. is that‘;his languége enables the

student to talk éﬁbytg(and think about)- procedures and the underlying

. , N k _
“causes of his own errors. This is important in its own right, but it also -

gives a student the motivation and the apparatus for stepping*-back and

crlthu1ng his:.- own "thinking, as well as saying something interesting and

a8~

| useful about -his errors. This is espec1a11y important given the fact that

there s bqen sdglittle success in gettlng students to look over their own

workﬂgpuch as esEﬁmatlng answers) and tq use this perusal to good‘
advantage. -ﬁ% ) : -t

S

\ -

(13) This leadb to an interest-rggquestion concerning how one can "prove"
two different "descriptions -6 bugs, entail logically the same _surface
manifestations. ‘ —

‘a

-~
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An Experiment using BUGGY ‘

We have conducted an.experiment to explore BUGGY ‘s impact on student

. N ~ - [J

teachers. In part1cular ~we wished to answer the question of whether

.

exposure to BUGGY slgnificantly 1mproves the student teathers’ ability to

ldetect regular patterns of errors in simple ar1thmet1c problems. The

-

subjects were twenty-four Qndergraduate education mg;ors from Lesley"
College in Cambridge. They were all volunteers who were not paid for their

'services. The 24 subjects were divided into twelve groups of two each.

©N TheiE exposure to BUGGY lasted apjgoximately'one and a half hours with

most teams completiné at least six different bug sessions. .Both addition -

and subtraction bugs were presenfeda The first two bugs each team

encountered were chosen from a llst of simple bugs S0 as not to compound

difficulties the subjects faced in just gettlng used to using a computer
iy g ;

Fd

terminal-and to BUGGY. ’
The effects of the1r exposure to BUGGY were measured °by comparlng each
"subject ‘s performance on pre- and post-exposure tests. There were two/such

fests, labelled Red and Blue. The twenty-four -subjects were” randomly

" assigned to two :groups. One group had the Rad test before exposure,land-

’the Blue test after, and the other group had them -in reverse order. Each

test‘~had ten items, each item consisting of 4 set of  four simple addition

or subtraction problems with their "solutions". Seven of the\items in each
test contained "patterned"errors, such that the four.solutions’ could all
be arrived at as a result of a single misapplied rule ---for*example,

failure to carry when a column adds to more than 10. The other three items

were "random" ‘items in which tp e was no single explanatlon for .all of the
» ety ,
e errors. (See Appendix 1 for the Red test.) .For “the experiment, BUGGY was
B t‘%{?ﬁﬁ A ) . — & . 0 .
modified so that no suBjects were giveé%ﬁbugs that occurred oh their
4'@%§%%§ ‘post-tests. ) . i
EEd Results -~ \ . o L .

-
¥

The raw data generated by tﬁe tests are shown in Table 1. -~ “The items

across the tqp (1P 2P13R--;) 1ndlcate the problen number and whether the

. ..

) eorrect problem descrlptlon was"* random (R3 or could be explained, by a

Y

single bug\zescrlptlon or pattern (P). The subJects re%ponses were scored

-

. T2 29 -

N £

-




_ and _ assigned to four categories: %C, PI, PW, R, /plus one extra category of.
'Not Attempted (NA). The first letter stands for the type of response the
‘subject made where P: pattern,. and R=randon. . The second letter is ‘the
quality of the explanation the subject made on that item. Czconsistent or.
complete (the lsubject s slngle exglanatlon explains all" the errors),
I= incons1stent (the subJect s explanatlon is not- contradicted by any of the
problems but does not expléln all errorsl¢ and W=wrong (the subject ‘s
explanation is contraticted by at least one of the problems). :For the case

v

of. "R"y,Random:Consistent is implied. .

[insert Table 4] @ . . .
. ‘ - [ N
First, let us compare the resulfs of Pre and Post tests, combining the :

_results across the . two groups of subjects and across the Red and Blue °

-

tests. The distribution of responses is shown in Table ?2 together with
'Nalues for Chi-squared. >
o ‘ A [insert Table 2]
There was a significant improvement on‘the patterned items. The number of
correct responses for patte%ns (PC) rose (p=0.048 by one-tailed binomial
test).. The number of pattern descr1ptlons d1sconf1rmed by one of the
solutions it was supposed tog‘descrlbe (PH responses fell signiflcantly
'(p 0. 02 by one-tailed b1nom1 l test) Thé number of random (R) responses,
where a patterned bug was 1no§§rectly described as a random _error, also
fell (p=0.047 by one-tailed blﬂ%?lal testy.' . ) / . ‘
The results on the Random test items also showed 1mprhved performance’%%;,
after exposure to BUGGY although %8ey fail to reach sign1f1cance. . Thﬁ

number of Random (R) respongggégpr random items inecreased; the. numb of fﬂ

4

»
V

Pattern.responses contradicted at least one of the examples..R PW)

decreased; and .the number of items notifttempted (NA) fell, sug ing
r\ R r}

" that speed increased slightly (Almost all of the reductionrin thE%‘gﬁpber

'not attempted occurred on the final randgm itéms which weégitpe

h

st ?tem
b%é? of
pattern-inconslstent (P1) responses increased sllghtly f "kﬁia terned'
and random items, suggesting that the exposure :to- BUééX ;A
subjects’ sensitivity to. the presence of patterning.
.o ©o23

g
3.0
“
—~




) R . _ ” TABLE 1 S : _ .

- :_f' | e = i e

-

’ . .RED PRE-TEST ° BLUE. POST-TEST ™

1P 2 3R 4P 5P 6P_JR_8 ‘9 10R 1p 2P 3P- 4P SR ER 70 - 8 'OR  1op

SUBJECT R : . .
1 -, {PC R PL R R-PI" R R PI .R|PC PE PC PC R-R R PC PI NA
o2 PC WA PL NA" PC NA NA PH NA NA|PC R R, R NA PI PC PC PI -PC
3 PC.PT R R PW PW NA NA NA NAJPC PC R PW R R PC PCaNA  NA
4 PC PH PI R NA PI NA NA NA NA[PC PC PW. PC "R NA PC PC PI NA |
5 PLPW PL PC PH PL PL PC PW PLIPL AW PI PW PI P P PI PI Pcd . _ -
6 PCPC R R NA PC NA NA NA -NALPC PC PITNA PI NA PC -RINA N
: 7 [P0 WA PL R P PI N PH O PI NA | Rk PI P PCT R NA PC PI PI R
8 PC NA NA PC- NA P NA" NA- NA NA[PC PC NA PC NA NA‘ PC PN NA  mA L
9 pc Pt™NA NA PC PC NA NA NA  NA|PC NA. PC NA NA NAT PC- NA A NA
10 PC PC *R R PC PC NA NA NA NA|PC .PC PC R NA NA PC NA B% np !
11 PC WA NA R WA PC R .NA NA NA|PC PC NA WA R R PC PI PI A,
NIRRT PC R 'R PW NA_ PI NA NA: NA - NAf-PC I NA PW NA NA BPC NA RA -
: BLUE’ PRE-TEST - mebeestTeST . 4
1P_2p 3P 4p R BR_ 7P 8P OR 40P | 1P 2P 3R. 4P 5P 6P 7R 8P 9P 10R|
43 - f[PC R PW PC WA WA PC PC PI NA [PT NA PL PR PC Pl NA NA NA PL |k
14 PC R .PL PL NA NA PC.PC PI_ PIT{PL PI'PI PW NA PI NA PC NA | PI
15 PC PW NA PC R NA_NA R PH NA |PC PC Pl PG NA PI Pk NA~- R PI
16 PC NA NACPI .NALNA NA NA NA NA | PW PC R PCUNA NA NA NA L NA GNALD
17 PLPW “NA PW© R NA_PC-PI NA NASfPL PC, R PC PI NA KA PH NA PI. ~ -
18 |PCPH CPW. PN PL PI PCCPW NA  NAT|PC PC R PCC P PI PI PL PI NA
T PCNA_PW PW NA PH NA NA NA NA |PC NAT NA NA NA PE NA NA NA A
C g PC PC R PC PL NA NA PW NA LR | PC PC NA PC NA NA PC NA R )
21 PC PL PH P4 NA NA PC PH NA_ NA [PC PCC NA- PC NA NA NA WA R
SarN P PP opc P PLoRCTPI P PC | Pl NA L PI PC  PC PL PC PC PI
w93 PC ¥ NA PC NA" NA-PL PC PC NA NA JPC PC PI PC NA PC/ MA_NA O NA. NA
J,EKTC“ Pc_PC_PM_NA NA_ PH. PC PH_NA__"NA_ | PC_PC #NA - PC - v L w732

e . RN N . ' CEe
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ABLE 2 )
- 7 - 7
. . .
Patterned Items Random Items ok
Response Pre-Test Post-Test . Pre-Test Post-Test i
PC 85 75 ) - o
PI " 18 -2 15 22\
>\ e x
PU 27 13 4 J 2
R 16 7 9 13
NA 52 49 44 35 - )
;I
1_?
;2 12.45 2.33
oF [ 4. ' 2 .
p P<0.02 N.S.
*Cbmbined',« or Chi;Square test ?
<
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The forego&ng conclusions depend on two assumptions”implicit in the. '

o

experimental design: that the two groups of subjects were equyivalent, and

that the Red ‘and Blue tests . were e uivalent. To confirm that the two
groups of subjects were equivalent, the responses obtained in the Pre-tests

were combined with those fﬁom‘the‘Post-tests, for each group, as shgwn in |
- . . e »

Table 3. ) . .

" [insert Table 3] BN

. . ! \ |

The two groups y1elded very similar distributions of reSponses for both
* Patterned and Random items. The differences' are not significant by o
N . [y .

Chi;squared test, and a large portion of the obtained Chi-squared values

derive from the difference in the number af Random responses between the

two groups, which appears in both the Patterned and in the Random test

-

items. -

The second assumption is that the ‘Red .and Blue tests are equivalent . -
W s
The Pre- and Post-test responses are combined. separately for the Red and
i

Blue tests in Table 4, . S R
‘ , [insert Table 4] _°

‘There is no difference between the twostests in the Random items, but

the patterned items were significently easier in the Blue test than in the
*Red test. Tha number of, correct responses was greater for the Blue test, e

.and the number not atte/pted was smaller, though neither difference is

-

significant by one-tailed binomial test. On the other hand, there were

?' *

significantly more 1nternallyqrncons}stent errors” (PW) on the Blue test
“(p=.04 by two-tailed binomial). This'differenoe between the .Red and Blue -
" tests. is unimportant as long as the pattern® of differences is'similar for
both thePre-test and the Post-test. - Table 5 "shows the diétribution__of

~ .
responses to Patterned test iftems for Red and Blue tests separately for
S « o p

Pre—eXposure and for - Post-exposure applications. (Note that different

groups of eubjects are involved, so the valigity'of the conclusions depend3~/

on our earlier finding of no difference between the two groups.)
‘ ' -
i « . [ insert Table 5] ) '

. . .

’ | - 254" c
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Patterned Items

S1-S12

S13-524

Random
- S1-S12

Items -
S13-S24 .

© T 64

21
18
17
48

%

66

21
.22

6

4
17 \

"IJ

15

‘
- ey -

’

»

-

L]

~
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TABLE 4 ="

: S

PC.
PI
Pl

59
25
13
12
59

//

7

17

27 )
11
42.

191
g

12

40

' Responge Patterned Items .| - Random- [ tems
Red Blue Red Blue

3.

q{} . *
‘5
o

39

10.44

0.40

4

. 2

N I~
.02¢P%.08

.90<p¢. 80"

. ’ .

-
4 T J
- » ’ i
*Combined for Chi-Squared test
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o . Table 5 ]
’ C oy - ‘/ . ‘ ‘

Response Pre-exposure ) Pos;;Exposure

Red, Blue’ Red  Blue
PC 264 31 35 40 |
TR RSTE 7 4 10 |0
U 9 18 \ 1, 9,
R Lo 5 1) )
‘NA 29 y 23 : 30 19

—=— - | 7 0 8.47
DF IR ,. 3 [
p ] oeott o L0%P<.05 I

3, s
‘ N
R o . | \
. . e N .
*Combined fdr Chi-Squared test. -~ .
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.~ An. inspection of Table 5 shows that .the difference between the two

tests is very similar for the Pre- and Post-exposure apglications (withsthe

,

single exqeption of the Random responses) and is certainly not large enough

to cast doubt on the main conelusion. We can, therefore, .conclude that

- .’

S exposure ‘to BUGGY significantly improved-the subJects' ability tq detect

regular patterns of'ernors in simple arithmetic problems.

”n -

Qualitat’ive Impressions . _ . L
. The next question to be investigated concerned the issue of what the )
subjects (studentkteachersf themselves felt they gained from their exposure .

to BUGGY. In order' to assess their impressions, weuconvened the.entire
graup during the‘evening when they had finished Ausing BUGGY. At that o
gathering, we first asked them to write their nesponses to two questions
-« (discussed below) and then taped a final group d1scuss£§n in which we
sought their reactionskto BUGGY,, and their suggestions for its deployment
with school- aged studentstggghe following week their professor held a

similar group discussion" (he also participated“ln%the initial experlment),

4

and reported back to us the consensus, which was consistent with wbat theyv

s

, \ e - . X . .-
had written. : .

-~ o

App‘ndix 2 lists: all the wrltten'responses to the questlon "What do

you think you learned from this éxperience?".” All 24 responded that they -

camea *away with someth1ng valuable Many stated that they now apprec1ated

the "conhlex and logical thought procgssesg" that chlldren often use when 'j .
d01ng an an}thmetlc problem incorrec i E;It-makes me aware o{\problegsﬂ “ :_
that chlldren have and they sometlmes think logically, not carelessly -as
sometimes teachers th1nk they do."™ "I never rea;ized the manyldifferent
;ways'a child could-devise his own system to do a problem." * ‘They -also 4§
stated that they Rearned bettér procedures for discovering the underlying. ,; S
bug ;-""I learned that it is necessary‘ to try many dlfferent types' of.
'ﬂ~ examples tq'[be sure that a child really understands. Diffenent%types 6(
difficulties arise with dlfferent problems." Sevenal' stated> thein nixed:
feelings about worklng with a computer. "Trylné té,hfat the'maehtne'ean‘he:”

challenging." nI learned that computers:are-a*;e;y epmplicated piece of )

- -
-

haY
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machinery. . If one isn‘t expefienced with the ;mechanism,' then *' problems
could result.® And finally, "The types,bf analyses necessary to 'debqgg

. “Student errors on the test (paper/pencil) seems more difficult than with
the'combuéer. But that doesn’t make any Sen§e; The “analysis’ ought. to be
the saﬁe. Perhaps tﬁe computer‘motivated my géégytic?l abilify." .o o

v . . Appendix 3 1lists al%nwri;ten responses t6 the quéstion "What is your -

reaction_to BUGGY?; Many felt tﬁatu%BUGGY could be usea to “sharfen a

teacher’s awareness of different ‘difficulti d[" with addition and_.

*
- subtr;ctién." They felt tpatmﬁt might be of QSe ih grade school, high. . ; -
o school, or with épeciaz needs studehts, or even as a "g?e;t e;periencé in .
beginning to-play with computers.y : ‘ o MR . o ' '[
ngclhs;onfagd Extensions = ‘ . _ o . ‘ ; .
' Although our experiencé 'shows that student teachers learn . a e
.. ﬂ‘*"signif%cant amoufit from their “use of BUGQY; the'systeﬁ.shbuld still ber v,
’ substanfially extended. In particular, most of what the "students” learned ~

- -
L

. . ) “ » K3 ‘ ' .’(‘
while using BUGGY they learned or discoVvered, in some sense, on their own.
}'BUGGY does nO’explicitvtutoriﬁg. It simply challenges their ‘theories and_
] - - :
:  encourages them to agticulate'pheir thoughts.lﬂ The rest of the learnimg

. M 4] - IS
experience occurred either through the sociology of team learning or< from

. What . a person abstracted on his owhA. The.next step in improving the' . ve
n . - »

'_edqéationai'effectivéness of BUGGY is to (1) implement an intelligent tutor

. to critique the‘example'test problems the students createzj (2) pdint out

interesting facets  of. tﬁpir' debugging st}atﬂgies and (3) isolate

. manifested weaknesses in their strategies. Our expérience indjcates that = '

o sdcp" d& tutar would be very helpful in°that it could'keep students from :

L7 éetting caught "irf unproductive ruts and could help focus’ their attention on

* " . the structuré of the procedures themselves. > '

- >

.
. . <«

- RN -

. , v

» * - L]

3

s (14) As a historical fogtnote, BUGGY was originally devéloped to -explore °

the .psychological walidity of the procedural network model for complex

. précedaral skills. During that investigation we realized the pedagogical

; ‘potential of even this simple”“version of BUGGY as an instructional medium.

.. ~ More'recent versions of this .system have stressed instructional aspects by

_ . " adding such features as assigning "costs" to-student generated test cases,
'%gthereby encouraging him to optimally fprmu%pte and test his hypoghesis.

- 3 -~
a . ¢ - -
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- Along these same lines, the "expcrtﬁ portion of ‘the proJeddral ‘net ’

should be . made "actlch)ate" ‘in  the sense of belng able to/explaln and

- S

4 justify the subprocedures 1t \uses, Thls woulQ;allow a, student " to pose a-
~ E rd -
} 1
- problem to the system and obtain\ a runnlng account of the relevant
. T J/ N

AT + - '2?"
- procedures as the "cf’rrt" §blves the problem. : .

-

. Another -area, for exten31on concerns the pBychologxcal valldlty of the

skill decomp031slon (and Jbuggy varlants) 1n * the procedur 1] networkﬁ
Determlnlng the proper funcglonal breakdown of a-sk111 into its subskills
’ is critical to ‘the psychological valldgty of the modeL and the resulting
behav1or of the systemn. If the breakdown df the skill is not conrect' bugs .

that people would con31der simple may be d1ff1cu1t to model ; while ghose
e

suggested by the,_modelﬂﬁmay. be judged "unreallstic".é Frqm the network
M- 2 . / o ) ’
' designer'§“ point of wiew sthis leads to the issue of choosing _or

constructing one structural decomposition instead of anotherﬂ We are just
v . ' ‘. 3

-

beginning to écqulre a large data base gf drithmetic errors from Stanford
. [Searle’ 1976] and will be testing to see how well our dﬂagnostic model
. > |t

accounts for all of them. 1In particular, we are cQnecerned Jnot. only' with=

.

how m?ny underlying bugs our current model captures, but also how' m ny bugs

S

ouq, network predicts’ that never show up.' A more subtle issue concerns the7

valldlty of &hc actual g&unctlonal decomp081t10n of the skills 1n thg@
® 13

' network. Measurlng the "cornectness" of a partlcular network ~ is .a

i e

P problematlc 18Sue as there are no clear tests of va11d1tyl but issues such
7 , R N f

© as the ease or "naturalness" of 1nclu31on of newly dlsco;:ned bugs and the

254

appearance of combinations’ of bugs Hlthln a breakdown canbe 1nvest1gated;

We are also 1in need "of a théory which explaxns what makes an

B
Toma

underlylng bug easy or difficult to diagnose. ;L Slmple congectures

concerning the depth of the bug from the, surface don t\seem to work, but

)

f-mﬁre sophlstlcated measures might. It’s havd Lo see howf to- predict - the
4 . 2(«

degree of deflculty in dlagnoslng a part1CUlar bué without a preclse
- " information’ broce831ng or cognitive theory of how people actually formulate
sconjectures gbouh_Lne underlying bug or ‘cause of an error.

~

. < g
f . .
’ -~ ¢ e
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-
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s Finally, 4;—§ote that we have leffiopen the entire issue of a semantic

or teleologlcal theory of how bugs are generated‘ in the fipst place.: _The

need fOr su a theory is impoptant for-at leagt two reasons. First it

¢ould provide an ihteresting theoretical mechanism that would °~ account for

the entire’- collectdion of emplrlcally) arrived at bugs and second, it

‘provides the next step in a semantically based productlve theony of student

-
3

modelling.

P

£
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" CHAPTER 2 '
AUTOMATED PROTOCOL ANALYSIS - A TECHNIQUE FOR MODELLING AND MEASURING
. STUDENT BERFORMANCE}S IR .
"SECTION I - &éé | : ’

c g ®

’ : "X‘

N The wper51stent »theme throughout our rebearch' has” been that for

— e »..1\x

1nte1113ent CAI pgpgrams to successfully tutor a student, they must be
L}

able to indYee a nodel of the student’s curpent .knowledge and

preferréd - 1nteractlon modes. Otherwise, 'computer-based futors,

EN

.

regardlesb of the power of their embedded expert, risk transactions with
the student that are inapproprlate or annoying. - )

" To address th;s student modelling problem, one must have some means
for making hypotheses regard;ng the student’s - knowledge. The
previous. chapter described such a technique, namely diagnoetic models
built around procedural networks. . This chapter discusses another technique

that augments the previous one, and, unlike the previous one, assumes that

- the main source of data available to the ICAI tutor is the student’s

. problem SSL

+

prgblem solvzng protocol or trace (as opposed, to Just his angwer) This

chapter;propogeS a theory and a\Qggputatlonal approach for automating the

protocol ana1yszs task for the purpose of au matically~ ingocing a .,

structursl model of the-student’s problem solving.- 8 ategiee. It then
. - .

discusses- the design of'a computer system, named PAZAT W for carrying out

this task.

2

,i«,;\

\.

ing competence on the part of the student.

~

rigorous ggasures of the virtues of a1ternat1ve
Finally, protocol analysis can also serve -as‘ a diagnostic ssg- A

discovering gaps in the knowledge of a practzcing problem~i f

—_—

(15) & substantlally modified version of this chapter is
workzng paper by Goldstein and M111er. y -

- \ .
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direct a computer based asgistant’s attention to those areas that require

assistance‘and review (e.g. an adaptive~Job Performance Aid).

4

In designing such an automated protocol analysis system, we have

>

-
-

drawn on concepts and algorithms °~ from computational linguistics.
While the protagcols we consider relate to problem solving behavior, and
not linéuistic interactions, we nevertheless believe that thére is * a
fruitful synergy between the concepts. developed in the' language

understanding aréna and the problems of ICAI.

’ -~

Statement of the’ em *

!

Y
Protocol analysis assigns one or more’theoretical interpretations
{ s
to a record of a’ subject’s overt behavior on.a problem solving task.

Our concern is with problem solv1nggtasks in which a student or subject

interacts with an on-line computer terminal.J For such tasks, the

behavioral ‘recofd .1s the ‘sequence -of keystrokes from the console

" session. The keystrokes are ‘grouped into events, which are treated as

A

*unitary input/output transactions. An advantagé over the most general
#nalysis’ situation is gained by assuming that the dialogdie oceurs

within the confines of a well-defined finite "menu"'of legaigresponses.

-

Our primary concern is to account for problem solvihg behavior; we do not
attempt to solve’ the natural language understanding problem as, a

subprocedure,

‘For the purposeszof this discussion, an interpretation\%s a-structural
description of the 1list of events, augmented by “an assignment of values

te a set of semantic context variables, and a set of pragmatic assertions,

associated with each node of the dedéription. The semantic )

‘

s

variables and pragmat ic assertions relate the subgoal structure ,of the

problem solving protocol to the model, a formal description of the task
. PN :
to- be accomplished. In applications of automatic proﬁocol analysis, it

is  ‘common to . assume the existence of this formal\ problem
1 - . '

description. It 1is' not assumeo that” the: student has internally

represented .the task in precisely the same fashion. These/definitions

are elaborated in section two. _ ’ ’ ~




&

-

.

. Eﬁ_order to impose réalistic bounds on the specificatiof of the
analyzer, it is also assumed that the protbcol is "reasonable.":‘

That is,'tﬂe “protpeol should represent a sincere attempt to solve the

problem at hand, a%d should -terminate exactly when this goal has /been

- -

accomplished. Although

"reasonable" is difficult to define moré .

~precisg1y, PAZATN”s sensitivity to this assumption will be made cleag in

the ensuing discussion.

—
-

-

. I

Determining the Validity of Theoretical Interpretations

The'validity of the inperpretations assigned, By the anal&zer may;
be ascertained in a variety of ways. Our philosophy is to utilize every
available source of' evidence: .Since the synthetic problem solver
employ's identical descriptions, ° @ts héﬁristic adequacy is taken as
suggestive, though by no.-means decisive, evidence: IntrospectiPn by "

(o]
human problem solvers is another source of weak confirming evidence.

Theu_analyzer’s ~ability to predict future béhavior on the basis of

paSi p'erf'Ormaﬁggw will provide < “the strongest corroboration. No

~ 14

formal experimentation has been carried out’ to date.” Qur plan is to employ

-
[}

the ° finished system . for | this tybe - of rigorously controlled

experimentation. Ultimately we hope to embed such analyzers in

computerized tutors. This "is an ambitious undertaking. When a

prototybg ésiavailable, though, the pedagogical efficacy of” that system

will pr&Vide‘a further check. = & !

°

¥

’

Review of the Synthetic Theory . T .

gefore exéhining the aqalyzer in. deFail, it g}ll be help}ul To
briefly review ;he synthetic'éﬂzgﬁyi‘ The basis for the approach is_
T a hierarchical’ cIaSsification ’ of  commonly observedE ﬁlanning and
6ébugging~ techniques. Accordiné to fhe planning yheory, wﬁen . the

5 - * S L.
problem solver confronts a problem, there are three major categories of

. \
plans which may be pursued. The. problem may . be‘ Afgiggd» by

3

A ; S
identification, that is, by recognizing it as a problem for which a

RN

o~
s , - ;\. 4

-~
pad 36' 144 f‘i‘ . ' -
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“ terms which seem more amenable to solution. The .reformulated problem "

( solutionlalready exists~1n some answer library. This type‘ ~of. - plan

may seem ‘a bit trivial, but of\ course it is absolutély essential to

avoid infinite regress. ‘

Alternatively, the . problen may be’ - solved -by

@ -

decomposition, thay s, by subdividing it into smaller, " easier
subproblems. These are each‘solyed ) eparately (by recursively calling
the problem solving system),:.and then . ecombined in ’one‘“of several
specific ways, to produce a solution to t e original problem. -

" If these strategies . fa?& to produce -a solutfgng the problem may
be solved by reformulation, that is, by redescrigggg the goal in other

must, of course;} still be solved itself (recursively calling the

problem solving system) . by identification, decomposition or further

reformulation. ¢

@

Each® of these categories of planning concepts is fyrther subdivided

by ‘the theory, as illustrated by Figuré 1. Identifications may °
be accomplished by retrieval from a lexicon of primitive operations .for.

‘the task domain, or by retrieval .from an extensible answer; library.

Decompbsition may be performed 'by Conjunction or by hepetition (among
others) Reformulation may involve Equivalent models or Simplifications.
Each of these, in turn, is elaborated still further. " "

The taxonomy- is transformed into a procedural problem solver in

" the following manner. In order to represent semantiq_ information, a

-
i PCET,

PS4

b

finite ~set of registers is defined. These are used for storing flags
- 123

and structures resulting from intermediate steps of the computation. At

.this point, the taxonomy can be thought of as a highly non-deterministic

decision tree. %

5 SRty

In order 'to increase the system's determinism, the ngdes 'and links
of the tree “are taken to be the states‘and arcs of?a recursive transition
diagram, Arbitrary conditions over the contents. of the régisters
are associated with the arcs,‘ as preconditions for following them.
Finally, arbitrary structure—building and register-setting actions are

associated with the arcs, to be performed yhenever they are followed.

. . . . e -
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Figure 1. The Planning Taxonomy .
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L

For efficiency, some states with similar topology are meﬁged, and

a few‘additional arcs are

&

ded to proViﬁgfor such features as iterativeu\\\\

~ control, when recursively ‘ihyoking the complete problem solver -is

unnecessary,’ Although we allowarbitrary conditions and actions, these
are not chosen arbitrarily, but are carefully selected to reflect the

sSemantics and pragmatics of the problem sélving process.
- P . N
The result of this qetamorphosis‘“is ‘PATN’s synthetic augmented

- " lransition network displayed in Figure 2.16 - t - ’ ,'°
the sfandpoint of

e}
s,

. PATN has é particularly interesting properﬁy fr
DV

-\pro%q&gl anal&sis. It views certain types of errors ugs) as rational, . .
., o . . :
in tha€>§hey result from heuristically sound planning choices made in

., .
the absence "of complete information, - and _is capable of producing .

partial sblutions (i.e., traversing., intermediate states) containing .
bugs of this typei ) - -
Design Cons1dera§;gns '.\ ' ' . .

A major 1ns1ght ‘of generative grammarians (e. g.g Chomsky [1965]) *

.

was that in character121ng a set of phenomena, it is often helpful .to
conceptualize the formalism synthetically, and -fe view analysis as a f '
process of inverting synthetic rulef. Equivalently, aqélysis hay Se

_described as the selection of ome o more plausible derivations from v

a potentially infinite cellection of synt etic possibilfties. .In
designing PAZATN, . we have found it en htening to view profocol

"

analysis as parsing in this sense, where PATN is taken, as ,the generative

formalism, . ..

-~

Since the space .of Synthetic possibilities (both in language

processing and in problem solving). is poientiali& 1nfinite, it 1is

critical that this space be characterized using a finite (reasehably small) ‘ "

N ’

(16) PATN iS an expert problem solving’ system, designed by Miller and
. Goldstein [1976] 1in .which planning knowledge is modeled using augmented
% transition networks [Hoods 1970]. This .system serves as the cornerstone of .
? - a .grammatical theory of problem solving which can act as _a formalism fdr -

representing the knowledge of our Articulate ExPert for mathematics and

someﬁaspects of electron1es.

L] -
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) set of rules.. In PAT&, these rules take the form of an “ATN. This is

. - somewhat [ unusual, since in computational 1linguistics the ATN ie
commonli thought of” as an ., efficient mechanism foi inQerting
transformational rules; i.e., for #nalysis. PATN s synthetic'ATN is a

7 generator for the space of plans and ~ debugging 'techniquee which are

\ relevant . to the _problem at hand. ) ‘
’ Naturally, ;:éhIN ie not prepared to understand protocols which PATN

could not be made to generate eyentuelly. . The one exception_to this 1is

that buggy versions of various synthetic. plans (including irrational® .
5 - L
'bugs/.which would not be introduced by PATN) can ,,often be - recognized.

- Since PAT@ is presumabl& an effeetiée protedure within its gomain of

competence, the ana1y31s could, in pr1nc1p1e, be performed by exhaustively

sl

enumerating the set of synthetic protocols, and aelectlng the .first one
which matches the input  data. Unfortunately, this would take

L cons;debable ‘time. Consequently, the primary consideration in the
B .

analyzer’s design must be to ensure that this synthetic plan space is
. - searehed efﬁiéiently. Bottom up ' evidence from the aétua; ﬁrotocol is

aused for this purpdie.
J e . <
. ‘An  important design consideration is that the analyzer be able to

”

take full advantage of \the available 3sources of constraint. _ The
. . ,
i protocol analyzer hes access to an unusually 'strong set of ° -
, expectations, namely the model. This is analogous , to knowing the

"gist" of what a speaker is 301ng to say before parsing it.

. -~

ConsequentIY, the analyZer must be organlzed in such a manner that it' is,

O sl - Er=i

" able to exten31vely utilize the top down syntheti¢ guidance which can be—*
ey 2]

.

°

. provided by PATN.
- This m%ght Suggest a design basedffeﬁ using PAIN'as a pur@ly top
down predictive analyzer. The éifficulty is that, while we knpg the .bi

) "giét" of the input, there is a. tremendous éiversity of potential N ﬁﬁ

4

realizatlong of a given model 1n termé=of the form of the solution.z So it ) -

N

is mdre like knowing the "theme" of a storx but not“rowlng whether the

P author will present the events in chronologlcal order, via flashbacks,

-~ 1

, . 49 e
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or in an order derived- from some other organizing .principle. The

unguided PATN coﬁld. generate scores of irrefevant synthetic solutions

soméwhat elaborate dual organization for the analyzer, wh1ch enables '
it. to’reduce 'the d1vers1ty .by consldérlng bottom up evidence as well.
Another difflculty which must bé faced, if PAZATN style analyzers

|
before stumbﬁing upon one that matched the data. This factor, leads to a ﬁ
a;e to be, viable for eventual dynamic ‘use in computerized —

"

“tutoring, is that events must be "examined in &.single pass, in
approx1mate1y left to r1ght order.‘ One “could postpone* this issue -+ -

temporarily,; but such a s1mp11fication might 'result in a design which
; b ) .

could not be extended for app11catlons because of fuhdamental,\'premature
commitments. If the analyﬁer is forced to back up frequently,'over many
//" events, ‘it is often likely to find itself "apologlzlng" . for .

.inappropri?te~ tutorial remarks regarding prior evehts. Consequently,#ﬁ&lc

a

‘must carry‘hloné any plausible alternative ifterpretations in parallé& ‘
- Y 3_ . 7 l \‘\
-« until it has a clear bas1s for ruling them out. Converseiy, the anaﬂyzen B o

. Thust have some capabllity -for restricting the set of alternatives under

¥

¢ active consideratlon, to ensure that - excessive proces81ng "and storage

. 8
resources are not consumed by low \plgusibility ihterpretatfoms.ﬂ 1 ié B
The organlgatlon » of the' ‘“protocol‘. anqiyzer © 18 « a i" &
genqullzat1on and elaboration of the coroutine -search plap—gindihg )
_ procedure used by’ hycroft [Goldstein 1974, 19751, The differences' '3-

arise mainly from the neéd fo take. account of the con51deratlon§—eu,

T, * ..
.« . mentioned above. In particular, the protocol analyzer , is intended ¢

-

to: (a): apply to more~than a single task domain; (b).understand a.

1]

¥ wlder range _ of evdlp types (e.g., Mycroft was desighqg to analyze

ki

finlshed computer programs rathér than protocols), (c) reap‘maximum

' advantage from the dynam1c 1nformat1on‘ava1lable Lnﬁthe protocbl regard1ng Y

o,

_\ 1

subgoal structure and development° And (d) embody dhe tore coherent

e

. structured plann1ng ,and debugglng theory underlying PATN. %gﬂ' N R :
LG A ’
¢ . . %2 . /
e ¥ }" \ﬁ« ' ’@
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. -

Overview - .. . ¢

}' s The BAiATh protocol analvzer is constructed‘ on PATN’s synthegtic
foundations by \sdpplementing " the synthetic ATN withk a number o}
. add&tional modules and' data_‘structures.‘ One data'structure is'used‘to
keep track of the set. of plausible subgoals which have been’ proposed by
) FATN. Another .i§€ used to record the state of ‘partially completed

‘ S, .

interpretations of‘the protocol. A preprocessor module is used to

.~ suppress uninteresting syntactic details and to perform preliminarv

~
o
N

segmentationﬁ' The\ preprocessor employs, an  .event classifier to

determine the synta tic class qu . each _event "of the protocol.

, Corresponding to ‘each syntactio category,,P\EBIN must be supplied with

Qan event specialist -which \embodies the requiSite domain knowledge ‘f‘or

assisting an event interpreter> in associating an event of that type with

some synthetic subgoal. - Since a purely top down or bottom up strategy

'- wouldrbe te’"inefficient, a scheduler module is necessary to direct the
analyze_““fﬁrough a "best first® coroutine search. )

Section two elaborates our notion ‘of. protocol analysis as-a parsing
process ana&ogous ,to the natural language processing task. The third
section : provides a slightly simplified déscriptioé of ‘s the
organization of _the automatic protocol analyzer‘ Section four refines
this_igzps\_ order description of PAZATN's design, Finally, we present

our tentative conclusions and plans for future work.

‘ N P \,
.
. ,
. KA

™ SECTION 1T PR
A GRAMMATICAL APPROACH TO . PROTOCOL ANALYSIS

k4

" This sectiod addressés the question "What is it about - PAZATN’s

approach to . protocol analysis that - makes it grammatical?"

-

Central to the approach is the conjecture that various aspects © of

problemz solvingi behavior ‘can be studied approximately independently.

71.

o - Consider. the underlying problem solver (i.e., ; the subject) whose

behavior 1is to i be— analyzed. While we\conceive of this problem:- solver

'1 .
a3‘being an integrated procedural Asystem, we nevertheless . suppose, at

b Jeast as a research strategy, that certain aspécts may be factored‘oﬁt

S ) ¢

% ) .
: Ld ) .

-

.
e N«
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W for separate  study: the , structural éomponeﬁi; " the semantic

ﬁgﬁ“ c the

cohponent, and pragmatiCa“ conponent. These correspond,
respectively, to the pofential ééntrol paths, data flow,’ aﬁd branching

el >

< AN
These aspects are- -~
e

conditions - of a procedural problem solver.

«modelléd by the network of states and arcs,, the registers, and the
B ( .

transition’ ‘conditions of the  augmented transition  network. The
, it .

next sub-section introduces an example protecol in order to illustrate

PAZATN s analysis.  __ . \\\ e - =

S~ \
. N ’

An Example Problem Solving Protogol

. In this. sub;section ’,we‘*provide, a brief example of the type‘ of

D

problem solving protocol which PAZATN is to’ analyze, and the sort of
analysi§‘ which it would provide. Imagine E situation in‘which a student
, (S) 1is interacting with a computeriﬁeq educational environment such

- . , 4
as SOPHIE.” Suppose S is confronted with the the following problem:

-
- . g B} -

In an electrical circuit; the voltage at time "t" is given

- : ‘ : #
by . ‘
. e(t) = r.sin(wt), . - * |
. .. . - e . '
- where r and w are arbitrary constants. Find the root- s
I ° mean-square voltage for the time inter&glt[a,b].
R ' o _
-A segment from a thetical protocol, represepting S’s‘solution path on
_ this problem, is shown in.Figure 3. Before delving into the details of
?KZATN'S analysis, .we provide an informaly acéount of the student’s
solution. . .
The student was familiar with the definition of root- mean-square
voltagg, and hence began the protocol by writing down the relevant formula.
' ~- - j ~ ' ’
1 fa,b] 1 b 9 .
| E0T: ¢ V- =g f— [e(t)]° dt : .
: . rms b-a a - .




_Figure 3 Thé Example Protocol Segment . ;o
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E07: = ; ' O .
: :

. g

: s1'n3(t): I T, ’a
E08: Ny — ~

“n
A \
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ey ‘ 4 UZ%dU ‘ - L N ’
El0: f . P — . - ST
. - cos(t) " ' : . .

E11:

£i2:

.E13:

E14:

E15:

) E16::

Figure 3 The Examplé Protocol

- ‘ Jepran

2 s’

N . <
i 3 ~
. N .
°

-

sinz(t)cos(t) - / -

-

~ " ¢ »
. s .

coggt) = - sihz(t)

~

] i - 2
fuz[(] - w?) T2y gy C S
fsjnz(t) dt °‘ .

/ R R s L] i 0"%;_. \ X
let U = sin(t), dv-= s1n(€) dt a -

du = cos(t) dt;

J/’s1n (t) dt

rsiﬁ(t)éos(t)“+‘[7cosz(tl‘dt T -

\$ | | '/ | :. |
o .

s1n (t) dt “t - s1n(t)cos(t) - !

[cos (t). dt f b dt - [sm (t) dt
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Next ° S substituted the particular def1n1t10n for e(t) provided by the .

current problem statement. . R P

-~

£02: wt)] dt o

1
=
i
Y
o
L 3

o

This presulted -in a probiem whose essence is integrating the fﬁJEtion
sin2. Some . students might have remembered the formula for this 1ndefinite
int%grai, in which case the sélution would have been strafghtforward.

In this case, S knew only a_few simple inggggels and a few basic rules

for decomposing complex integrals into s}ggéer Bnes. In the next step S -

—

‘focused on this integration task. .
4
/‘\
. ¢’ . :
@ [ 4 ‘v( ’
E03: . = rzsinz(wt) dt
g

i, - .
Y N

Then S appliEd the "sum of integrands" rule, Eiiminatiné'the r2 term..

—~—
-
~N -

E04: = r2 sinz(wt) dt - ~

L4

»

e e
EPSPRIRRRSSIES M

-

A?eu.a 31mp1ification S decided to ignore the ﬁ‘term in the argument

to the "sin function. \\\\\x
< . > 2‘ b )
EO5™ A = | sin®(t) dt

e .
oo ¢

At this point, S attempted to apply the substitution, u = sin(t); hoping to
.convert the integrand to a polynomial one of the primitive integrals
which was known. Houever, the student commigted the common error of

- -
2

failing to substitute for the differential term.

- - ’..
\_/ oo . .47 LI . )
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In a sense, the bug was fortuitous, since

.to a simple polYnamigl. Y .

N *
3 -
u -
-g07: € . .
) 3. . .
‘ . | s I? ;: ‘@ ) '.
: ' -v§;§§@ ) Hadet
The final step of S°s substitution ‘plan was " to re-substitute for the
- . ‘ I
temporary variables, restoring the solution to include only those terms
which were mentioned in the.joriginal problem statement. —
. .‘ ' - ' ' - & ’ - % . ‘
: sin>(t) P
£08: . = T .o . >
3 N
At this point, S became suspicious of the substitution -. fhe ﬁgkult .

\

seemed too  simple. validity, S differentiated

As a check -on its

the expression,

«¥ N
£09: sina(ft)cos(t) - »
Herg, 8 realized the mistake in. , -E06, an réJexecute& the
’ e . . - <, .- “ .
substitution. ° This time - S corré@ﬁ:&;;,aubstituted‘ .for the
. o . o - ) v s
differential term, except that the expression used was still in terms of
t, not u. - ' B K .
-~ 2 + C—/ ’
u- du ) -
E10:,
cos(t) : -

et

PEEN




Ihe abpropriate next stqp is to- rid the expression of t. S

accompllshed this us1ng the pythagorean relation. o o : %Eb
; . . " ‘\ A Q
. 1 >
Ell:., . - cos(t) = V] - i N-')’ |
D .. . | .
o - . e

- u?) V234 o , A

.

e/y'

LE12:

) »
B . =
S~ o , - .

Actually, at E12, S has derived the. canonical . u

~ sin(t)

-

ﬂ i » N <
substitution, ‘formula. However, the resulting” subproblem was also

Y dnfamil;ar. It d1d not appear to S to be sufflcxently 31mpler than ithe,/"*\\\<\

orjginal ptgpleﬁ’J’ . N ) . T .

The substltution' plan ‘therefore falled to  produce the desireéd

>

result. Hence, S retreated«to the sin (t) formulatxon, and tried a new

' approach - 1ntegrat10n byuparts. T ‘. » . <
' > ‘. » * ~ i
S -\
- . - ' » ’ & > ) ~
E13: sin“(t) dt . ‘ .
J".’ P s \‘ -~ ’
.) 3 ) -
E14: . tet U= sin{t),. dv = sin(t) dt- - -
N . _( * . / Y ’ . * "
/ - B ¢ du = cos(t) dt, v = -cos(t)* - ., o
> ’ T ) v o
e O . ’ = .
» : . e - 3 2 o 2 - ) '
‘ \)/ sin’(t) dt = “sin(t)cos(t) + [ cos®(t) dt < E .
‘ L - \,\ ) . . - ' )
‘r;¢ ~ ' '-' ' . '1, 7"" .- - . *
- - . * . . . . -7 .7"‘“'-\
S, Integ27éion by . parts resulted in what appearsg; at first, to be an\ggually <
hard problem - egrating cos“ (t) .. ’ X i ’
’ . . [ 9
, ~ - 49 87 : - ' )
/ . .
B ’ [} A - - - )
/ - ' [S
b/ ,
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.

 example 3&f the form cf‘?AZATNfs analysis. N . .

cosz(t) dt = |1 dt - [sin® (t) dt

. L3

< [ .
-

But once again, the "student applied the pythagorean ' " relation, this

time leading. to +an equation which did allow solving for tce desired

' P
I v
N & e

integral. ' . ‘ e

E18: - .2 _sinz(t) dt = t - sin(t)cos(t)
, -

Event,k 18 still does not represent a éompletg_solution to the original‘

problem. . S might still have forgotten, for example, to correct for the -

e

simplification introduced at event 'E05, or might have incorrectly

-

evaluated: the limit ,terms‘}for the definite form of the integral.
[ 4

.. However, this.- segment of" the Pprotocol is- suffigient to serve as our,

' < ) a
Structural Descriptions ° ' . .

The result of PAZATN's protocol analysis is a set of- data structures-

pepresenting these several aspects of the 'prcplem solving behavior.

»

The first is a description‘of the subgoal structure of ,the protocol.

1
This data structure is almllar to the context free deep structures (or

FEETY

base components) .of - natural language parsing. TIt -summarlzes the arec

tran31tions which presumably were followed by the generating ATN. The set

e %

of 1ﬁga1 structural descriptions may be characterized by a context” free
' grammar. o apply PAZATN to a wide range “of protocols,'a thorough .
.analysis of the speciallzed problem-decomposition techniques relevant, -~
to the partlcular domain is necessary. . The reduced grammar illustrated
"in Figure 4§ is adequate for analyzing the  subgoal spructure of the

” .

seguenfl of‘ protocol introduced above. While this grammar is.typical of

" the sgrt'we envision, by no means doee it - represent a coqple;e? task

analysis. %7 - -

=

Ee

~ e 50 55?3 " . ‘
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. " ) - * ‘14" ‘g g ' 4 e’,f s
. ¥ 3 A . -,
lc ﬁs.g / . - 4 v
t # % - Figure 4., The Contewt Free Gramma¥ ® ‘-
; % ‘ f.vty ‘ % 4\7 ‘ y .. Y { "
> SOLVE > PLAN + [DEBUG) o - )
L —
PLAN > IDENTIFY | DECOMPQSE | REFORMULATE :
IDENTEFY | ' >PBIMIT:IVE | ANSLIB* = . . )
" PRIMITIVE - > sIN-| cos | Exp | poLy I
T >CONJUNCTION | REPETITION
> INT- BY PARTS | PARTIAL-FRACTIONS |
- . SUM-RULE | CONSTANT-FACTOR | ...
. REPET '[I°0N' -> EXTENDED- INT-BY-PARTS |
REFORMULATE > EQUIVALENT | SIMPLIFICATION .
EQUIVALENT. > sDBSTITunoﬁ' | PYTHAGOREAN-RELN
_DEBUG " >, <IDIAGNOSE] + [REPAIRI>*
- DIAGNOSE - > D-PLAN I D- PROCEDURE | .D-MODEL | D-PROCESS
D-MODEL >_CHECK- DERIVATIVE
REPAIR > epIT | Sorve
, Y
\ ' ) ;- - \, , -
. o
\. T
( -
\_ |
4 - .
.
 J
f'ﬂm’ - ~
- ¢ fL
/ | 51- i z -
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" second

Y
~

Figure & indicates - the struetural description of this protocol

which PAZATN 1s - intended to

capture one aspect of broblem "solving behatior. They can be used to

provide‘ formal answers to certain questions which heretofore might have
been discussed only ~in a more intuitive way. As an examplé, the
parse tree makes it apparent, by inspection,..that the student is

N ——

comfortable with integration by parts; however, the incorrect first

attempt to use substitution, and the subsequent failure to apply it on a

occasion (at

apprqpn}ate E12), provide evidence that this
student requires additional practice using substitutions.
- . .
Semantics and Pragmatics ! . -
Although the sort of description ~ discussed ' in thei:p;evious
section is useful for answering certein questions;p_it;does not tell
tﬁe whole stery. Even to make such structural desériPtions intelligible
to'**the 'reader, .it .is necessary te provide some semant:c and

pr;ématic ‘eommentary * The synthet1c theorg of planﬁ;ng and debugglng

,.

.provides the basis for more complete and precise semantlc and pragmatlc

’ .
-

annotation. ) N

' semantic annotation, is defined to be the values of the ATN
registers 'associated with ' each node of the structural description..
These relate the - bebavior to ,the formal problem descriptlon.

Pragmatic

annotation is deflned to be a record of the justlflcatlons for selectlng

a giyen arc tran31t10n rather than 1bs compet1tors. Ini analysis, this

b » «
pragmatlc annotation 1is 'a hypothesis about tne subject ‘s reasons &fonn
usxng a particular‘_approach.:J Tnese hypotheses are baeed on befn v,
. , .
PATN s arc conditions (when the recommended synthetic transitions ‘have

been made) and heur1stle inferences from the available data.
‘ . w o,
The follow1ng is a typical set of registers which would be employed

by PATN to define the semantdc’ context of a node in the

-
— »

problem  solving

tree. _Some of these are not "primitive, " Since they are derivable from
one .gr more.of - the others. - It is possible. that - addition;& '
- : - * 7 -
| ’ s2 . 60 - Feo
\ 3 /:l ’ r
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Figure 5.

SOLVE(integrate T2sin? (wt))

PLAN
DECOMPOSE

CONJUNCTION-
CONSTANT-FACTOR ~ :r
INTEGRAL-TERM

- SOLVE
I - PLAN

)

Ce

Structural Description of the Example Protocol

,

.

- : e ’ - (
. .. ‘ . L. - - ‘ v )
itop level of integratiom task

s

} of
2 pog .

(integrand = sinz(wt))

REFORMULATE . . . -

SIMPLIFY .
EO05 - -
SOLVE (1ntegrand

-ignore W T

sinz(t)) : '
PLAN ’ : .
DECOMPOSE ' -
REFORMULATE
"« SUBSTITUTION. (u =

sin(t)) . EO06 \
- . - SOBVE -

. PLA % T
. IDENTIFY ‘
PRIMITIVE .., EO7
RESTORE-INITYAL-TERMS
) E08. & . s
. DEBUG . . ‘
DIAGNOSE- = ’
« D-MODEL
CHECK-~ DERIVATIVE .
,E09 . -
REPAIR sfirst attempt fails R
EDIT ... ELO R
' SOLVE +++ REF .., PYTH.-Ell, F12" o
REPAIR
< SOLVE ; for the 51n (t) 1ntegral agaln

PLA . g
'+ DECOMPOSE - : =

INT-BY-PARTS (u = sin(t))
E14, EL5, Elé
SOLVE (integrand =

PLAN 0

REFORMULATE v = -

PYTH, RELN, ... E17,

-

cosz(t)) . -

E18 3




)
semantic variablés may be added in future research, perhaps in tailoring

PATN to particular” domains. The list below is adequate for our current

@
s

purposes.

’

‘4. ?TREE is that part -of the parse tree attached
to the current node ("below" 'it). . 5‘

2. 7PROCEDURE is the terminal solution procedure
as deflned so far. This reflects ﬁhe state of the plan
after any debugglng events have been taken into account.

v 3. ?EFFECT is a domain-orlented description of
the actua} perfonmance obtainable by the solution as
defined so far. Singce a pa}tiaily solved problem nay
centain references to currently unsolved subgdals,‘
?EFFECT -may be unaséigned at a given node.

4. ?PROTOCOL is the "frlnge" of ?TREE. That is,
it is the list of term1nal_eVents dominated by a given‘

>

node.

-l . - 1 Q g

5. ?PLAy is a collapsed version of the subtree

" associated -with 7PROCEDURE. - ° Thaf is; ?PLAN corresponds;/’“
- N

Eo the -notion of the plan of a finished solution:, The
Eoncept of collapsing a parsed protdcol into a plan. is
elabdrated in other reports by the authon;.'

6. QMODEL is the éet ef predicates which
?PROCEDURE | i intended to accomplish. For a correct
solutlon ?EFFECT will, be a spec1a1 case o{ ?MODEL.

7. ?ADVICE is a list of’ plannlng and debugglng
suggestlons generated by the synthetic pra%matics of -~
PATN. ‘F%Q‘example,~ in solving a ngvel 1ntegra1 by
partial fractidns,' when it is - not ‘known for certain
whether such a deeomposition is valid, -a record of the
fact that the partial fractions drc transitlon may have

been inappropriate, is appended to the current contents of

?ADVICE. This helps to guide the debugging componeént in

62




. ’ . " .
diagnosing the underlying cause of 1later model
violations. .- ’ s

s

8. 9TITLE is the symbolic name .of the_solution
T;gtion’of

currently?bqing developed. This aids in the det
sglf—reigrential (recursive) plans. An example of its use

in the example°protocol .is  when the iniegratiOn—by—

parts led to a second occurrence of the integrai of sinz.

Sonétimes,'as it happened hé?e, a self-reference resulﬁs'
in a solution; at other iimés,i it may indicate a-
circularity in the solution path.

‘9. 2GIVENS is a 1isf of the hames and types of
the giyen data, and assumptions which may be made
regarding them by the subplaﬁ below a g;ven noée. This
is used, for instanee,‘ in the detection . of

. | .
inconsistencies between the qéfipitions of subgoals and
) 3 .‘ + . .. s -

their usage.. ~ - .

10, ?VIOLATIONS i$ the 1list of model predicates

which are not satisf1ed by “the ?EFFECI achieved by
?PROCEDURE. , This'* register 'is set by a 'separate

performance annctation module. ’

3

;) %
-~

Let us brikfly conSidér a few examples of <the values of these
registers ;t various nodes of the structural descriptions for ﬁhe'
‘hypothetical problem solving protocol presented earlier.: For the SOLVE |
npde cor}esponéing to E03; ?MODEL  is as shown in F1gure 6

Prior® to E09,» the %?EIODiTIONS register at the PLAN node for the

substitution was: . A

(NOT”?:i?EXPR 365) (EXPR E06)))

Since the integration task 1is eventually solved, ?VIOLATIONS"“iS‘gmvf?
its- SOLVE node, since solutions 1nelude debugging The same is not true =

for the correspond1ng PLAN node
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,—‘/ﬁ \\ The pragma

" incorporate it at\the appropriate point in the solution: b

.

¥

5

¢

i - —

i
y #
5
s
%

‘

ies provides rationales for ﬁhe various planning

-

choices in the ¥ protocols.: These are derived fron the synthetic ‘arc

conditions when iapplicable. For example, the reason for integration by

parts be1ng attempted on the integration task uas that the integrand waq in
the form of a product of two terid¥®. /° ) s

(REASON (INT-BY-PARTS E13) = , ; : D Y

-

. (EQ (FORM (INTEGRAND EO05)) °PRODUCT)) \\

The . reaso"ﬁlr each'buggx event in the protocgl is the same as the

H

reason for what might W:ve been fhe corresponding conrect version of the
eve ' but flagged by a nq e stat1ng that the attempt was buggy.
Debugg1ng opevatlons local1ze (or repa1p) the cause -~of 'some

|/
violation. The reason for EQ9, for example, is to verify that the

integration satisfied its specifications (i.e., that the derivative of .

the results give the original expression). In this case, the underlying

cause of the 6iolation was the omission of an essential cleanup Vstep

LA

(the) differential term). The repair was to solve for the missing term, and

~

(REASON E10 (REPAIR E06))

— -
[4

’

REASONS are represented by assentions involving instantiated arc

predicates of this sort, attached to“ each node .,of the‘qstructural
description. . ' - : ~ k

13 o °

Qisguss;on’ .

The exanmple protocol  discussed in this section illustrates .

the analyses which PAZATN is designed to generate. In keeping_with
] . - h .

the grammatical metaphor, these analyses have three aspects: structural'

(syntax),. semantic- (purposes), and pragmatic (reasons). ' The structural

analysis 1is represented as a parse- tree. The Semantic  and
B - . . N

pragmatic information is represented as anhotation (varlables and'

assertlons) associated with each hode of the parse tree.

B

e




# “\:’.

> " j :Q -

Some reagders m;ght object that these . three saspects alone do not

constitute a compléte énalysis of a protocol. Perhaps soge " essential

»

dimension of the subject’é problem solving performance has been

. overleokeg. lf there are useful questions about the behavaor which are

" analyzer would consiét of

-~ »

not captured by these aspects, we would have to agree.- However,.our
working hypothesis is that//pe are not. Hence, we believe that part
this

of” our contr1but1&g§~in research 1is qur recognition .of the

‘appropriateness of a linguistic analogy.

A" precise definition of protocol analysis *has been provided,

along with a brief example of the form of this analysis. We now turn our

-

attention to the design of PAZATN, a scheme for performing such analyses
-

automatically. .
SECTION III ~
ORGANIZATION OF THE PAZATN PROTOCOL ANALYZER
3 . " . . A
Genera} X I - .

I

N N In this sub-section we describe the general organization of the
protocol analyzeh. Later \sub~sections present additional detail. The

the following data structures and modules:

[PATN, the PLANCHART, the DATACHART the_ﬁlgprocessor, the event classifier;

the (domaln ‘specific) event specialists, "the event ‘interpreter and the
. .
Scheduler. Figure 7 provides a bldck_ diagram. After reviewing the

-

-analyzer’s input/output . specifications, weé consider each of these

components in turn. Section = four = refines the | first order

.

description previded in the current section. Sinee the event specialists

-are domain specific, we will qot provide hetails in this report.

. The analyzer receives the model. as input. 1It_ is’a _formal -

s * re

P P4 { o
statement of the top level goal, and the; protocol, whieh is a list of
input/output events. It "hffs been ,assumed that. tﬁé protocol is
-~ - . /
"reason{ﬁie " in that it represents a 31ncere attempt tp accomplish the

task, and that it termznates exactly - when thls goal hasf been satlsfled

~The design is robust in this respect. it relies only slightly on

these 's;mplifying assumptions. Consequently, it”is,ouc expectation that

; LT - 58 66 ° :
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Lthe dnalyzer witl also prnve to be useful (although it may perform less

{ efficiently) “for less than 1deaf protocols, such as where the. 'y

’\ihterpretations‘ of the protocol, Ghere. an interpretation- is

. assertions,:ﬁ?or; each node 'of the d®scription. In order .to d;scuss . )

‘differences are not otherwise important). _ . ggp N .

subject/student makes a sensible start but fails to complete the praject. -

The output' of the analyzer is a set of.ope or more plausible

defined as the assignment of a structural description (or "parse™") to

the 1list of events, augmented by an assignment of.ralues to the set of -

; .o ‘& - *
semantic variables, as well as by a collection"‘of pra%matlc-reason

. g e

the representation of interpretations, and thg.manner in which they .are ’ N
. . "o .0 ot -

discovered, it is necessary to introduce the roles of the ATN and-PLgﬂQHART .

in the analysis process.

Augmented Transition Network (ATN) 4

N

To understand the central role of the ATN, one need “only remember

I3

. KR
that the analyzer is little more than a procedure for sélectlng those
A

synthetic solutions to the stated problem which most cﬁosely match €he

input data. ~ However, tbe space of possible sol(ition paths.'is\\/\\\ .

represented intEEETonally (as opposed to exténslonallyJ by the ATN. " We ‘ 5

) ’fg. ity ‘
require the ATN to generate complete protocols, even to the level of

1

events corresponding to the typlng in of deta11ed \1nstngctlons to the

computer monitor. Some of these : requirements are superfluous ‘for the

- 4 -

expert version of v;the problem solving system: Hence, 'we plan “to. ..

»

employ a slightly modified version of PATN in the analyzer« (but ‘ the

. . - i/ PRI

”ﬁ";

e

) There is a question as to whether the expert verslon of the ATN w111

¢

eventually succeed in spannlng the entlre space of reasonable noh-expert . , "%

¥

behaviors, provided that each of its preferred approaches is - ﬁﬁ%?
successively rejected by the analyzer. The expert version of’PkTN would /:

T
have the. 1nterest1ng property of belng capable “of produc1ng part;al
solutions which contain certaln "rational bugs. Funthermore, it will ' ;
be . seen that the spannlng requ1§ement does not rule out the

v - | -
R 6069 o ’




analysis of. "inexplicable"- (or "irrationél") %ugs - sudh 'as
o . _ x ,
typographlcal errops or memory lapses -- provided that they can be

'i—necogn1zed as deviant versions of ° some rational synthetic

-

a spanning model in this extended sense. o
The “ATN  would perform arc transitions partially as a result of
)’, -, ¢ .
r‘PATN S synthetic pragmatics and partlally as a result of analytlc

guidance. For example, the ATN may expand the plan-for a subgoal which
might not hzve béen pursued in the pure synthetie system; because
. analytic criteria have established that tiris is probably a subgoal- of the

. subgect?student IhiquN then suggests fiow one might go about solving 1t.

AN

The PLANCHART ' -
iéffr As the analxsis progresses, there are.a pumber of reasons for needing
= g§4 < .an extepsionaiA-epﬁesention of the ATN process, as it operates upon the’
L *' particular Qroﬁlem. ' Consequéntly, a comﬁlete ‘trace of the synthe;ié
zrf”¥ﬁai s\ computation is,éept,fov examination by the analyzer. This' data structﬁre
§ is, called ‘the PLANCHART: The most obvious reason for crgating‘such é
’i}:'%gkﬁgbentation is. to avoid repéated calcu{:ﬁiqns} but . important
;iké;};édlglonal uses for the PQANCHART will appear in the course of thé
N ”vd£§3uss1on. . _ ’ R
“Jf}ifi, ’In fact the PLANCHART includes not only plans, :ut “ﬁodes Iof‘ other
i

types such as debugging episodes. ' As 1t3rname suggésts, the PLANCHART
‘% 18 ' a chart ’[Kay 19737, a network-like data structure which
ézy ‘,' compaétly represents man;\\‘eémbinations of subexpressxons. This
v ’ data structure is 'an efflcient repreEgntatlon for fATﬂis current

set -of partial solutions and thelr structural descrlptlons. Rather.than

even  if the space hébpened to be finite, the ATN expands this PLANCHART
incremqngéily as ‘additional possibilities are needed by the Enalyzer.
\ - . % ' : -

" The - PLANCHART rejpembles an “AND/OR goal tree (see _Figure 8,

‘for an example). Béwever, there are a greater variety of node types,
. . - .

Ve tor
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behavior. Consequently, <we tent%tively assume that PATN is indeed such’

generating the entire solution space at once, which would be impracticaf
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- rather than just AND and OR... This allows the PLANCHART to _represent
such concept§ as whether a set of conjuncts, -need to be
accompllshed in the speclfled order, or whether . any order -~ wIll do,

. allowlng a greater variety of synthetlc\ combinations to be
,m - * , , * -
, expressed parsimoniously. For concreteness, we take the PLANCHART to beﬁ «
a LISP S-eXpre831on. However, each subexpression is unique-ized; that
S |

13, EQUAL subgoals refer to phy31ca11y identical structures. ‘The reasons

f°E~Fh%5 are explained shortly. - A ‘ ! 4 ( -
- ° The analysis ‘process .is closely tied.to modifications of this data
o - ‘) : .
structure. In particular, the struetural description assigned to a
. -

protocol corresponds to a subtree of the PLANCHART starting from the . root,

(the top level SOLVE node) to the  individual protocol events

b -

corresponding to a subset of the leavee Consequently the , structure
building actione of the analysis systemAare performed entirely by the

ATN. ' v -
.

-IThe Representation of Interpretations

In view of the above rémarks, it should ‘be clear that an

4“\‘

interpretation of an event can be defined simply as an a331gnment of that L

event to a leaf of the PLANCHART (Flgure . 9). Slmllarly, ans

, ;nterpretation of the protocol ‘corresponds to a complete assoclatlon llst

L of such event a881gnments, and a partlal 1nterpretatlon -is an association

N
- -
4 - A

. list containing aeszgnments for a | ‘subset of the events in the o0

.

complete protocol. As a consequence of the left-to-right processing . ) -

Do order, a typical partial interpretqtion“contains assignménts for the”

first M out of N events. ’

.

-

Notice, though, that a given’PLANCHART leaf may be a member of

i ’

more‘ than one structura description, due to the structure sharing.

‘mentloned ear11er.‘ Thls is an, advantagef Genuine ambiguitibs’neeg’
not be treated as exﬁficit alterﬁétives. The analyzer does . not, commit #
1tself an arbitrary deEision."Al} possibilities are carried'melong,‘ //’ .

1mp11c1t1y, at no extra coet. "It .is poseible; but  unlikely, that _

Q@ . . 63 72 .- - o ' .
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Figure 9. Interpreting-Evénts'by Assignment to PLANCHART Leaves
Y, /
PROTOCOL :° . . - PLANCHART:
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the complete ’assooiation list for the entire protocol(/will likewise

- -

Have multiple structural description pathways' ~ through the PLANCHART.

w Each of 'tpese, technically, - should - be considered a ,diffenent e
1nterpreta€ion. Nevertheless, it is sensible to, lump them together,
since this situation can only occur when the data have been fnadequate to’

4

distinguish them.

3

In order ‘to pe assigned to a given leaf of the PLANCHART, it is not

-

necessary for the data event to identically match the coqresponding
synthetic’ event. Thz

assignment merely }eflects" the heuristic

ju&gment ‘of the analyzer that the actual data 2vent was .intended to

' serve the same roig as the associated syntnétic event. Consequently

a- syhthetic event .(i.e. a single PLANCHART leaf) actuaf&y stands for an
equ1dale ce class of data events, with various plausibilities. .

Forh\an interpretation to be plausible, the data event must be very -

"similafc;lto/the agsigned synthetic event. There. are exactly two ways

vz
)

in which the events may diffen: (a) the data event is an alternative,‘ f
equivalent realization of the sfnthetic enenh; or (b) the data event‘
éf‘ :is a- dbuggy" realization - of .the-synthetic event. The plausibility of
assignments oﬂ-type'(b{l depends on three factons. One_ factor is .the
intrinsiq,' egssentially syntactic, similarity. Misspellings which differ

by only one or two characters are an example. The :second factor is'
\ {

. -

knowlque of common ‘bug types. - Since "rational™ bugs would appear as

distinct leaves of the® PLANCHART, here .we -.speak oOf the ‘"irrational" L

variety. Since there is,.'“at . bresent, no compelling theory to

v

account for such bugs, the evidence must be of a statistical natureu.‘ and

not necessarily the sami for each individual. The third factor is the

/,115' context in which the bug occurs. ,ThlS is determined by- the status of

=

* ,neighboring leaves. We return‘to theSe questions later;/f

- . ' ' . . * | ) °
" The DATACHART .
. - A partial interpretation is',sai&§‘to split -when Att proposes'

~

more -thén. a single PLANCHART assiénment‘&for.its next event. Some

7 S~

- . %,
- 5 e
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b .

\ \ o * ) . .
. ' . bt e : .
ﬁ megd for keeping track of Lthe analyzer’s alternative partial
A‘id’ pretatlons - "is. h@é%:%?“kxldeallyﬁ_ it should take advantaée of ,the
fact that, following a split, the event interpretations prior to taat-
. ~—;;1it remain the same: the common ancestry should be preserved. The |
+ DATACHART serves thls functlon.‘ k i , ‘ ; . 'w
7 The DATACHART may be thougﬁt of as a context-layered data base, sueh 1

as that prov1ded by CONNIVER [Suss*an & McDermott 1972] PAZATN would -

record partial 1nterpretat10ns in CONNIVER-llke contexts. Suppose that

two have

-interpretations identical assignments for .the first M events,

ta and then split. The split. corresponds to a single coSQext layer

having two descendants. Assertions corresponding to the shared part of

the interpretation, .

ey

are
aage .

layer (Figure 10). VR

"automatically inherited from the parent context .

-

to

-

- Whenever an event assignment , is "be made whose plausibility

does not exceed -some threshold, the following actions are performed: N

. N !
. (1) An assertion is gdded to the current context, Y

indicating which assignment is about:to be made. This oy S

- ensures that the . same‘ possibilities wili _not  be S

repeatedly pursued.
(2)

subcontext which will 1nher1t prlor assignments from ~the

. - *

A PUSHCONTEXT is executed, creatlng a new

[ ad

.. parent context. This, ensures that changes which reflect

;5 the- uncertaln contlnuataon of the 1nterpretation will not

" affect the state 1nformat10n in the parent.
P-4 ° .
- (3) The uncertain assignment 1s‘performed in the
t . )

. new subcontext. The normal operatioss associated with -

. event interpfetation (describedApelow) are carried out.
(h)fA handle to this context is placed on a list. -
< B .

of NEW partial interpretations.

This ensures that it

e Will be scheduled * for at 1least one ¢ycle of further

investigation, . ‘ N :
}“‘Aﬁ’#d

t
Y
\

W
[=2)
[=))

3
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Figure 10 Inheritance of Shared Partial Interpretations
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(5) A POPCONTEXT is executed. The paren% context (o u
.of the new interpretation is then re-examined to
determiﬁe  if alternative assignments should also'%%e
considered., ° If so, tﬁe}above Sequqnce of opera}ions is
,carried out for eac;h.x When no further alternatives seem

worth consider}ng at the present time, the parent cdontext

<~

is placed on a list of HUNG interpretations.

rd

With this téchnique, it‘ is not necessary to explicitly list.s aiL

of the possible dlternative interpretations for a given event. Note
' :

that.. after the PUSHCONTEXT, the HUNG layer represents, not a singfé

partial interpretation, but an indefinite numbér of implicit alternatives,

to the partial interpretations explicitly represented by its’

<

offspring. ~ Even after- it is HUNG, the parent context cqntains thé

necessary state information for generafing addigzghal possibilities,

~

should it ever need to be reactivated. -
Incremental PLANCHART-Expansion .
E . ,
Consider the situation in which an acﬁi!% partial

>

&nterpretation can find" no acceptable assignment for: its nextoevent in

L A * ¢ P
the PLANCHART. There are two actions possible: either (a) -conclude that

the current péitialainterp?etat;dn is & dead end, and Mwﬁa\"iq to thﬁ

. HUNG 1ist; - or “05) conclude that the PLANCHART has npﬁ been expanded’

sufficiently to account‘fdr'the current daga.
In case (b), the analyzer passes control to PATN,” which expands

those subgoals most likely to be relevant to ithis interprétation.

Since the  PLANCHART is”, kept in the GLOBAL. context,- other
\ . . , ¢ h -
interpretations may also benefit from the additional - grbwth. This

is the -only sitwation in which the PLANCHART is expanded. (This rule

is modified siightly in the mnext, section.) Limited, \ incremental

growth  ensures that a minimum number of irrelevanf synthethic solutions

are generated. \ ’ - o - ’
& =
:'/ L N i - .
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A Unfortunately, deéiding' whetherl.(a) or *(b) is actually the -case,
may be  difficult. The difficulty is/coﬁﬁaunded\by £he fact that a given
\ data event need not be an eiact match to a PLANCHART leaf in order - to “ge
assigned to it it ‘could be a buggy version, . or- an‘eqﬁiva%ent
construct. There ;ie thrée‘tecﬁnical problems: (1) choosing between
cases (a) and (g) above for a given leaf; (2) ldcating the relevant
existigé leaves which oug?t to 5e considered: in view of  possible

\

equivalence and .bugginess; and (3) locating the .relevant existing
) o -

- . e N .
partial interpretations which might bé ablé to "make use™ ‘of newly

geherated ‘PLANCHART leaves, especially in view of. pogsible
» . - .

. ’ °

equivalence and bugginess. _
v Now, if the analyzer is too misérly ig'allowing PLANCHAFT growth, an

event might be interpréf;ﬁ.as a buggy %grsion of an existing leaf, en

only slight gro;th would ha;é allowed it to match a new leaf exactly.

But if the analyzer is too eager 'tovexpahd the PLANCHART, the number

of irrelevant synthetic solutions conéidgred could be enormous.

: We . pl%n to provide the ana{yzer witﬁ a numbffj of. strategies
xpfor deéling with these problems. One strategy, whiéh has élréady been

introduced, handles the case where the relevant gvén s are EQUQL; this is

. deal with buggy or eqﬁivalent versions. oth retrategy‘ empldys a hash

-

coding scheme, 'where the contents of the bucKets ) are pointers‘ into the

PLANCHART.

[

S

- '\ -
. . ’

Markgré and Marker Eggpaggtioé . o -

- ’ . b
A thfrd set of strategies for dealing- with- the gifficulties

of “the previous section relies on a system of PLANCHART markings and
. . - R . ¢
marker propagations. The marker scheme is of -interest because it is
- - ) . .
also used to prqduce the final structural description, by -selecting a

sup;rge of the PLANCHART. The assignment of a data event to a PLANCHART
leaf can be thought of as marking that leaf.

-~~~
~
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Now ‘recall that the PLANCHART . is essentially an elaborated

AND/OR | goal tree. — Each non;terminal' node. type represents an ATN
& . LY

state, _each of which specifies either a conjunction or a
disjunction of‘ subgoals, with® possible sequencing constraints.

»

Consequently, we can allow markers,' to propagate upward through the

.

PLANCHART- according to three rules:

1. MPR-1. If _the parent of a marked node is a

, % s oo !
g;sjunctive type (e.g., CHOOSE), the parent is marked;
%, AN '
2. MPR-2. If the parent of a marked node 1is a

conjunctive type (e.g., SEQ), and the, siblings of the
marked _node are also marked, Ghe parent is marked (note

" that if Eﬁégg_were constraints on the ordering, but the

» o» I -

. r
events appeared-.-in the wrong order, the siblings would

.
. -

-
3. " MPR-3. If no hi%he? plausibility inte€rpretation ot

: probabi& not have been marked);
r ]

can be discoveﬁed; under c¢ertain conditions a propagatiAn . 4
- may be postula¥ed when neither rulé MPR-1 nor rule.MPR-Z ’i

’ is completely satisfied. ‘(This third propagation rule is i; :

/' designed ‘to allow structurally - ill-formed

{"ungrammatical") plans to be analyzed, but with lessened

’
-
.

plausA'ility.).
Top down ~ MOD . plans (gee below) however, are handled specially.
The solution for the top 1level problem should(be propagated when it ‘is

finished, even though the solutions for the subpﬂbblemsjhav' not yet been

. encounteFEB;-'but the expectation for -the sﬁbprqblem solutiuns ,_Egmain

i ‘effeéﬁ; and cause Subsequent~ ;;opagations when they occur. ?his*’\\
i indica;ggwgg(psing two aifferent marker symbols in late i ;éms. )
The marker -propagation status. is local partial
! interprefation and its offspring. Notice that it ind;q- synthetiq
.s%ngalé are expected; and which are satlsfied. A A propééation
corresponds to what mighi be . termed a reduction, in -a \bottom up
pars}né scﬁZmé.“ The  progpagation of markers is intended . to.allow EPe

. ‘
Dy e 0 T i -
2 L ; - A




", of events.'(

\

b L

analyzer ' to efficiently draw inferences about ‘ﬁﬁe probable ‘%olution

i

path represente& by the protocol, with respect tqaa»particular aggignmént‘

£

s

- . i e !
At intermediate stages in thes analysis, thede PLANCHAR g markers

provide evidence = concerning the plausibility of alternative

interpretations. This is especially important when additional

5]

immédiately:

growth is |under consideration.

) The folléwing guidel

.
>

P\RJI. An event assignment which would result "in

a propagatiion is more plausible than one which would not.

PLR-2. An event assignment whicgrwoq;d result in

a léng éhai of propagations is-more plaﬁsible than one
which w&uld result in a shorter chain.

. PLR43. A completed interpretation (one which has

interpreteq;Fhe final protocol event} which propagates a

PLANCHART

~

ines

markgr to'théitdpvlevel SOLVE nodedis much more plauéible .

f . h . L
than orie  which does not (a consequence* of the

"reasonableness" assumption). q

PLR-4. An event assignment to a conjunction
, A

dominated leaf, many of whose siBi;ngs are marked, is more

plausible than an assignment to such a leaf only a few of

‘whose siblings .are marked. A similar rule holds for'
v .

-

plausib}y marking noﬁ-terminal nodes.
’ PLR-5. No leaf should'be marked.by more than one
event. More éenerglly,'a péde dominated by a marked node
should not 'be marked. One exception 'is'that if the
dominating marking wés via marker propagation rule MPR—3
(or :thQ,USE'ﬁodes of top down MOD b}an), and if the new
mark&ng would have ailowed;"a propagation via MPR-1 or
MPR-2, then the node may be marked. The otheq‘gxcept{?n

is tBat if the marking .was - the ‘result, .of a -buggy

[

'gésigpment, and the new marking 1is the correct version of

L] .
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. tha} assignment,. the node may be marked. ’ ’ ,

. ;;La-f)T Assignmgnislwhichi result in pFoPagaéioné

\bY propag(atién rule MPK-3 are much’ less plausible than
" assignﬁeﬂts,which result 1n propagations by rules MPR-1

or MPR-2.

.

Co ) :
These heuristic guidelines help ‘the analyzer to: (a) determine

" whether it is propitious to allow additiqgg&‘ PLANCHART: grdwth; {b)

e select qpe preferred=tnterpretation for an.evenf; and (c¢) select the
preferred  structural description of the ;rotocol, which is a subtree of
the final PLAYCHART. o,

ST fhe m;rker propaga&fon scheme proviées a preé;ée. notion of

expectations. A constituent- is expected to the eftent ‘to which it

would result in ppopagatlon;. For example, consider an Identif;cation

Plan for solving a subproblém. If the subproblem had prev{ously been

-

solved and saved in a file; it is"expected that a command retrieving’ the
ould contain an

solution Wom the file will occur. The PLANCHART
unordeéed.conjunction éf subgoals,. one .to add a use of the sg%ugioﬁ
to the subproblem \to the solution to the top lével problem, and one
to retrieve the solution to the-subproblem from the file. After an

event had been assigned to the former, the latter would be expected because

‘

.its occurrence would result "in a propagation at least

~N

jg ) Idgntificatibn Plan node.
_v.Suppose  that -an expectation (sdéh aé?-the Identification Plan

example) ‘(ails to\ be, satiA{ied af'ter mani events: One possibilitf

. .' is that thé'partiaI' interpretation which expéctSJHE is qu; on the wrong

track, and should be abaridoned. A second possibiiity is that the overall

-

subgoal strqpture ‘is correct,, but the subject has proceedeat‘ to
{

.-re=solve the problem via DecompoS%}ion or Reformulation, perhaps

’ because the existing solution had some undesirable property. _ If
PR . L o

. this sécopd possipility “Was in fact the case} then when the

-

subproblem's sclution was completed, the 'resulting propagation would

"turn off" the aberrant expectation, since Eig would- then, be dominated by S
. - j_ Ky V! i
a marked node. - - L y

Q ' o , , '

?

as far as the .
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. .

using an ungrammatical plan. If a file retrieval is ™\got performed' as

third possibility is that: the student/subject is actually
» te

.expected, it chdﬁd be’ that the student simply forgot to do it, or
thought , that it .was unneEeesary, mistakenly sbelieving that ‘its
sblution was already presentin the workspghe. .The fact that a plan
1s ungzghmatical *does pot make it uonanalyzable, however. When
the ”d<“ of a solution to 2 subproblep™ is encountered, some
propagation ought to occur under every ACTIQ;_interpretation. ir suchlan
. event is followed by events which are anal&zed as diagnosis, then the

Aost plausible propagation is forced, even if this is only p0531ble via

-

,rule MPR-3. The plausibility of this interpretation wWill be greatly

increased if the missing event. eventually does occur.as a result of

s
Subsequent error correction.

S

The Event ClaesiffEr.

The event <classifier module contains the syntactic knowledge

necessary ‘;; distinguish- the various domain-spec1f1c event types. *The

event cla381f1er is one of the few components of PAZATN which would “need -

LS

to be redefined fér each domain. In aSSigning an interpretation to an

- event, a’variepg.of semantic and pragmagic evidence may ultimately
Ed

ut the domain-specific eyth
« o
to syntabtic evidence .&and timing

be considered by the a?ﬂlyzer,

claSSifier 1s deliberately nestricte

data, for a few cases such as those/;entioned earlier) woo -.

-

L4 i

The ' -e{ent classxfier can be invoked in three modes. Ithheinormal
- ﬁGEé Lwhich 18 used by tﬁé preprocessor) its input is an event; ‘and  its
output is that event 8 primary syntactic class. For most events, this
is sufficient. The second \mode operation ° is ' used by, partial

interpretations which find the primary syntactic class of the event to be

¢

. questionable, but have a specifie alternatiye class under consideration;'

L L
In thi$ second mode, the .classifier is calléd# with an Event and -a

° proposed alternative’ eategoryi The classifier returns with a numerical -’

4 , ’A’ ‘
summary of the. syntactic evidence relevant |, to ' _the ‘proposed

I[' . . & . ) ' ~{K,
. S . 73 §32 : ' o4
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a

-Féc}assifxratlon. The thlrd,mode is femoloyed when the primary class is

- > éﬁﬁuestloned but no alternatlve readily suggests itself. The . classifier

. returns with an exhaustive rank-ordered list of the syntactlc categories

and their (syntactic) plausibilities.

-

5 Event classification would bs ) performed using

* . T stralghtforward pattern matchlng The ’details, being domain specific,

-

are generally uninteresting and are not given here.

L
.

.-

. The Event Interpreter and Event Specialists )

The event interpreter is the;‘moéule respoﬁéible for cé;egory

independent operations of event :interpretation. This includes the

.contexf‘saving and restoration sequence dgscrlbég'in the DATACHART section,

. 4 -

;he actual 'proce331ng required for marker pﬁopagation, and the marker

status plausibility computafions. The rationale for érouping thesé

_activities® into a !separaté component -is modularity: they are routinely
reqwired, and common Lo every category of event interpgétation.
" The event An;é?pre;er 18 the’ "inner loop". “of - ¢ the. analyzer.

—

N - ’ . i - ) .
. N It is'invoked by thé scheduler with two arguments: a handle to a partial

Cap ™ interpretation, aﬁd a data event’from the preotocol. . In cooperation’
\ ' ‘

with. one or more event specialists, it attempts to explain that data

e s rereenlm 2

. in" the. creatlonv of - one or mone additional {descendant) _ partial
. ihtefﬁ?etatlongj When event: .intgnpfetatiQn is oompiéig, -control
returns to the scheduler.* - . ' .

- . ) A collection of domaln specifig évent specialist; [EéPTS] éré
| . ] re§38K51ble - fa} categéfy« dependent opera{ions ’ofvf' eQenﬁ

1 . . .
terpretation. Each specialist, contains the requisite knowledge for

analyzing events of a'particular syntactic typgﬂ,‘ The vent interpreteﬁ

oA

<t . . .
. 1nvokes ‘an ESP with .an ‘event (&nd an 1mp11c1t assumptlon :egardlng

»

“~ 1ts syntactic ,gategory) in‘the context of a given martlal 1nterpretat10n.u

. g; E'I‘he specialist is free to assign any 1nterpretat1bn to the event+ ‘'which
» y « - - .
*J ,is con;istent wath the ‘categorization assumption. However, a ‘given

- ’

. - .
— i . . .
L 2 , - . ' .

\ ot = -
eveqt in the coatext of that ‘partial intenpfﬁfg:;;:. ., This ‘may result

\




specialist 1s not freé to donsider the” possibility that the category
’ assumption is incdrrect. e T T ‘

-

- T If  the eve&t specialist does rot return with a:sufficiently
plausit&e° event assignment, ‘the event interpreter will then conside;
the p?ssibility that . the syntactic category whic¢h has been postulated
for the event may be incorrect. Whenever an event ‘is "interpreted

as buggy;’ ° expectations for dlagnosls and repair are generated at the

request of the event 1nterpreter. The deta11s of ‘'the. ESP’s for

particular task domains are .not given here; examples 9f ESP’s for the

< e

LOGO graphics domain are presented in [Miller &.Goldstein 1976d].

N

A Y
Ihe Scheduler
The"‘reqainiﬁé module to be cansidered is the scheduler. The job.of -

-

the scheduler is to drive the analysis t‘iough a DMst first coroutine

g

search of the space of partial interpretations.' Ultimately &it arrives

at one or more plausible completed 1nterpretations.

The state of each interpretatlon is represented by assertions

. “jn its cantext layer. ‘For example, one fact which the scheduler needs to

’“————/ji;prﬁbout an 1q}grpretat10n is how far aldng it is 1in prdcesslng the
_ . (Note that all i '

protocotl. “Tnot, interpretations ‘are equally. far-
I L.

" . 2 ’ LS -
= along.) - This progress is represented by an_assertion of the form:
. T . -

Z /: - . /
/’Mf,' (INPUTMARKER= <event#>) o S ) L
‘f which means that 'the input marker * is sit€ing: immediately ‘after the
" <ejént#>'th‘input event G- £ DN SR . D7
; L ‘Another: set of facts ' ’which are needed areﬁjthe~evéntlassignmentg.
‘ A These are assertlons of the form: - I ?’:; .
: S . . 4 a

4 S — ’

o e (ASSIGNMENT <event#> <leafptr)

\ ’ .‘. ) / . '5\ N y ‘M‘v: . /
\\\:\\\\\\which means that the <event#>°th event hag been assigned to the PLANCHART

" leaf referenced by <leafptr>.” 'Note that at most a few of these assignment

.

<" inherited from hlgher up in tt;/%ontext h%erarchy \ . ‘.,f C

N ‘ ~ . .
. I 75 84 ’1 . °‘ i b‘..
) T P * L

v

assertions are explioitiy~ present ’ih a”' given 1ayer, the ~ resf' are’. -

+
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The schedufer, maintains “ ' three . lists " of . partial

1nterpretetion§ (handles into the " context hierarchy): the NEW list,
the ACTIVE 1list, and the HQNG lfst: - Every partial interpretation
which has been discovered ie onﬁ one of these three lists. Tydicaliy
"interpretatione on the ACTIVE ané ﬁéw lists are furthe? along in processing
the .inpu;. Those on the HUﬁG list will not make progress‘ unless a
sufficieng. number-‘of currently ACTIVE interpretatidhs" become HUNG; at

which time some HUNG interpretations may be reactivated. A
R Thes basic diffiedley which is facea by the,scheduler is to ensure

" that interpretatibﬁe which have a_. reasonable ‘likelihood of succeeding

N

‘continue to make progrj?;, while those that are likely to fail . do

not consume Qaluable esources.’ ACTIVE interpretations are pursued

in parallel, while  HUNG interﬁ?%tations are ‘available shoulé
backup -become necessary. The size of.the.ACTIVE set-;s akgie$ai parémeter
of the analy;er. It should be chosen to-be Just large eeough to ensure
that backup will be infrequeni, :

is fbres;alled.° A fundameﬁtal Qypoihesis is thgﬁ %he ATN pius the* event

‘but  not. so- ‘large that progress

f B ™~ .
- specialists provide’ sufficient "informatign to constrain the likely

interpretations tG a moderately small -number. - R -

.
h»-

g The scheduler operates by cycllng through the ACTIVE 1list
. l . -

o

-

allowing each partial Lnterpretamlon to process one input- event. ~The
'\&‘\ﬁ "

the plau31b111ty o each modafled ? terpretatlon is zdgomputed, and t

ACTIVE and’ :HUNG 11 ts are updated. -NEW jnterpretatdons (resulting

P -

from th' spl;ttlng qf ﬁAéTLVE intérpretations on ‘the previous cye
ap auto;atically moved to the ACTIVE list, to ensure fhaf‘they receive at-

~ \4
least one quantum of proce331ng before eing HUNG. The plaue;biiity of a,
2 1 - T
PaPt131 1nterbretat10n increases with each add1t10na1 _évent aecounted,

,

-for. ¢ (This prov1des for 'Eutomatic attenuation of ‘g}der, HUNG

1nteﬁ$netat10ns )

*‘\ -

This. coroquhe search process contlnues /ﬁntll at least . one ACTIVé

¢ " -~

1nterpretat10n has processed the 1ast 1nput event, wlth hlgh pléﬁélblllty.

— .
- - - -
' ~
v

LEN ‘ .

- To be\ highly - pleu31b1e, a flnished 1nteppretat10n should not have L

n




dangling expectations, but be a successful solution of the origllal

- e,
‘ ‘ — . N -~ _— hrd

problep. If- the first successful interpretation.is not sufficiently -
= _better than every other candidate,, some of the better ' alternatives may
i\‘ also be pursued “gnt5}7they become implausible or determine®that in fact

the protocol may successfully be interpreted in mohe’than one way.

{

"SECTION IV - . °© e < o 3
REFINING THE ANALYZER , ~ - \ S
rview of Refinements ' o

This section examines two broad classes of refinements to the PAZATN
protocol - analyzer's‘ basio - design. The first class is a set of
elaboratlons to the slightly sg3£11f1ed description of the previous V

'section, . whlch w1ll'\ be  included in our first implementation.
The second \nategory consists of some possible alternatives to the '

s } ’ . N
organlzathéngresented ‘here. Our purpose in outlining -~ this second

-, <<
Y 5

- category mpf,o provide the reader with a flavor ‘of the issues \'iny_‘ollved.
5 " our overall scheme for .d01ng.protoco§ analysis is to nse~§n}N” to i
generate exoectations, and then to define “a reoognition process that
dttempts to match these expectat1ons to a protocol éhis pars1ng procesSw ’ o
a can be refined by. utllazlng several ideas that have ﬁrbven effective »/
ot . in orobl solving " and %anguage parsing . programspy incleing,
lookahe “; (e\g., i‘[Aho--&' Ullman 1972}), least commltment (e.g.,

[Sacerdoti X! and differentlal diagnosis (elg., [Rubln/1975]) Some

e s

,of' these parallels in the'synthesls process., Here we exam1ne their
role in analysis. - -
i ¥ We also briefly' examine some. .techniquesl for improving the

 r——

A Al <. .
el

applica lity of the éanalysis soheme to use,ln dynamlc tutorings One

fo

/ strategy is to~replace the expert ATN by a modlflej! version, which more
closely models “the’ \\Hiosyncratlc problem solving behatior of the

ey

individua;,’student. ‘Anothep/'.strategy' is to introduce bruning
procedures to ‘ reduce - the amount of storage requ1red by the analyzer.

S#lll another is to provide heurlstlcs for dynamically adjustlng parameters

. ‘s Rl W g
. . of the recognition proc%Fs in accord w1th the pragmatlcs ff‘_a~ tutoring T ‘
v session. A g U L .
: - - 77 o
.. N ) . - 8
e ’ o ’ 86 * -

. <~ L v o {’ﬁ‘ . ‘ . R’:’:}é'.‘\ - '“ .
; . . v .v ”‘;m . ‘(' . R . '.'T _:,:15’:‘. z T “l
. . . . ﬁ ‘ x,- "' o b5 ,"1 4._@

i
»




- - ’
.
. D K L o
. h . y s
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\ - -

L 3 Finally. we ‘explore a number of issues related to,posslble alternative

- design, choices. The poss1b111ty of organlzlng PAZATN as an analytic ATN
, W '

~\\L5ATN] instead of as a coroutine searcher ‘is discussedss This .approach

might of?er greater 'clarity and modularity, decoupling mattefs. of -

N ’

efficiency from formal theoretical ' concerns. L1m1tatlons of “the

- breadth “of the synthetic the ; are also considered. Flnally, the

’ quest;on ) of episode based“jE:I;sls -- 'performing the analysis\ in
& }arger ehonks -- is raised.’ ' Y ‘ : o '

P -

- . ' " ’ N
. k 3 W =N = :
Lookahead and Least Commitmept ., . '

- ’ N \\ . . : _ 4 : b4
Lodkahead - and leaSt commitment - are related search’ strategies

designed to avoid premature decisions based on inadequate evidence,

and the resultant 'need to baok up. 'Lookahead consists of-briéfly

exemlning later events in ‘the inpﬁt strlng prio to :interpreting the‘“
- ﬁcurrent event&' Leest commltmeht consists of . postponing {a Vdecision

regirdkng ) tbe " propar interpretation- of the current event 3dntil
aﬁgg§pfurtagr e;ddence is géthered ?ron'later events.‘;: PO Lo *

Recall® that PATN as an AI expert system always engages in strict top

-

down problem ~s0191ngz eThe top level plan is completely deflned

\
]

- Jbefore the ' solutions . for. subproblems are attempted ) Humaﬁ,‘ problém;

-

sdlving is not thls pnlfgrm. Alternatlves to pure top’down planning
) ~

need to be 1ncorporated by alloulng variations op the order fﬁ which éoals

- o~ ’ 4 ‘( ': - . "a
are pursued/ : .. e - . - . . . X
- £ ¢« o P N S

s A

oy
bt

_ A goal may be expanded " befefe a” subgoal, representing' tep down -
+ . . .

.o

~ planning. ' br, once the . need; for a partlbular subéoel has: been“

cor-

. A establlshed ‘that - subgoal may -be expanfed before ascertaxTxng ~which

otheL,subgoals an needed for the.maxn goal, representlng'@ottom up problem

—~——

~ solv1ng}s Fi Aré " 1llustpates . a top down expansion) whllel Flgdre 12 ¢
. illpstrates bottom up. . . , , L~ ' .
~ s A botton up or ixed solut1on order’ -is a .good example of the

poss1b111ty for misleadlng m1smatches between expectatlons andn protocol
| Y
events. Least commisnent helps to mlngmlze this. The net effect is that -

e it - r .

N
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‘o

at those decisyon points where the

as i1n the particular sequence for accompl

P
a disjunctive set of possibilities,

selection. Thus, at any  point in th

alternative expectations may be present.
top-dow analysis, and reduces costly backu

We have already seen
’

-

+ primary application of ~least

. . P4 . .
is "the avoidance of arbitrary orderx

nets [Sacerdoti

1975].

solution procedures, unlike
’

£

The Virtue of the procedura

Fi 1

igure¥ 3
procedural
constraints.
is that,

P

the

-

the student to choose same pat

v

by a single PLANCHART marking.

Examples of the techniques

’

" 'wel._ Some difficulties which are

~ie

specialists, for example,

[Charniak 1972]. 2In certain situations

»

represent an ’event which

#
!
t

.~

assignment

When the relevant events are finally

fire, “completing the assignment

information.

A '

effective

4
. »w One

: component  is the

4

ambiguous

sharing of fubstruc

' allows . collections of

~

have | than ° a

o

Stored.

more single structural

_ _..,c’o"'"'"

than committing the

-~

. Rather

structure,i the decision

clearly favoring‘gne or the otheﬁ.)

-

choice is

rather

some use of these

commitment

deSigned,/«PATN can optionally be instructed.

illustrates

occur
encountered

can~be'resolveg-by the
ncountered
on
application -of least’
event assignments

analysis

essentially arbitrary (such
ishing a SET plan) ‘PATN generates

than making an farbitrary

. L
e parsing process/\a set of
i

This avoids a blind depth first

P.
tethniques by PATN. The

B in the synthetic

component,

ng decisions. As. currently

to produce procedural
&5

how purgly sequential
nets, overspecify the . ordering

1 net representation fo; PAZATN
[ M A

when an ordering would be arbitrany, there is no reason to expect '

h as PATN. By postponing the

decision, a greater number pf interpretations can be implicitly represented

e

in the analytic component as

in. designing event” .

_use of demon procedures

a demon would be created to

on ‘subsequent

depends events. .

, the demon would

additional

then

the basis of the’

-

analytic

_This

commitment in the

tures .[in the PLANCHART

-- those which

description -- to be economically

to or = another

S——.

one

~3

is.postponed until some event .provides ev1dence'

Implementing this polTey does nok-.-

v’j




[

v ' # -

Q

- —Hgure 131 Procedural Nets versds‘Sequent{al Procedures

°
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& i . o

~

Put Aon B

Put B.on C

' ——— e I'4
e - . . ‘\ -
B . . Clear C . ) = =
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require special actiodn. 1t 1s an*automatic conseqguence of*-the analyzer’s

i} data structures.

~

PAZATN can also benefit” from a type of lookéhead which has not been

’
,j presented so far. Previously it was claimed that PLANCHART growth was ,t
T to be lli&ited to those cases in which a plau31ble actlve B

interpretation could not find an aceeptable assignment for its next

- . ]

T event, This statement was .an expository simp;ificationf and is not

(X} ~ - "'. ) r * *

strigtly true. = - : . o .

_ The_ prlmary obJectlve of PAZATN s control structure is to caus?, the
strongest sources- of constralnt to be utilized first, This is to prevent
unguided search in a potentially large space. Thus, when theré is clearcut
bottom’up,ég;dence of a parficular constituent, that ewrdence\\ghould b%l~>

examined. Likewise, when a top down _decision ia ~straightforwerd, that

" route should‘ be pursued prior te—'maﬁing le8s certain analytic °
T N , < X
assumptions,~ . N
- 'Therefore, instead of severely - \restricting PATN s activity,

as previolusly stated we actually intend. to allow 1b-some freedom to

-

. -exploit strong sources -of top down constraint. Some synthetic deq181ons
¢ -y
-are virtually forced by the form of the model. There 1is no reason to . (
[ -1 . :
interrupt PATN. when it is about to make ‘'such a decision. This can be

- 4 > . o
~vieRed as a type of looﬁahead in that even before the event® = -
’interpreter "has "hoticed" any d”?lclt, the synthetic componehi has )

, 4 LR v
f’ predlcted the nece381ty for -- and accompllshed - appropriate PLANQHART

Y . -~

- f

=

. -
! - /
~ - i
. l

: ‘growth,
PAZATNs’ #nalysis ~process ,zs actually 6 designed to beg%g by

synthet;c examination of Ithe model. This top d wh invesfigation

: - ]
proceeds until™ some_ ecision point 1s reéched for which the synthetlc .
. - o - . -
.basis is uneertain in some fundamenta} way. At that- p01nt, control

»
>

Bwitches. to the ahalytic component . L1kewlse, whenever the ATN is

. N . .

invoked, 1t is allowed to p;oceed S0 long as its choices follow»from firm
-

cr%teria. * This reduces the overhead of constantly swltching between
' ' kY

‘'

event interpretation and plan synthesis.: Operations would .p?nceed

-~

A with fewer Interruptfons, in slightly -larger units.
, ' . ~ = \ -

é t, N , R ' 83 B CL "f\ >

i | L 92 R
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. N
\ Eh . -

‘e - -
T ~yDespite  its virtues, though, least commitment could be overdone. -

" _The result would be such a larée dlsjunctlon of‘expectations that no

.

bottom up evidenté. ¢ . e %:f\ P
ur finst ordep ‘descrlption.of the event specialists,fwe imooseéh
. t‘e \stringent . reqnirement ) that ‘no specialist .ewver. con31der~ the .
:apg};cabﬂ" ty of .anbther SpGClalist‘ this job was®-left ﬂto" ’ the event

~

mﬂ*opeclalist for that category. T, ' . o)

’

guidance could be obtained Moreover, the relationshlp between the
system's formal model and the student’s Lntuit1ve modél is tenuous. -

The analyzer strikes a balance between overly committ1ng 1tse1f and

‘
[ B .

stubborniy reéfusing to” take ™ decisive action. ,‘Thls is accomp11shed by

- X
R - iy

™~
.avoiding overcommltment in the cohrse\ of a glven decompos1t;od° strategy,

~ )

but requ1r1ng.bottom up em;dence/to change the formuLatlon of the model..
The next section descr1bes the differential dlagnosls knowledge that would '
. H ‘

be used to request such reformulations, L : | -

ind e

»

£ ial Dia ig - B ot

—eee - We ‘have already- encountered a -use- of demon procedures‘ .by the"4

"

analyzer; this was to handle the problem o} the asslgnment of .a glven

~ o t

event .depending primarily on . the assxgnment of some future event g;”

. . a ‘o
Another use of demons, which we did not conslder, is to ° perform
. ) L.
differential diagnosis 1n dec1d1n§ between two 1nterpretations, or. in .

recovery of an ‘ approprlate explanation when a glven approach becomes

$4

-hung. In those situations, where-even the use of 1east commltmént fa11s o
- i NEY

to ﬁroduce a Successfdl ‘Set  of expectatlons, dlfferential d;agnoh's -

knowledge should d1rect PAZATN to produce ; new set of expcgtﬁ%;é s.-ﬂ“

Y \\\1 , \

There are, two S1tuat10ns where d1fferent1al diagnosis is apprbpr&a e@,

One is the ‘use of expllclt a d1agnost1cs for \unsucces_ﬁul cateé¢:§

\

_ assigpments.’ . %he second , and most significant, - is ~'th§:{.

reformulation of the problem description to achieve consistency w’th

\1nterpretem.h Sometimes thls requirement can be art1f1c1al When a piece‘.J

\

of categorymspeclfic knowledge is able to dlagnose the agpropriateness of’

somé < other ESP, then that piece of , Knowlédge belongs witMir: the
< ;

. ' E .
* ’ S . a e (7

N ‘ 8 , 93 . -

-~ - - v ‘ ° V4 v ‘

) ’ ‘A \' " K
B . . ~ . ’ 7 - ,
> . N B
g . <

-

L,
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Likewise’, differential diagnosis is used tsk”sélect

o«

the prpper

subset of a disjunctive set of"expecgat;ons (such as is produced ‘Using

" .the lea§t commitﬁenf_policy). Copversel}, when none of the )

alternative

expectations matches the protocol, the' analyzer requests that ?ATN

N ’ - ’ .
perférm a reformulation consistent with that evidence. The

7’

~y

following

N

are some examples of demon, templates, which can p? instantiated to

~

realize this.behavior in specific sityations.

N - L4
named subproblem whose model has been firmly established,

. the;ﬁurrent»gxpectétionb, then select that subset. If no

s ,__,rgformulalﬁnthq current problem descrlptlon in such a way
that this model is among the expected subgoals. . :
DDR-2. I{. the effegps prqduced by- the current

protocol segmen& match a disjunctivé‘_subseﬁ of the

cqrrenf expéctat;ons,-_select that subset.-” If not,

consider a reformulation that usef a model saﬁisfied'by

the segment effects as a subgoal. (The possibility thaé

the. current segmént is an ‘- error must also be

: * 5
considered.) . . Cos . . Y

_' DDR-3. If the subject statgé that the current

segment corresponds to a certain subgoal, select thz:k.
. »
n

subgoal. If that subgoal 1is not aﬁzng the curre
expectations, reformulate t e model so that if is.
s DDR-4.. If the.cur? nt ﬁggment accompllsp . the

effects 6f an expected subgoal, but hot by a plan that
Q

matches current expectations (e.g. v1a dszerent control‘\

. model corresppndlng to tge control structure observed- in

. F )
- ‘Fhe pbotngl.” Generic/exp}icif; conversion [Mil;eﬁ/&

/ ~Goldséé‘in 1976b] could be nanaléa by . this rule, for
‘ .

[ ' ,;w ’ -

o 285 94K )

DDR-1. If the.current protocol segment uses a .
and fif'that model corresponds to a disjunctive subset of

expectation corresponds to the model of this segmept, |

structure) then reformulate for this part, in terms/of ‘a -

“

[




s

~ _ .
instance. - P

—

&

DDR-5. If the effects of the current segﬁent

”--

2

. - - : b ,
.violate only a few model’ pred‘cates?dnde% the current -
_interpretation, -but the segment has a sub-ségment

structure that does not cdbrespond to expectations, then

*

reformulate.’ , If- there are too few segments, try
regrouping - into cogpound parts. 'If there are too many

" segments, try disecting model p%rts which contain

"
, ¢ -

multiple sub-parts. -

This 1list is not exhaustive. However, it does s@ggest how
differgntial diagnosis demons could be useful in refiniﬁgA the basic

N

analyzepr, ———~ ———-

da

TN to ivi R

. 3¢

-

ke

modél, ip' .other _wdrds: that th ATN ié capabléi of exhaustively
enumerating the space of reasonable probleg solving behavioﬁsiiwithin its -
cﬁosen domain). To ‘this . definition is added thé caveat é%éf
"iryational bugs"‘§uch'$s typing errors\are often unaérstandable as, bug%;~
versions ?f one of these inﬂénded synthetic solutions. . ‘

It might Seem that the caveat leaves the-déTfhition 30 weak asiia

be vacuous. But it is =&t least thinkable, if not probable, that some

' » i
" human problem solvens might display genuinely irrapional intent. This

ddes not refer to deliberately trying to0 mislead the analyzéﬁ:-- ‘"hacking
the gystem". -In gATN'terminology, such Aproblem .Soiéeé§$ﬁ‘oglh have -a

: L . Ee] :
deviant l/}‘.;'I‘N. Their ‘protocols would be more difficult, if not impossibfz,

“ -

to.analyze. | . : , : Voo, /

’ s

= . . \\.“ ~ ) ’ . q" . ' . N
* -~ In what ways can’an ATN be incorrect? One error would be to have a -
& RN A - e ¢ ’ -

)

. . R — .
variant of ‘the ‘optimal pragmatic ar¢ constraints. A characteristic

‘example would "be an _ATN with aneovgrf&rdevgloped veritic ’%n the linear

. ) ot g ) ) , . L
planning -arc. A problem - solver, having encountered several cases in
. . o ' ’ - . ) : . . ’ . .

2 4 ”

In preVioué seéctions, it has been a;sumed that PATN is a spanning’ %fﬁﬂ'

v

%3

wf
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[ . : R
which an 1n1tia11y linear attack led to bugs, might reach the ge.eral\
conclusion - that all. pnoblems . require’ ‘2’ non-ljgear .apprcocach.

Consequently, any problems which appeared to be “li@?an ,might:”'be

reformulated to ensure the introduction of non- linearitiey

Such’. an approach, of course, misses the valua

understanding the complexities of novel'tasks, which is o fered. by 'the

failurej of the linear plan. This quirk is cdmmon 'among - ndvices in
the programming domain, for example. Relations, whlch by aiL accounts

S

f "sgyle" 1n programming ought to be.accomplished v1a an 1nterface step, -

. a
- will be” accom lished as t of‘the \efinition of an -vjacent ,main step.
P ) \

i

/- ,
'where the setups for each are included in the subprocedures. N ¢

&

# More serious would be to have' missing, or_ ‘extra™ ancs. A “povice

programmerh whose prior éxperience | was in the BASIC lang age,\

would probably be missing the reecursion arg sfor achieving roung

plans. Consequently all prgblems involyiﬁg generiec models would be -
- . f I . - - %

solved by iﬁbrationt, Those problem for, which iteration is t'uly
® N .)6 - Ve ' sl
- inadequate, such as drawing arbitrarily deep_.binary trees, would be:
. ‘ ‘ o 3‘) . o .
unsolvable. N AR e e
N - A 3 ‘ L e ;
Even more catastrophic wollld be to 'have miSsing, or extra ‘tates.

\,.

N ‘@

relative Eo the problem solver s computational resources.. $uppo§‘ there
&,

were certain systematic 11m1§§$10n8 on the ATN, such as an uppe bound

.on thes 81ze of the structures contained in (e pointed. to'by) its

registers. Some bugs which formerly might have been termed "irrational°

° in that they might have been avoxded by consulting the crgtics vgallery

t

for example, become "rational h °This\ 1s because a.‘planginvolv1ng

oversimplification followedv by debugging, may- glace\?;less"stringent

1
. ” . . " -
. . [ - ! o L R . /
. v . -
. »
[ 4 g ® &,

. o
.~ - ‘87 . ¢ P - .
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e guidance - in *

; For example, a WISHINGWELL is °defined as a TOP, a P§ E and %a WELL, *°

¥

°

Suppose  one wished to apply PAZA?N to the analysrs of . protocols duced o

~ .
by some other Artific;al lhtelrigence program. It. lihely that
reformulatién wouid not be’ one of its solution techniques; the" ?eleyant .
. » ) . ) . ‘_ “ = ’ , N
states’ would probably be/ - ‘missing entirely. ST )
rd - .

Moreover, the, class 4f “rat ional® bugs should really be seen as- -

“

-

!
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demands . on the  limited . resource. , Rationalityz .by definition, is ’

) 4

measured with respect to some estimate of utllltles, costs, and rlsks.
. Very Likelyy it is p0531b1e “to handle most protocols produced by

such non- 1deal problem solvers without 31gn1ficantly modifying PAZATN's

i

+ . design: It” is easy. to generate example solutlons whlch PATN would be

.

loathe to groduce, but whlch PAZATN, using the PATN ATN can nonetheless

. A}
\ « o -_

nnderstand~ Whether compelling tounterexamples <an be fOund is an  open

. . :
question. - >

» (3

Nevertheless, a drastic reduction in search _woula result if the

——— . A4

”

problem solver’s quirks* were\turned to.advantage.;‘ In tutoring the same

student day after day,jror example, rconsistent failure to usea certain

type of plan should suggest to PAZATN that it is pointless to zontinue to

loek for it (except— perhaps as a last -resort). iansequéﬁtly, our (%"~
- intention iss to. replace the expert ATN Dby an \idiosincratic veésion .
. tailored to the 1neividual. Once such an ‘idiosyncratic ATNs has been
. ~ censtnuctee it can aiso be -usedy in tutoring appllcatlons, as a student - -

* model for ‘the selectlon of tutorable4lssues. ) * o

< . L4
- . Vi R t
. -

. -
- 4 PO

< Further Improvements jn Aéb;igabil;ig to Dynamic Iu;ézinx v A
Y . Although an automadic protocol _analyzer is a valuable tool “in its -
" own right, the  authors are barticularly' concerned " that- BﬁZATN's oo

structure be amenable to- applications involving real time, on-line -

.r i 'tutoning./ This cbneiraint imposes strong limitations bn . the design, e

d . -

most notably<‘the restrielion that events be°processed in a single RO

-pass in approxlmaxely leftﬁsazrlght order. Moreover, the systen

: ’ must.... be sufflcgently\ respon31ve so as not te interfere with the

studént s progress. Naturally thls con31derat10n 1s less\crltlcal indj ]

the ex ;6$E fayto-exhaustlve study of the protocol for theoretlcal
.:,' and experlmental purposes. | ‘ \

'~, %o these ) ends, this section depsiders -additional improvemehtg o

’j'?“ ri”ZQOT‘ﬁﬁ%@TN; }ﬁ&he‘*gﬁiloring of.%the ATN to. the individual, )disisesed‘g? S

in  the 1last section,’ is one improvement. Two further improvements are ™ -

N
- ¢ ,




.

Q @
.

presénted. One 1s the introduction of pﬁﬁnlng heuristics to weduce the-
amohnt “of storage required by +the, analyzer. The other aspect is the
'dynam{p adjustment of key parameters \ the ﬁecognition procéss, ‘ &0

increase the system’arpegponsiveness without degrading - the accuracy

PN -

“of 1ts interpretations. ' - .

In order to'assure reliability and thé capability to recover from
1n1tially eﬁﬁoﬁéous 1nterpretat10ns, PAZATN keeps a_ pedord'lof every

partlal 1nterpretat10n'wh1ch has been dlscovered These are kept on

. - ’

three/ llStS. NEW, ACfiVE, and HUNG. Furthermorég every local

’ . - N 1
ambiguity can potentially 'cause PAZATN to "save the state of the
. ‘ s — 5

S
Anterpretation, in the event that splitting this 1nterpretat10n becomes

xﬁeéessapyf This cautious stylg might result in a very long HUNG 1list,

.

.
-5

e

T F - .
. list, HMAX, is,‘{a parameter.of.the syste

A
Ore techniqye for - dealing with. this contingency:is to provide
N , to p

heuristies which” reduce the amount’ of .unnecessary —splitting‘f The
\ ) .

avoidance  of overly cautious saving of states and splitting of~--.
. /k s [

interpretations is not a complete solution, hHowever. ‘' Unless? reiiability

¥

is dangerously saelificed,. .there . are 1nevitably . going td be.a

.substantial nEm er of local amblgu1t1es for which these precautions are

.

¥
requlred Only after examining later evidence will the doubtful status

- v

of other alternatives be firmly ‘established.- 'Furthermore, it ia .not

enoqgg\ that such 1low piausibility interpretationsf cease to consume
A ‘ . . 0 v
processing time. Their continued existence ’implies that .the analyzer

R ' .
will Dbe "hanging on" to large quantiti ] .0f .storage in ‘the -form of
7@1? equivalent). .

For this ﬁeason, PAZATN should in¢lude a ‘qechanism for ppuniné-

»y

<
assertlons in §0NN1VER context layers (or-

very implausiﬁle interpretations. * The déxlmum 2l lowable size of the HUNG
; /

¢~ ¥hen HMAX exceededy the

_lowest plausiblllty interpretation As deleted Thi$ is based on a
heuristic - assymption that, at, ) mos HMAX xnterpretatlons will have
sufficient plauélblllty to warrant fu ther conS}éeratlon. <;gﬂ '
ﬂa Unfortunately, -~1t is xentlre ! ppsszb}g.. taag,a p -able conteit
oo - ‘

layer has non-prunable offsprlng . This jis ' possible because  the

/

-

-

.
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prunable context layer implicitly represents. the. set of -(typically
implausible3 altérnative interpretations othér ‘than those explicitly

represented by its (typiéélly more ~ plausible) offspring. Since these

- offspring are inherit#ng assertions from the pfunable inteﬁpretation, the

garbage collector will not be able to reclaim its ; pace, except in

. . ) H ‘
the case that all the offspring have also been pruned. oA

Fortunately, most context ;ayers would probably- have exactly one

" _y c . . \ . ..
-Subcontext. This is because the typical event would be sufficiently
7 ) ot '
ambiguous, to warrant maintaining & potential for splitting, but .not so

ambiguous to cause,'an& other alterhative imblicit in -the parent context.
to actually sbe pursued. The pruniﬁg précedure'is designed to detect
this situation:i When a context layer"dith exactly, one .non-pruned
subcontext 1s séleqtgd for pruning, this indioates that -the subcontext may

be finalized.. Consequently, the parent context layer may be bpliceq out

.

—~of the hierarchy altoggther, ana its Qéace reclaimed. This helps 'to .

fimpése an upper bound on the storage required by'PAiATN. . o

-

. -We -now . turn’ our attention to' another -poten}ial'inefficiegqx"

bug in the current dedign of PAZATN. This fs that 'the.size of the ACTIVE

- * s

. . . pY .
list required -to prevent - frequent back up may /be large. If so, the
system could simply .be too slby for pﬁactical'use‘ in tutoring. PAZATN

requires some technique for ipcreaéiné the responsiveness of the
system, while maintaining ‘the effective size of the ACTIVE list. -
. Y ’ - ! .

b
.

The solution is to dynamically’ vary those '~ parameters which

determipe - the size of this iiél. (T%eeactual size @ould bg determined by

-

a number of ,factors, inéluding ‘minimum size, maxfmum- size, and

minimum  plausibility = for - ipelusions) = The capabilit for variation
wpuld Allow PAZATN tofcarry_ along a $mall Working séfj'fgin;erpreiations

. . Lo,
wherd the student is rapidly typing.‘ Wheneverltge student paused to." think

or fést,tfhe higher plausi%ility HUNG interpregatiéns could befﬁpgated.' In
. - ~ '

this way, should one of these ngreaétivatéd . rater, less back hp would’ be

hd 2

required. . == - . LN B - T
PR L ¥y AT B ~ oy P Y . -
- - . | L
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. An elaboration of this refinement takes advantage‘of the primary

underlying reason for avoiding back up. The greatest danger of backup
Ed

in the tutoring application is that some previous suggestion or

critibi§h may turn out +to have been inappropriate. This danger -

t

can be  reduced as follows, Natdrally, the system should . always ///‘ ’

require a high degree of confidence in 1its interpretétion prior to
. . \,’
intervening. This should be supplemented by filtering any remarks

as to be ° appropriate . under all .reasohablx pla

alternative interpretations. (Introspection, Suggests th
. [ - .. . yy’

tutors employ aosimilar heurfstic.)

£y

Furthermore, immediately prior to 'the remark, size of the

[ < .
workﬁng set Should be increased, and the reag}ivated interpretations

brought up +to. date. It should then be verified that those marginal

”

interpretations are unlikely to - invalidate the planned remarks. This
implies that norma the system would 'be highly responsive; . but if delays
were to be experienééd, they would occur only when the student was about”to

be interrupted for tutoring anyway.

-

0 . ’ =

.
R . , - - 7]

Desi Issu énd t atives’ ' .
. A | , s
The careful ' reader may have noticed that PAZATN is somewhat
. o -

independent of the detailed ‘form. -of the .synthetic formalism.
Although tremendous leverage for analy31s is obtalned by.the poStulatlon of
an ° effective synthetlc theory, little ,use is made of . the fact thaf

- ‘ A
PATN.is spec;fically organized as Augmentedglran31tlon Network. - For

example, -the possibility that th debugglpg component is organizedd

differently has ' not be coﬁpletélﬁ“ruled out by anything which has been

/l . P ! R
‘ sa;d,so far. .- . S . LS

~ s~ s . - -

~
.It does make a d;fference tﬁat the synthexlc component plans and

debugs by making a serles of pragmatlc ch01ces which can’ be summanlzed by
tﬁé'tree struetured PLANCHART. Furfhermore, it 1s essentlal tha; ethe \
'system as *capable of generatlng, not one solutlon but an entlre space

| .
\~Q§$“wpn93resslvely~. less  favored solutionA‘paths.~‘)&lsOyyfan;~impriqitu

H -
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-——'wo*td‘be to opganize

wanalogy 1S frultful -

fsomehow the des1gn

‘searcher mlght commlt the

-decoupllng eff1c1ency 1ssues from theoretlcal concerns.

’ down) and bottom

xconceptuallze an ATN parseb asa a Atop down backtrack37

e
L 4
v

*
v . - el

ﬁssumofioﬁ analy;er's deslgn that the Ilngulstlc :

runs throughout the

that the solutlon path cons1sts of structural,

-~ , ’

semant;c,< and ‘pragmatic” elements. It may .be that any synthetlc

2 g e e

formalr?m satlsfylng these constralnts 1s tr1v1ally eQU1Valent téd an

ATN. - Such questlons are- notorlously dlff;cult to answer. ;' ', o fu
It is probably a virtue that PAZATN is somewhat decoupled ﬂrome th1s i
1ssue, vrubut one could construe it as aA detect. * One could- that

argue
»t

of the analyzer may be fa;lxng to. take full

advantage of the cla1ms of the>~ theony A pqssxble altérnatlve deslgn-

PAZATN as arl- analyt1c ver81on “of the ATN. This.

"AATN" would have

&

plau31b111ty computations of the analyt1c.pragmat1cs.,

numerlcally valued arc, condltlons, representlng the

Note that the event
specialists are to be organized 1nternally as deci

ion frees. It is only

Al - 4 .
small step to reformulate this decision tree structure as a subgraph o£
[ ° ' . -7 e . T ., .
ATN. & » ‘(‘
" seem

It’\might that employ1ng an AATN instead of a corou ine

analyzer—to a less powerful,automatlc

s ,3'18

backtrack -

type of control stru;ture\ ,\?hisz not necessarlly the case.

(/.14

Dependlng upon the 1mplementat10n the ATN formallsm ker se carr1 no
1rrevocab1e control ‘j structure~ assuwpt1ons. One may trav' se the
' d1agram‘accord1ng to any of a wzde var1ety of. search strategles. In‘th{s

1

respect the AATN.would be attractive offerlng greater gerspxcuity By

AR

2

Nevertheless, the AATN de31gn for PAZATN has not been pursued..

Although 'it"is posslble, 1n pr1nclple, to empLoy a nrxture of .top

up strateglés _with’ an ATN, it s mone natural'

- To understand

their bottom up use, PQ§H ares, must be thought of-. as//"i -REDUCE“ arcs'

1‘4;? ,w“
'POP arcs mdst be thought of as "BEDUCE" arcssy,. ThlS’f ﬂt/counterzntultlve.
An ﬁmportant 1ssue 1n the d981gn concerns™® /the breadth of the
synthetic theory - There‘ are »of lacunae, .such as

course partlcj}#

ieplans, whlch have

. o .
.been deliberately,/ but only temporarily, -

¥y
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.
~
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C. o o D8 final design“ issue warrants, mention here. . PAZATN<bperates by

S 1dentification, decompOSition" and-. reformblation ) PAZAfN is somewhat

% 2 . 37, Jae . q
...e,...._,.v.vi-_....l- .. e - . ’.4 N e - s o

. ignored 7 The . 5reater threat comes trom the unknown ! Even the . youngest

> PO g - 4 & el

children dispray an incredible %1chness,' in their$7problem solving

.
LId oL had ~

behavior. . PATN s origins T are at’nleast partly empirical But some

phenomega, pérhaps those most in need of investiéation may have been
s ‘195; ??q the process of Pormalizatione This .1 " Femains a topic .
v Yor }nvéstigation.i 4 " \ - ,T ‘ ‘°/ " 2

' g o PR ° N

- - . - L . N
.

L]

; ﬂ¢' ‘indiv1dua1y§,pr0dessing each event But perhaps this leads to too lQCal a/ -

- perspectlve' Penhaps larger sized chunks of protocol should be' eﬁam;ned at S

] - .

Y once., In other words an— episode based analyzer mightﬂbe preferable.
s - . ”,e

.”; eThe event based desigrm- “has been selected because it 1s ‘the “simplest,

2 a 2

most str 1ghtforward approagh’. . R ‘
aﬁ*

'SECTIONV"’( ~;~“,-- L e

In this  réport we, have investigated the problem "of analy21ng

. problefi . solving protocols. . The result* of | this investigation is a -

-

N o

prelijinary "design for PAZATN, a, domain independent frdmework for

automa}ic, protocol analysis The, foundation for thd approach was a

£
grammatical theory of - problem~solvxng as a structured process of planning

]

and d?bugging. This lead us to the definition of an interpretation

as an assignment of a structural description to a 1list of eventsp
\ N Ee '

augmented by SEmantic and pragmatic annotatipn assOCiated #1th each node. -

The foundation for the approach was a grammatical theory of problem solving N

~

-as a structured’grocess of planning'and de\ugging. This 1ead us- 'to the7

definition of an 1nterpretation .as. an as51gnment of a. structura}
description to a llSt of events, augmented by semantic and pragmatic a '

P . . P
a3 s . ’ *
annotation associated Hlth each node., ~

A key 1ngred1ent in the> design is a synthetic problem solVing
. Ty,

g system called RATN PATN empioys an augmerited transition network to ) ‘-

[ .

repnesentp— Tundamental - *plannihg '~~concepts, .inckuding techniques ,of Toam oy

kwle
. - , ot IS -
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decoupled from ‘ghé ATN representation' per se. However, considerable
] t » B .

leverage for the analysis process 1s obtained from PATN'Ss ability.s

to generate succeseively " less preferable solution paths, by a series

of pragmat1cally ‘guided planning dec131ons,\ as. well as from “PATN’s
3
charabterlzatlon of certain bugs as errors 1n these plannlng-ch01ces. v
» -

The 'analysais ‘ procedure has been * designed to obtain maximal

advantage from Bbph“top' down ,synthetic, éuidance and bottom up analytic

e . . * . * . . .
constraints. Analysis proceeds by a - coroutine search of a space of

plausible partial. interpretations. The, RLAQQ&ART, a data structure.

resemﬁiing an AND/OR éoal tree, is used to keep track , of synthetic
expectations. By- careful selectlon of the representatlonal scheme, thls
structure achieves con31derabfep storage economy.. It is” 1ncrementally
expanded by the synehenl ATN" when exlstlng expectations are inadequate
in;view ~of the =protocol data. * The DATACHART, a data structure
analogous to a context layered CONNIVER data Baee, i§ used to keep
track of the state of alternatlve partial, 1nterpretat10ns.‘ . ' agg‘ '
K The analogy to computational -lingyistics has turnedtfouc 66 be
fruitful, prov1d1ng insights . into ‘ the' pansﬁng!process develcged in
iEgFarch .on <1anguagei understandinge'fand , speech recognitidnu The
yalue of‘ ‘Lhis analcgy is 111ustraied by the.adoption " of several”
search fsgrategies and representational techniqueg. For -example, the
charl ’ représentation is utilizedy to' economically store well-formed
substrdctureg.- Partial knowledge gfr structure and?bf ‘ the etatus of

synthetic expectations is ‘recorded usiﬁg a scheme oft PEnNCHART“

.. . . . -
. markings and marker propagations. These would allow. for considerable

;

efficiency bctn in storage and in the drawing of inferencdes regarding

I'd

p0331bly amblguous structural descrlptlons. Likewise, the basic outlineseﬁnﬂ

of PAZATN ) have been refined by .the incorporation .of search
heuristics ﬁrevalent in computatgonal 11ngu1st1cs, 1nclud1ng lookahead,
least commitment, and differentzial diagnos;;. These would allow the
analyzer to proceed with reasonable. assumptlons when necessary, and yet

modlfy\ 1ts interprgfation. _ in response to anomalies. * Ideas-- - for

. -
L] . e

: 103 S
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. discussed. Major design issues and alternatlves were also examined.

v
. . [4
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replaeing the " expert ATN by a ver51on tailored to, the individual smere

Althougn PAZATN is not yet a worklng program, the de51gn -is
sufflciently specific so -as to be hand simulable. . The next,phase of the

research. is to .implement and experiment .with “a. prototype analyaer: '

- . B - . i et 5 e Ny =

AN

G . i P LT 2 : ‘
The design of PAZATN is of interést in that it suggests & paradigm

-

for protocol analysis ‘which may be applicable to’many domains. Although

" an -opérational PAZATN system for a .particular tagk " domain requires

.specific  knowledge. 1s restricted- to the event classifier, the event

cons1derable domain specific- knowledge -- a neéesslty if significant ' power

is to be attained -- 1ts knowledge is extremely . modular.® This * domain

spécialists, °the lowest levels of PATN, and the answer library. The other
modules of PAZATN, which have been empha51zed in this report, make no
doma1n spec1f1c assumptlons 1n their operatlon. This suggests tHat PAZA?N
sys ems could__be construpted for a var1ety of domains by supplying
ﬂplug-in“'moduies for these. domain specific components. |
In “our early work, a T&xt by Donaghey & Ruddel [1975] was found to

o i

be useful 1n organlzlng knowledge of - elementary algebra into procedural -’

<« -

. rules, It was® found‘that many students demonstrated an. understandlng of

©

the rules, and often were able to apply them correctly The1r hardest

.

problem was to recognlze ' the approprlateness of a glven ‘rule to

} , . >
a part1cular problem s1tuat10n. For example, 1n actual student
protocols, it was observed that,/'students- would multiply out an..

.o :
expression, and then, only a few lznes later, factor it .again, This,

¢

! bl A ¥

haphaiardfapplieation of inverse operations inevitably 1leads to careless
errors, by increasing the~length and subjective difficulty of the task.

These algebraic rules can be modeled b& a PATN-based synthetic

‘v

’
problem  solver, Each ‘algebraic transformation _operation.cian be - . '

associated_ with an” arc ‘transition on an ATN subgraph.: Associated -

4 i

. ' Sl M ' ' c , — . X
with ea¢h transition is a set of semantic and pragmatic constraints on its
. ’ . ' ve B B ’ .

L4 - ¢ I " e
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, appllcablrity. ' For, eiample, to follow "the .'factoping ~ are, “the .
1y « . L) s

,semantics 'requlre that‘. the ?EXPRESSION register to beta aolynomlal in a

» 2

. 31ngle varlable with numerlcal coeff1c1ents 4 Tﬂe pragmatlcs Indlcate that -
\. )
this is an approprlate transition when the goal 1s to determlne& the roots

.. of the polynomial ({(see Flgure 1“) : Whlle ‘ many students 'w1ll have

- B » ~ -

learned the syntakx of the transitions, wnich is usually "all that is .

“ . . L N\ R .
taught, - their weaknesses often " lie in not “knowing the appropriate

. N .
X - St . ) v o
" semantic and pragmatlc constralnts. . . Sl
« s > . . . * ; .
. L. - A feature of programmlng ,env1ronments, wplch has ‘been - helpful in

thinking’ about the PAZATN'system for. that domain, is that a great. deal "

of the. student's reasoniné is manifest in - the protocol . Not., all-

CAI envirohments share this broperty. PAZATN woufa have éore drfflcultyx~

-~

with domains fer which the "bandwidth" of the analyzer’ s wlndow into. the

K student’s thinking Jis. low. , This mignt be a proolem in applying the-

- "

paradigm to WUMPUS (Stansfield and ‘Carr 1976], WEST [Brown and Burton

*1976], or SOPHIE {Brown et al. 1976]. For example, in "' the electnonic

. . N , N ’ L N . -
. . f - troubleshooting - scenaria, the student . réquests ‘a particular

measurement, but provides no indicatlon of the pragmatics - the

> N, . AN .
reasoning which led to thrat . measurement rather than ~ another. ™ Since

- ’ \ . ) : . -

there are mafy. routes . by which the misguided troubleshooter could:
- . . ] . .

.- 1 . .
\ have arrived at the fequelted measuremeny, a precarious chain  of
t , " . Ak

‘statdstical 1nferenees from nultiole trials .is required to pinpoint

the student s underlying-confusion. ' o . L

. ‘ . Probabiy this would pose preblems- for*‘any analyzér. Hence, the
extent to wh;ch the student S reasoning, is artlculated suggests itseIf as

d1Menslon along which to evaluate deslgns for future CAI enviro?ments. o

‘.

) . Note , that  this is a‘property not only of the :domaln but alse of theﬂ

particular scenario used. For‘example, in ' the electronlcs doma1n, one
[] v a } . * . v N
can envision a design scenarid which would closely mimic the alleged
\ .

Virtues of the progragming world. (It would be essential to contrast
: - ‘. . A T . ’

k)

* . the reasoning strategies’ required for debugging an,erroneous design to
w those needed-for troubleshootlng a faulty component -in .a properly .
- ;96 . 105
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. designéd , circuit.) Another possibility is to ask . the student to
.,, ‘A - - -
explain his reasoning. The major stumbling block to such ‘an undertaking
at the present time 1lies not in inadequate ‘theories of problem solving,
but in the understanding of natural language. -
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- - APPENDIX I
RED TEST
’ v |
Student 1: -7 .
. 83 s+ 330 . i 89 -
+106 © 4187 S T ;
189 A~ « 417 * 11 N
Explanation: ) ]
Student 2: . .
q 9% . - 498 77 -
. +115 +215 . _+26
119 611 . 91 -
Explanation: ..
3
‘Student 3: ) - 4
347 -0 ¢ 758 ﬁ 437
+139 +296 To~ne, +284 s
476 944 ‘ 601 .
) Exglanation:“\\ T - ’
{ Student 4:-- - 5 -
) 109 . 98 " 98
+452 . +105 +111 -
. '_501 o 103 . 209
" Exglanatioﬁ: ] d v
Student 5: ’
. 352 784, 1784
+18 +3080 \,+3080 .
360 } 6364 ! 7364
Explanation: )
‘ - T L. :‘ .
. ) o ;{)‘i{"‘_\_ - .144-
Student 6: ( o
8372 o , 6527.° t: , 893.
.- =657 L -2394 - ' -195 |,
6725 .- 3233 - P 608
X Exigla;nation: ' p g
i o o 111
‘ 102
hY . ‘} N
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Stuéent‘Z:

913

~ "76

5394

893
-195

777 . %497 718
Explanattion:
o
l ,
N {
Student 85 )
394 v77 ‘ 935 126 . \
-166 s . -53 : -361 =117 -+ '
t — - —_——
258 24 774 29
Explanation: ) ' *
- N ' N
- . - N :gwr
} <X
Student 9: . . . ' S -
" 4g 396 o 57~ 239 . .
15 -166 ) _=23 ’ -95
R : 340 : . 60 . . 124 )
Explanation: ) ‘ a;
' Student 10: Ea o o -
305 5 987 N 340 ) 9280 .
-108 -320 -56 -6090.- .
. 107 L ' /397 - 290 3090 \
~Exélanation: T . g - -
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Ligt. of all responseb*tg the ‘question: : . o
‘ ‘\ What do you think you learned from this experience? ~ L, -
- i A " .

« / .- [ - ¢ N L.
I see ‘ifrom this system that you learn from your mistakes.- In a certain % 1

opération there are -so many mistakes that you can make. When you learn Cor
what the mlstakes are you 1earn to do the operatlon correctly 3

‘f That chllQrenws errors can be a way of diagnosing the way the child leapns L
- material. £ISo it raises questions about the way a child 18 ° tested. both £
-standardized and informally. * ~ - - S
- N Lo
A 'student’s errors and/or mlsunderstandlng of a concept may have not beehf
due to carelessness but rather involved a complex and logical thought
process. . . ; .
u;~ : Yoo .
I 1learned that it is necessary to try-many different types of examples to
be sure.that a child really understands., Different types of d1ff1cultnes‘
- .arzse with dlfferent problems. = - -
. . ] . ' :
Trying to beat the machine can beachallengxng Feedback is extremély
important in trying to determine the ehror. It’s difficult for meée ‘to
describe the error but®the machine doesn t care as long as I can prove my ,
\ point through examples. L . . i

"
Y

X

O il s it e S Lyt B P LG o
e Xy

o Although it’s hard to tell from these pre and post tests, in the middle is

: learned a great deal about the complexity of student’s errors. I know that
young students can get thése preconcelved notions about how to do things ¢
and it’s very hard to find a pattern to their errors but there is and I ..
believe that BUGGY conv1nced me of [it]. ;2

v

v

-That 1f you-study the errOrs long enough you can gygntgally coﬁe up with a :
- NI reasonable solutlon as to why thé“ferror] is occurring. . .ot

. ' »

Through looking carefully at children’ s. math errors it is- sometimes
‘possible to dlsciger a pattern to them. This pattern will tell you an area
. or a concept the lchild does not understand. ,

- - . s ,
I learned ‘that there could be. more 'to a child’s“mistXes other than
carelessness. Working with children with spegial needs I have . encountered
many such problems, yet never stopped to analyze what coudld be a systematic
problem -- for this I thank ygu. - ) . AR

i asd ,ﬁ,

Yy

. . Children do have 7problems and, they are very difficult to spot especially
- when a number of different operatlons ‘are used to come to an answer.  I’ve
learned to more aware of how these children ‘reach these "answers" and-to .
. A help them Yo corredt them, flrst by knowxng how they ‘arrived at the answerevﬂj ,
~ U g,
o r Although many.'ar1thmet1q"errors may be careless, there mdy also be a _ - ;g@;.;
pattern that the kid -is locked into.. If you pick up on a pattern you can 10T
test the child té°see if he/she conﬁorms to it and- work on it from there.
The types of analy31s necegéapy to "debug" student errors on the test
(paper/penc1l) seems mober. difficult than “with the computerx .« But that
doesn’t make any sense. The "apnalysis" ought to be the same. Perhaps the
computer motivated myfanél ical éblllty. - -

-
R m— - f R
-

I found that- T have looked closer at the problems, looking for a D
relationship between the set after worklng with BUGGY. 1: i

" S g T _16& 113 S ( B
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How to perceive problems, that don’t lqbk too consistent, a little easier.

How to have a good time with a computen. (I‘ve only played tic-tac-toe. at

the Science Museum, and have always wanted to do more). Machines can ' be

tempermental’ (when pestered by a large number of students?) - ’
.~ ,l (I -

I learned and was eiposed to the many dﬂgﬁerent types of problems children
might have. I never realized .the many different ways a child could devise

his own system to. do a problem. I am.now aware of problems that tould
arise and I'm sure this will help me [in) my future career as a téacher.

How to more effectlvelyhheteét "problems" students have with place value.

.That you ‘can find causes of a child’s problem without the child'; work in
front of you. In looking for the' "bug",- up and down aren‘t the only
possibilities, also diagonally. I suppose horizontally also. How specific
the problem might be -- only works in one situation. :

- .
1. have learned several new possible ernors Students ‘may ‘make' in
computation. I have also.learned somewhat how to diagnése, these errors,
i.e. what to look for, and how Specific errors can be. V. ‘

I think I learned more about computers and how . to. use them. Also I learned
about diagnosing math difficulties. It makes me aware of problems that
children- have and they sometimes think logically, not carelessly as
sometimes teachers think they do. = - ! 4 : .

S

I learned that computers are very complicated pieces of machinery. 1If.one
isn‘t experiericed with .the mechanisms, then problems could " result. That
. computers can be an asket to the classroom 1s not doubted,.bthI think many
problems can result. ' They can add much to a classroom until they start
breaking down. . ' ‘ )

That there are many problems that you can diagnose about a éﬁild by looking

at his homework. ) . — ) .

If a child has repeatedly made [the] same mthakes; it is;;:
identified if the teacher has an oppartunity to try and u
mistakes. This method can be solved at least quicker than., & &

) . . . )
~Computers are concise. Information can be .gathered arid stored for
reference. i 3 ‘ :

. Ca » . . 2 . ‘
Tuned "ih to picking ‘up malfunctions in simple addition and subtraction
which seemed to be realistic problems. ' R , . .

.
.




R . Appendlx 3
/7L1st of all responses to the gquestion:

_— ‘ Hhat is your react1on to BUGGY? *

~‘ .4 think it would be a fantastic resource for a school with alot of money '
. to spend. . - P
Too early to tell. But the potential seems stupendous. I enjoyed it and
) ¢ see it as a powerful future tool. B! X
; I.like it. v

i N
[y

Working with a partner is good for being forced to explain®’ (defend) your
.. theory [as -long as partner requires that]. Useful tool for those with |
. pretty good number ab111Ly.‘ What "about; those who don’t hav Qod feeling
for numbers? . . - “f“'""“_ﬁ
Good!!! Forces one to get very specific answer to the problem. You can be
slightly wrong and then, rather moving way off base in our second theory
as to the problem, you pinpoint/modify your first (assuding it’s™ almost ®
right). Bad. It’s too much fun _and I w~asn ‘t being very profess1onal in*mu’ -
usage (though Under different situation I might). 27 . ‘)

I ln1nk this system is fantastic. It’s-a wonderful way to expose people
W, " +(who are involved With children) to the problems children will prgbably -
have. , It m1ght be especially useful with special learn1ng neéds ch1ldren.

2 )
!4} " . +

Iit’s great! when w1ll 1t be in my pr1ce" range°

As. for the game 1tself,ﬁ1t would havegbeen continued for another \3 opt b

hours. . _ . . . . . N
- I think it’s an excellent. .device fdr tFfying to diagnose some of the ? o
¢ difficulties round in mathematics. _Fpr, a teacher the time element -- . [
having the machine diagnosis would be more practlcal \¢ y
It s a nice toy . '§1 L '

- K ’ A Y

The Bug is great. Makes you stop and think‘ ’ . .

I enjoyed the BUGGY exper1ence exten51vely %olv1ﬂg or determining.errors
. was much easier on the computer - and fuw -too!l

-, I enjoyed working w1th BUGGY but when it breaks down it is very
frustrat1ng Thisg might be difficult for children to understand.that
problems with computers do ise.  Also it may be complicated 7for\ younger
children, to -understand- t;35\1:0 use it. .H;gh school students'may’enjoy it
though !
I think BUGGY would be a definite "plus" 1n the classroom\but r1ght now I
.- - feel there’ are too many "bugs"™ with BUGGY. Too many times did BUGGY go

- crazy. I find it amazing though that a machine can help. one detect
problems. It 'sure is a better way than the.-present, ] s

BUGGY ‘makes” one look at each proplem carefully and detect exacﬁly what a’
" child cannot do or cann!t comprehend” wlthout formal test1ng .
_As far as BUGGY is coﬂéerned I had a verngood time "playing" with. BUGGY.
It was quicker and ” somehow easier than pencil and paper. It took’less ¢
- concentration and was definitely more efficient. Can this be used as™ a .

Sstrictly diagnostic tool? If“so, I-'think ‘that BUGGY is great.

’ . ’ 106 L
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« o

. S o
He's a trap! Seriously, he’s fine if you can master him ‘in casé he decMdes
) - to break down, :

.1 think BUGGY is a good.idea and would like.to heéi'ﬁﬁ:s about” it.

It°s a-program that should be further res%arched and has excellgnt
potential, - . R I .
\ ! Great experience in beginning to play with computers --" exercised problem
f focussing without frus

trating a child with inadequate preparation.
p I think that BUGGY could - be

used - to sharpen a teaéher;S'awareness of
different difficulties with additi

on and’ subtraction. It might be fun for
the kids to play such g‘game together.

.
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Appendix 4
Phis'appendix presengs answers and descriptions for some of the subtractlon
bugs for the problem: - .

115300

0-' )‘
957178: When borrowlng from a column which has a 1 on' top, the student
treats the 1 as if it were a 10. .

L}

-

27998: When borrowing is necessary, instead of subtractlng 1 from the
top digit of the next column* the student adds 1 to it.

& -

24822: .'The student adds instead of subtracts. - ,
16888: When the student needs ‘to borrow, he adds 10 to the top digit of
the current:column w1thout subtracting 1 from the top digit of the next
column. .
i 3 - ‘ s
15778% The student borrows torrectly except he doesn’t take 1 from the
-top digits that are over blanks. ) \ -

-

14822 The student adds w1thout carrying instead-of subtractsl .
14378: The student subtracts the smaller dlgltiln a column from the
larger digit-regardless of which is- on top.:-
and No matter what other bugs-the.student may have, he performs the

' un1ts column correctly even if it requires borrowlng
1“222 The student subtracts the smaller digit in each column from the
larger regardless of*which is on top.- The exception is when 10 ls in the
dleft-most columns of the top number;. in this case 10 is treated lrke a
. single digat. .

v
1

14222: The student subtracts the smaller dlglt in a column from the
larger digit regardless of which 1s/on top. . ‘

14200: The student'subtracts the smaller digit in each column frem the
larger digit regardless of which is on top. The exception is when the
top dlglt is 8, in which case a 0.is written as the answer for tfat
column, i.e. 0-N=0. ) '

10022 e student doésn “t. know. how to borrow. If-the top dzgx& in a .
column is 0, the student writes the bottom digit in the answer ( i.e.
0-N=N): If the top digit is smaller than the bottom digit, then 0 is
wr1tten in the answer., . . X

10000: The student writes a0 in any: column in whiohrborrowing is '
needed. : e ,

:87M8 The student gets 6 and 9 mixed up when decoding ( readlng ) the
digits in the problem, misreading 6 for 9, amd 9 for.6.

'7998: When borrowlng from a column, the student borrows- from the ! larger
dlglt .disregarding whether 1t is_the top or the bottom digit.

6888: The student Wlll only borrow from a column in which the top.digit
is larger. In the columns~he skips ( where-the tep d}qﬁﬁ-ls smaller ) -~
he automatlcally adds 10 to the top dlglt = . s

v

[y
. »

108

117




" bB22:"

.5822J

.5788

" 5688:

o

4

larger top digit.
digit. The exception is when 0 is on top in whxch case the student ’
writes the bottom rumber in the‘answer (e.g: "0-N= N). '

5878 IWhen borrowlng from a column whose top dlglt is 0, the student
writes 9, but does not continue borpowlng from the column to the left of
Lhe 0. . .

Any intervening columns have 10 added to their top

Whenever the top dlgxt in a cold%n'!s o, the student wrltes the
bottom digit in the -answer, i.e. 0-N=N.

5800: Whenever the top dlglt in "a column is 0 the student wrltes 0,n
the answer, .i.e. 0- N 0. ‘

@ ‘ .
5798: * When borrowlng from a column with 0 on top, the student borrows

froa the bottom digit instead-of the 0 on top. In all other cases the

student borrows correctly ~

The student fbrgets to change 10 to 9 after borroulng into a

‘column whose top digit is Og
1 +

When the--student needs to borrow from a column whose top digit is

0, he skips that column and, borrows from the next one.

5678: Once the student needs to borrow ‘from a golumn, he contlnues to
borrow lnto every column whether he needs to or not. -

5372 When faced with borrowlng, the student decrements the next column
correctly, but instéad of adding en)to the top digit of the current

-

column, he simply subtracts the sm
though the//mailer dlglt 'is on to

4822: The student adds instead of subtracts, but when carrying he
subtracts the carry from the top digit of the next column instead of
adding 1t.

ar
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4222: The student subtracts the smaller digit in a cdlumn from the
larger digit regardless of which.is on top.
and The .student sbops working ‘the problem as ‘soon

as the bottom number
runs out, . -

N :.“ L
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The student borrows from ihe next column to the 1eft whlch has a

ier digit from the larger digit even

f -




