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determined not by a central ‘monitor, but bg/fnteractions among the
conceptual entifies (schemata) that make y

the modetl.

InteTligence is

distributed in this model.

Schemata’1nteract by previding activation

resources. to each»other

-

Instant1at1on is the special, phocess whereby a part1a1 copy of a

strongly actiyated schema is° creattd.’

In this copy,-the variables of

the .schema are filled with particular values.

Such gopies make up

specific or ep1sod1c memory .

/The schemata on wh1ch they are based-

~

- comprise gener1c or semant1e/memory
Many of the phenomena of’consc1ousness and of shoﬁt term and long-
" term memory are explained on the basis of thé activation processes of
schema theory Unact1vated schemata are equivalent.to all the uncon-
'scious Knowledge in a person's long-term memory. Schemata that are
_activated, but are below- the. threshold for {nstantiation, -are in a ,
‘preconscious or- subconsc1ous state. Those schemata that are more fu11y
activated, that are above the instantiation threshald, are the stuff of
conscious' thought,.and may-be thouoht .of as roughly equ1va1ent to the

contents of short term memory
/é)

F]

- +
L]

/"

Consc1ous cogn

it1ve strategies are:treated as the act1vat1ons of

abstract presyr1pt1ve Schemata. A~ treatment of creativity is presented
.along with.the outlines of an approach to indfvidual differentes. in .
‘creativity.; The effects ‘of arienting ‘tasks are explained in schéma 4
- theory, and the relatlogsh]p between or1ent1ng tasks and sel f- d1rect1on
in compleX Jearning and. prob1em solving’ is discussed: - .

reg;é/and depth of processing recere re1ated &chema theory:
treat ’nt Both concepts  are treated “in terms of he- extent\to which.
act1 4 19 spreads to_include related. schémata. /In general, the more
schef ta/act1vated to the level of instantiation by some datum; the more
, " degply proeessed that datdm*Ts-~Inference 1s seéﬁ as a kind of de1ayed
d eper processing. , )

e L, J

i

e

/ 4n schema theory. Each type 'of insight 1nv01ves the instantiation of
one or mdre new schemata that také‘some pres ex1st1ng concept-jn memory '
as a parameter X .

< ~. 4‘

Types of 1ns1ght phenomena from -several contexts can also be treated —

»

Three d1mens1ons for d1st1ngu1sh1ng or CONer1ng schemata are proposed\ ,B

’
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| A SCHEMA THEORY ACCOUNT OF.~ ™"+ #3
Ce , SOME COGNITIVE -PROCESSES , .
‘ ot ‘ . IN COMPLEX LEARNING I N

¢
)

I.¢ INTRODUCTION, ...

. - In the course of-the recent evo]ution of - semantic network theor1es,

*re o Y

a qua]itative change in the nature of these theories- has takén p]ace

\'~ .-

Early mode]s of semantic memory (Qu1111an, 1968 Anderson, 1972 Anderson
™" & Bower, 1972) were characterized. by a completely structura] approach '
Informat1on in .memory was represented by, data structures The processes .

s

~that searched for.information, that added new data structures, that 1i
coﬁpared data structures, that were, in short, respons1b1e for the repre- ’
' sentat1on of thgugh_ in such systéms were comp]ete]y distinct and d1ffer-
. ent in nature from the data structures. Friendly, 1977 presents a ,
method for character1zing the features of such structural representat1ons
. In more recent models (Minsky, 1975; No,rman, RumeThart” 8®LNR, 1975;
Bobrow & W1nograd, 1977) the d1st1nction between data anti-processes
have been blurred. From a computationa] V1ewpoint, data‘structures 1&«‘
these models can function as procedures (and vice versa). In psycho-

’ ®

flog1ca1 terms, “this means that memor1es can function as thought -processes.

*- These theor1es const1tute a k1nd of, new demono]ogy, 1n)hh1ch one k1nd of
e | ' va11d1ty test:‘; possible through computen simu]ations In such s1mu1a- .

tions, the demons are _modeled by procedures that a]so have data-

. ' , characteristics. Models' that can be so described are procedural semant1cs

models. - 5

4

o Many telling obJections to particular procedural semantics models 6}5 r

’s

1anguage processing. and‘thought have been made. Neisenbaum (1976) and E )

s Dresher & Hornstein (1977) have argued conv1nc1ngly that ‘the models in e

‘ » extant are too concerned with the structure and appHcat’ron of know]edge '




.
rd

h
.

" semantics approach.to the acquisition of generic information. A.more
P ,

“’ = { '4 .
v . "

in the matdre'mind ‘.InSUfficient attention has’beep-pagd to the attr1-
r

butes of hurian- 1nte1hgence that control the acqu1s1tion of th1s know- . ' )

1edge -Dreyfus (1972) .has argued that art1f1c1a1 1nte111gence has 1arge1y
ignored the para11e1 process1ng aspects of human cognition. Hayes-Roth
Ix Hayes Roth (1977) show that the conceptua1 ent1t1es that reprgsent words

" (as opposed to more abstract semantic "pr1m1t1ves“ or “"features") have a .

more 1mportant status in memory than they are granted in many current

models. As of yet, however, no conv1nc1ng cr1t1c1sms~of the cTaim that ‘ -/

conceptua1 units have a dual nature--data and processes-- have been made.. -

-

It is th1s claim¢that is the core of the procedura] semantics approach to
Y \,_ -~
cogn1t1on . . ’ .
. ¢ ‘ R r . ’
e procedura1 semant1cs viewpoint is still- 1ncomp1ete “and, as a

.‘4

ré?uit, opportun1tJes exist."to remedy the def1c1enc1es that have been

pointed out. 'Rﬁme]hart’&lﬁorman (in press) have sketched a procedutfal

. detailed version. of their theoryhcou1d answer some of the‘objections made

4

by Weisenbaum (1976) and by Dresner & Hornstein (1977). Fiskel & Bower ..

(3976) present a.formalism for a semantic network cohposed of Finite . o ‘

“automata. ’Th1s is one Off number of poss1b1e means of modehng the
para11e11sm Dreyfus (]972) pointed out as an essential part of cogn1t1on

Rigney &‘MUhro (1977)»present a schema theory model of human text pro- '

“céssing in.which words are ‘presumed to be ‘represented exp11c1t1y oy their

_own specia]-data/process entities in memory. Althotkjh their theory also

prov1des for the existence of many non-lexical conceptua1 ent1t1es thei'
effects due to their lekica1 ]eve] un1ts can account for “the resu1ts f

reported by Hayes Roth & Hayes- Roth (1977).

The present paper represents an attempt to further extend-the ‘explan- .

atory scope of procedura1 semant1cs theories to a wider range of cogth1ve,
- . ) L . ’ \ . " . . .
: t : . L Lt 4

2, N - N U i P R T 4
ceT ’ 8 (

.
. - L] - .
- - - % . .
s " s y . . ~ P
4 . . . L e .. . )
N 7 . 2 -3 . o
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. psycho]og1ca1 phenomena 3 o

¢ . ! i "‘. b N v "
L o . . _— : P
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processes "An account -ig gﬁven in terms of such a theory for the con-
\.

sfructs df semant1c and- epfsod1c memory, conscmousness levels of pro—

cess1ng, and sqme’ “1nsight" phenomena We ‘view tbas account as an '

exp]oratory, even specu]ative attempt'to extract the max1mum.poss1b1e

"1 exp]anatory poqer from the theory we hope that 1t will st1mu1ate .
N

further thlnk1ng about thé possib]e app11cat1ons of’ th1§ theory and that

it will encourage the deve]opment of more ‘formal proceduraL acoounts of

- - ’ "

(- - . -

The procedura] semant1cs model we present here 1s a lineal descendent A

-
.7

of that presented in Norman, Rume]hart & LNR (1975) The LNR model was

1mp1emented in a computer s1mu1at1on called MEMOD~ The current mode] has

-o"\

’; not been so implemented, but the data/process structures (hereafter referred .
. 8

to as shhemata) have been wr1tten/1n a format compat1b1e w1th advanced

MEMOD data'bases, (The format makes use_ of a pred1cate ca]cyTus ~-type .°

: expos1t1on wh1ch makes procedure parameter re]at1onsh1ps-- scopé
re]at1onshfps-1exp11c1t). Given appropriate support1ng procedures, the

schemata discussed-below could be expected to'functfon in MEMOE;

[l

~

Assumptions of the modet - - ° .ﬁh ' )
eory are different, at least-

) - .
Some features of the present schema-

-~

in emphasis, from those\described iqzhorman, Rume]hart; & LNR (1§75y. ,;
One such feature is that of distributed intelligence (discussed in

Gentner, in press). The activities of schemata and their 1nté¥act1ons
;account for all cognitive’processing, making it unnecessary to postu]ate
some h1gher level executive funct1on to coord1nathth1s processing. The .;\
interactions of schemata occur s:mu]taneous]y, as para]]e] processing,

“in a population of interrelated'schemata These 1nteract1ons resu]t 1n\

‘interactive dataahr1ven~and conceptua]]y dr1ven process1ng (Palmer, 1975),

q . \

P A




B,

[:R\ﬂ:,,,thé f1gure S c >

Lntell1gence is d1str1buted 1h the sense that 1nte11ectua1 processing is @
’ .

not the respons1b1]1ty of & s1ng1e genera1 purpose device rather,. it ’
is- s1mp1y the sum of a11 the act1vated schemata At the time in quest1on
' Go1dste1n and Papert (1977) express a s:m11ar point of view: '...1nteT11gence

. 1s based on th% ab111ty to use large amounts of d1verse k1nds of know1-

-

. edge in procedural ways, rather than on the possess1on of a féh general

“ . . "

and un1form pr]nc1p1es L ) ) v . .o

) . Another feature of the cirrent mode1’is‘mutua1 activation! .Fo1iow{ngn
Levin (19?6), one of the mdst important aspects of a schema‘is its dbility
- . ‘ /s .

to-activate other schemata Each schema is 11m1ted in the extent to wh1ch

' -

. a small amount of actnvat1on from other schemata, 1ts own, ab141ty to pass

] - “

* on activation will be further 11m1ted Jihen an‘ect1vat10n passes a :,
thresho1d (ca11ed the instantiation thresho1d) it becomes instantiated.

what th1s means is, that a copy of the schema (wh1ch 1s 2 concep; 1n o
.0 i
.generic or semant1c memory) is created This - 2copy“'1s not an exacy

e -

' 'dup11cate, but conta1nSt1nformat1on about spec1f1cs which are represented
- on1y as prototyﬁgs or se1ect1ona1 restr1ct1ons (Chomsky, 1965) in the’
gener1c schema These “eop1es“ or 1nstant1ated schemata const1tute .

) ‘ep1sod1c memory. An activated Schema that is not‘iqstantiated will

& L4
o

eventua11y fade%to a background ]eue1 of activation,-and no direct

(.
ewidence of 1ts activation w11] remain. These processes are.more fully
.. o )
) discussed be1ow in the sect1ons on- semant1c andg*p1sodgc memory and_ on

- ) consciousness and schémata.

4
>, g

iThe re1ation"o\##ﬁs work to a general theorjiof cmmﬂex fearning

';, ‘ o " The d1agram 1n F1gure 1 out11nes variab1es -that seem to us to be (‘

. * among the 1mportant considerat1ons For understand1ng more about comp1ex

- S human 1earn1ng. Most but not all of the phenomena that we will attempt “to . .-

exp1aln 1n terms of schema theory are identified as memory pr0cesses in

10 . ) L

it can provide. aCt1vation to other schemata If a schemi receives’ on1y - .

- ' 4
\» T e . *
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<'; - I’ *
) Accord1ng to the view expressed in’ this d1agram, human 1earn1ng

’ N\
‘ 1s an elaboration of*mobe pr1m1twe bio1og1ca1 mechan1sms for adapt1ng ) .
to change, and retains-many of the fe3tures to’ be expected of such ) o

¥
p mechan1sms Learn1ng is dr1ven by 1n1t1at1ng requ1rements that are
formu]ated as gr1ent1ng tasks, e1ther 1mp11c1t1y or exp11c1tLy;
': ' ) 0r1ent1ng tasks can or1g1nate w1th an Jnstructor or w1th an 1nstruct1ona1

L. system r with’ the 1earner Orient?®ng- tasks conta1n instructions and

goa]s. These dr1ve cogn1t1ve,processing during 1earnidg angd uti]ization

ep1sodes wh1ch tend to be 1nterm1nq1ed at least outs1de of formal ped-

4

. :J" agogical environfients. " It {s 11ke1y that utilization of know1edge also -
results in some add1t1ona1 medification of know1edge representat1ons 1n ;\ ',
) "_ . memory. .Conversely, 1efrn1ng new know1edge occurs only in the context - -

of—ex1st1ng know1edge Learnrng and ut111zat1on ep1sodes may 1ast for
v, . 1 %
. + 2 few. m1nutes or for years. In the 1aboratory, they tend to be 11m1ted . fﬂ

to a few m1nutes 0uts1de ‘the 1abo$atory, 1earn1ng and ut111zat1on of S SR

; g - know1edge ‘gpes on throughdut Tife; there.1s a t1me shared proeess1n§$of ‘;
~ * ¢ A
the many demands for the d1fﬂerent k1nds of'content that a11 of s are

" M bl
S requ1red to 1earn and use gust Yo survnve; or that we set od?selves to Ty _f N

4 . [ .. . \\ . ,{. \'\ o i
C, 1earn dut of cur1os1ty or 1n‘hope of ig£y1v1ng 1nxp%rt1cu1ar1y favored. ‘>, ‘__\\

4

ways Learglng and ut1j1zation processes are bﬁ%b conceptua]]y dr1ven R e

. N e s s

(from fhe top‘down) and dat*/dr1ven (trom the bottomgyp e e X
’ \ L )

' In our v1ew, the Concept repFesented by schema may in any one -
of three states conSc1ous* subébBZEEOué, or uncon5c1ous- In, the dia- - -
gram, almost all the cogn1t1re processes 1nc1udede1n the box 1abe1éd FRE
~ "memory processes“ ordﬁnar11y funct1on on1y at the/grg consc1ous or - -

‘(:%?"subconsc1ous 1eve1 (Some problem- so]ving processes have consc1ous i

o 4 -

components )- Co/qmtwe processes: that ard avaﬂable to- the 1earner o ‘
‘ Q nl-
“for conScious use and that are des1gned to enhance or fac111tate .=
. bl :
% . .
. 12 . ~

.
- r . ’ .,
-6- °
< - 7
- . B
.




-,

— ~ . . e
- . o . ; y -

- \ I NS
.

acqu1s1t1on retent)on, and’ retr1eva1 can be ca11ed cogn1t1ve strateg1es.

Coqn1t1ve strateg1es are represented in schema theory by very h1gh 1eve1

sehemata. In. the term1no1ogy of Norman and Rume1hart (in press), such

. - S
i n \
. P . . . . Y
[ “:,\_,_‘_,‘ - ' . * Y M . )

.Y —— - 7

~

schemataware.not'ordinari1y highly "tuned."

.

$1nge they are genera1 >

. burpose, they'“f1t" no one situation or context perfectly

The1r activa-

,funct1on éhe person experienczng an activation of such a strategy

,schema and the app11cat1od?of the strategy 1; 3 conscious process.

:t1ons are therefore not simple and automat1c as highly tuned schemata
are. Components or subschemata of the strategy schema must undergo a

goad deal of top down act1vat1on, wh1ch performs a sort of check1ng

schema is therefore usually aware of the relevant'compohents of the

<
. ’

'
This viewpoint is further discussed be1ow_in “the section on Consciousness.
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N 18 SCHEMA THEORY EXPLANATIONS *  ° : ‘
a OF' GOGMITIVE' PROCESSES . _ - @

Semant1c and Episod1c Memony ' R

[

The d1st1nct1on betweenjsemant1c and episodic memory 1n schema -
d theory at f1rst appears to’Ee qu1te=a s1mp1e-and'natura1 one " Semantic

-

memory cons1sts simply of schemata--concepts which represent what one

* ~ hat

knows about genera1 typ__ of objects or actions or re1at1onsh1ps in -
the.world. Ep1sod1c memory is simply the collection of .all the instan- .

' tiated "copjes" of schemata, with concepts which stand for particular

- entities fi1lmng the argument's19ts of the schemata as'parameters:

This ‘is a good and usefulqcharacterization‘of two types of memories

in q'schema system for represent1ng stored know1edge There are, howeyer,ﬁ
some potential prob1ems with the use of the terms "semantic" and "ep1sod1c" ®
The use of the term “semant1c“ connotes knowledge which is basically ‘ e
1ex1’ca‘1 iin na"tu‘re "Semant1/cs"’1s,‘in large part, the study of the _ & . '
re1at1onsh1ps between s ymbo1 s and what those symbois refer to The’ term '

ﬂ "ep1sod1c", on the other hand, connotes particular eygnts, to the exclus-

ion of her types of part1cu1ap concepts, such as particular 1nd1v1dua1s.

Both of .these terms are too. 11m1ted in “thetir connotat1on\

In a schemawtheory representaiﬂon of know1edge “about _yp_;; schemata - Tfjf
. shou1d probably not be thought of as being near1y so c1ose]y bound to ;;f
part1cu1ar lexical items as’ was common Jin ear]y formulations (such as ' %;gff
%umebhart L1ndsay, & Norman, 1972)s Of course, there must be schemata .o

assoc1ated with partrcu1ar 1exica1 items, we could call these "Texical-

13

1eve1 content-schemata ' (R1gney & Munro, 1977, present a partial

funct1ona1 typo]ogy of schemata ) In severa] recent works wh1ch are SN
p\‘ e B <.

e1ther pr1mar11y theoretica1 papers within the sch?:a theory mode1 or - : .
N

“which report exper1menta1 results which can be ;nterpreted as having

1mp11cat1ons for,this _model,.a very large rimber of essent1a11y

. . :, 8 14 v . L '
>3 . R -8_ - B
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, non- lexicai schemata seem to b caT]ed for.

14

" One type of non-]ex1ca]
_ Schema_is that which is much higher- leve] or more abstract than

lexical schemata '

<

Examp]es of this type 1nc]ude story- or ep1sode~
schemata (Rume]hart 1975 \Rumelhart, 1n press),’ soc1a] s1tuat1on-

schemata (Schank & Abe]son 1975), and speech act and conversat1ona] © .

~

schemata (Munro 1977; Levin: & Moore, 1977) ‘Al of\these schemata

are deS1gned to account for some of the facts about how peop]e s know]~
edge abput recurr1ng _yp__ of s1tuat1ons gu1des'the1r understand1ng
(and sometimes the1r act1ons) in those s;tuat1ons o ' ,

A different kind of "non-lexical” schema which seems tocbe“’
ca]ted for in'a putatively complete-or accuraée account of human knowl-
edge i's one that captures the fact that peop]e s know]edge about _yp;_
is dften more detailed than can be conveniently expressed in terms of .
their Jexicons. For examp]e; it is perfectly natural to talk about -
"red hair", "red carpet",-and_“red eyes”, and ta mean something.very .

different by each use df “red".  Yet.each of these:uses‘of "red" shou]d'
have a reasonably consistent and distinct meaning, at least for jndivid-
ua] ‘subjects (Halff 0rtony, & Anderson, 1976). This suggests that we
may not want to model peop]es concepts for -red mono]1th1ca]]y, but
rather to include in-our mode] one concept for the red that can be the
co]or of ‘a person s hair, another concept or. schema for the red that

*

can be the color of dried b]ood, and so‘on. Other recent work suggests

that the prob]em of polysemy may” be more ub1qu1tous than semant1c

memory theoristsfoFTan;lly thought (Anderson & 0rtony, 1975 Anderson
Pichert Goetz, Schalle Stevens & _Trollip, 1976). - . .

The p/jnt behind this. dlscussion of non-lexical ‘semantic memory

is that it 'is possible that the term "semantic\memory“ may be too




/

restr1ct1ve in 1ts connotations to continue to apply to’ t e represen- ‘

Lo

" As a replacement, consider-the hopefu11y more neutra1 t

o memory‘“ (Rumelhart & Ortony, in press, refer to schem ta as concg C# i A‘;

’

wh1ch represent gener1c knowledge) A,gener1c concept; 1s one w‘ .

fat a variety of s1fhat10ns or obJects, it has part1a}

parameters In-other words, it is a schema.

. -

. What of “ep1sod1c memory?" ‘Instant1at1ons of g.ner1c

nom1na1 qua11ty, howeVer the term seems 1ess appropr ate, /For examp]e, %°‘
» ifyou hear soneone say "A dog bat'me yesterday," y woulc‘yjtpresumabw,y1 : \,‘. 1:A c.
acquire.a new }nstantiatipn of'your DQG scheme as ’ert of the prbcess; g T T
= of understanding“ the sentence det 1't seems odd, (% say the least, to .\ . z ' ’ '

speak of your néw concept of th1s part1cu1ar dog as an "ep1sode"

A natura1 rep1acement for tern “ep1sod1c" is suggested by the

’

antonym of "gener1c", name1y, “spec1f1c“ Let oncepts of part1cular

nnd1v1duals, part1cu1ar act1ons “and particula reiat1onsh1ps be °

referred to.as “spec1f1c/concepts“ The instdntiation of a gener1c‘ o

concept 1s a'spec1f1c concept. - o | ' . :
:’ - «? Y . . LA ‘
It should be ‘recognized that, while the|use of the terms "generic“

-

and "specific” may constitute an imprq‘ement over the less prec1se terms

“semant\c" and "episodic"”, thdoes ‘nothing ?o reso1veusevera1 substan-

» -

‘tive issues concerning the re1at1?nsh1p of éener1c and spec1f1c concepts

For examp1e there probab1y shou1d not be aL abso1ute d1st1nct1on be-

3

‘.. tween generic and spec1f1c concepts. The rimary dist1nct10n between

LY

a generic.and a Spec1f1c}concept is that‘t e f1rst has var1ab1es,-wh11e




%

-

¢,

-

o

a new gener1c schema

- ‘; ) .z ' ,‘
the| §econd h§s fi]led parameters (Jhat is, other spec1f1c concepts .-

3 -

as argumentss Th1e 1s not alhays true-1n a str1ct sense, however.

T Fo examp]ej some‘”spec1f1c“ conce ts may- actua]]y have default

values for évery pqxameter—-1nformat1on wh1ch 1s part of the- corres-
¢~a
~And some "gener1c" concepts may, in fact,
~~

be extremely spec1fic,3n nature. If I be]leve, for, examp]e that

ponding generic concepts

“John—Regegr1ne r1des hfs tricycle Pround our block every morn1ng at

Z 30“ then this 1nfonnat1on shou\d probab]y be represented in gener1c

r Fl 1

1form, as a schema, But. what‘are the var1ab1es in such a schemg’

14 ; | ;

A]most eyery 1mportant parameter is a]ready spec1f1ed in the generic

representat1on On]y a few details about manner and the part1cu]ar .
N .

date need to be filled in to create a specific vérsion of this generic .

schema (Another }nadequately*%xplored re]at1onsh1p between generic

. and specific concths is the process by which insight into the simil- ¢

s

ar1t1es among a number ~of specific schemata results in -the creat1on of

-of this process, wh1ch they~call restructur1ng) Fuzzy edges- aside,-we

be11ewesthat the notions of gener1c and;spec1f1c concepts are important,

and that the terms "gener1c memory" and "snpc1f1c memory" are more
prec1se than the trad1t1ona1 “semant1c memory" and "ep1sod1c mémory" .

> ’ “
T N - Consciousness

¥

. ¢

- * N R

Schemata, in the mutua] activation model, can be -thought of as

a]ways being 1n one of three states They are e1ther (1) quiescent,

rece1v1ng no act1vatJod*from‘any other schema and giving no activatfon )

. to any. other (probably the normal state for, the vast majority of-a, ’
. ' . g * \\‘}" ) . g - ::
_'I\\l_. —
: 17 s

o

f\.
&

R

RUme]hart & Norman (1n press) sketch some aspects ¢

*

\
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person's schemata, at any sing]e 1nstant), or (2) activated to-the -

“level of 1nstantiation, receiv1ng sufficient activation from other

schemata‘that,they can become instantiated o) that their copies
. become part of the person s vast store of specifie memories, or (3)
' ‘act1vated but not'instantiated Those schemata which are in the 1att
state may 1ater receive enough activation to become 1nstant1ated 0 . .
’ they May sub51de 1n thetr 1eve1 of activation; ‘in wh1ch case theye -
Will be no 1ong -term memory for, the particu]ar 1nstance of. th' concept
) represented by the schema in question Long term memory tr”ces for
specific concepts are the "copies" of the corresponding neric concepts

Y3

°that were made- when 1nstant1ations took place Nhen 4 generic concept

+ does not receiye enoagh activation to become 1nstan lated, nq spec1f1c\
copy is made, and there 1s therefore no memory (a well .as no undér-
standing) in termsﬁgf that generic ooncept ” , -
-The- identifications of-ihehyarious stat s.of consc1ousness in such
a mode] are probably fairly obvious All hose schemata which are
activated to the point that they are being instant1ated constitute the
contents of conscgousness Those Schemata which are activated but_not

'ﬂ:! ;&Nv"
s 1nstan¥ﬁg§ed constitute the contenty of the subconsc10us or preconsc1ous

at a given~moment Al those schemata which are not activated constitute
7

'our unconsc1ous know]edge at a given moment

- fTring rate of peyrons. /H ever, schema- theory is intended as a model of !
’ cognitive function rath Zhan of neurological function Although we believe \ :
that at some tim¢ in the i’utur!e there will be a comprehensive model that '
accommodates what is krown about both cognitive and neurophysiological func-
- tion (and that uch a, ,heory may have much in common with that presented here),
‘ ' ,;E;restrict.7u senyes now to cognition Hence we say that schemata can be R
' escent - _ '
. ., / ‘ R .4'/ .
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-in mhich,intelligence is not distributed (in a "memory components“
'system with boxes labeled "STM", "LTM", etc., for example) one might

want to account for the subconscious by 1nc1ud1ng in one's ‘diagram a

- )
1Y . \

box 1abe1ed “Subconsc1ous" In the.d1str1buted intelligence system
ow1th mutua11y act1vat1ng schemata, there is no need to postulate such

a spec1a1»new component Instead, _we can s1mp1y 1dent1fy a port1on of.”

\

. the process1ng already ca11ed for by the theory*as "subconsc1ous
thought." F1gure 2 contrasts these two ways of represent1ng the sub-

consc1ous and the’ uncdnscious

[y

This treatment of “1eve1s of consc1ousness”’seems to account for,
" the basic d1fferences between the conscious, subconscious, and uncon-
.scious mind in Freud's theéory. However, it does not deal with a number

DLW : : )
. of'issues of great concern to him, such as repressed memories. We leave
Py L]

that task to some, even more“enthusiast1c partisan of mutua11y -activating .
schemata. Whether th1s agproach has anyth1ng to do with another type of
unconsc1ousnes:s'I deserves further consideration. The type of uncon-

sciousness we.refer to 1§g:hat associated with the execution of'well-'

rs

tearned motor skills. These kinds of "unconscd ous” phys1ca] -activities

N

. can be accounted for 1n schema -theory terms 2

(ln Consider® the case of "unconsc1ous" automobile driving. Most exper1-

enced dr1vers have become aware, at' one t1me or another, that they have
e oy
- ‘just drivén some number of m11es on a fam111ar route and yet remember

noth1ng of what they have Just done They say they were not aware of

N S

— T
. 2 The c1ass of unconsc1ous physica1 activities that can be accounted
or in schema-theory terms is limited to those which must be
wwm - . v _learped, Innate activities, such as breathing, are not activities - {
- h - we wouldNchoose to represent with schemata. However, some-very
’ " -7~ automakic activities, such ag the movements made in wa1k1ng, are,
& . .. in part, consc1ous1jmearned“and should therefore be representable
in schema-theory terms. . , . .
x y ~ = . : .
: o , K B 13- 4" ‘
.ERIC o N L2 ) .
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{

s

their deiving. Since the schemata'reSponsib1e for this dr1v1ng did S

not 1ntrude upon consciousness, he theory JUSt out11ned should require ~
us to say that those schemata were activated but not 1nstant1ated But
why shou]d they not have been instantiated? We are used to schemata not
being 1nstantdated because they canhot f1nd conf1rmat1on in the data of\ ‘

the context, sure]y therg 1s enough bottom- -up flow 1n norma] driving

- contexts that this Shou1d not- be a.prob1em. Perhaps a reasonab]e expla- -

nat1on for the. 1nadequate (for instantiation)°a6tivation of the driving

schemata has Eoﬁgz w1th resource 11m1tat1ohs There is on]y so much
h

-t~ - : Rt

act1yat1on foy t

.

allocated to ther schemata. ThUS when one becomes aware ‘that one has

total system, and a great‘dea] of activation has been

no memories ﬁf having driven the 1ast 15 m11es,~that does not mean that

. -

one’ has no, memories _of the 1ast 15 minutes. On the contrary, one is often

¢

aware of having had & particularly stimulating conVersat1on or tra1n of

thought, many of the details of yhich-are-easi]y remembered Our driving

can becéme subconscious when un’4iated schemata have..absorbed most ofuthe
€
tota] actlvation resources of the system

r

This exp]anat1on fails to account for the observat1on that on1y very
well-tuned motor schemata seem-to garry out their funct1ons in reduced-
acttyat1oq's1tuations Another way of viewing this~phenomenon from the
schema theory viewpoint is to say, .as was suggested in the Introduct1on,l
that'the highest-level schema that can account for the data actually was
1nstant1ated but that none of 1ts component subschemata were. The
relevant highest -level schema 1n the “automatic driving" examp]e Justr.

PR

g1ven would not be somngeneralizeg Drtving Schema, but, rather,.arvery X

€

14
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detai]ed schema “for. driv1ng a particuTar route * An examp1e'of such a'

3

schema could be a "Route-to- the<Un1ver51ty-from my-house" ‘schema. Such

exp11c1t generic schemata have been proposed @1sewhere (Munro 1977)‘

when such a schema is activated by the driver's know1edge that he ‘or’ she

a.'ﬁ

is on the. <same o]d route again " activation resources cam be conserved 1f
8 K

the schema does not supp1y activation for its components It can accept
¢ . activation from these components, but S0’ 1oﬁg as each component makes
"it"expeeted contr1bution to its "parent,” there is no need for the parent
_to dr1ve activations of the’subschemata ‘In effect,. the highest- level .
schema can afford to suspend its top- doﬁh'pr0cess1ng, because it doesn' t
need to check’ for<the presencelof-componentst—the components have a1ready
- made their presence known. The absence of tﬁis~top-doWn activation to the
»32

subschemata may-often be enough to keep the activations of these conceptda]

“ ’ units be]ow the activation thresho1d > As a resu]f (he driver ends the

8. -

o

trip w1th no specific memories for any of the deta11s or stages, there

have been no instantiations of the subschemata of the "Route-to- the Univer51ty"'

sehema. This does not mean that the driver will not know that _he has bfen
’engaged in "driving to the Unnversity,“ for~examp1e. The highest 1ere1 schema ¢

may be instantiated, infﬁhich case the driver of’the car Knows what route {

L’

_ he is oa, but not, at first, where he is on it . . &

-

The ba51c mechanisms for the activation,and 1nstant1ation of schemata--

mechanisms that are required‘to répresent éhe processes of uﬁﬁbrstanding,
1earning, and rememhering--can also account for the phenomena of consc1ous- -
" ness. we believe that this economy of theoretica1 primitives constitﬁtes

" an argument in favor‘of schema theory in contrast to the “cognitive

- N
.

, | RS
component" models prevalent in cognitive‘psycho]dgx. ‘. _

../' . g B 3
¢t - . - v
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ook o Cognitive Stratetgies

. ; When people say that SOmeone is app]ying a cognitive strategy,*
they seem to mean Eg:t he or she has made a conscious’ decision to
a]locate processing resources to one kind of. cognitive process rather S

- than to“another. '£See Rigney3 jn press, ior a‘detailed tReatment of *

* the possible yarieties of cogrfitive strategies) From the perspective
of a distributed 1ntelligence theory, .such a the schema—theory out11ned
in ear]ier sections, th1S meanino of "cognitiye strategies" doesn't

i -

seem to ‘make much sense. That which is conscious-is 51mp1y those schemata
A

wh1ch are CUrrentiy being 1nstant1ated It is always true; in the theory,
that current]y activated cbncepts (and particularly the high]y act1vated
concepts that are being instantiated) play a large ro]e in the determin-

ation of which schemata wilT next receive activdtion resourcess This

i - »
natura] flow of activation doesn't seem ‘to captfire the notion of - cqn&. ’

+

sc1ous contro] over attention that most of wg be]ieve in. We “feel that

“we are able to make decisions to "pay attention" to sOmething and ignore

- —

other~th1hgs that could compete for attention S ' N

-

0ne way to treat this wogld be to say that we "have a number of Big,

H <

comp]icated schemata _whése- function it is to d1rect the allocation of -
\ “'@4

processind~resburces in particular situations In the terminology of

.Rigney (197%) these schemata are prescriptions When we are conscious

-of their effects (th?t is, when they are actiwafed”td'the point of

1nstantiation), we may, say that we are "statingrrules “to ourse]ves"

~athat appiy in, this particu]ar situation Here is an exampie Suppose

that a computer programmer named Fred is writing a program o the ) ]

PLATO Iv computer system 1n the*TUTOR 1anguage Fred needs to’ set a o

variable equal to some value, but has forgotten “the name of the fungtion
—

that'does,this. He "decides" that heﬂuiil try to find the name’ ‘of the/

: B
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‘ tunction by consulting the on-line TUTDR manual} "aids". Therg he
. will look at a tab]e that 1ists all the TUTOR conmands, and see
- whether one of them “'fings' a be]]" " In schema-theory terms, how can
. : we exp1a1n h1s consc1ous decision to adopt th1s strategy’ Ofe: exp]a- .
o _’nat1on that seems qu1te natura] requ1res that we posit the exﬁstence
’ - " f a schema ‘which is act1vated when peop]e don't khow the mean1ng of
ﬁr/: term and need to knew the mean1ng of that term. Th1s IS a spec1a1-
{\» o ' ,purpose\schema, first a€qﬁ1red when they or1g1na11y 1earned about dic-
‘ t1onarnes and\glossar1es This is a high- 1eve1 compTex schema\wh1ch
tfi' = - s act1vated when two it its subgchemata (the Don't- Know- and the Need- g
- To- Knox Schemata) are actfvated The bulz.of the schema is a sequence .
- of 1nstruct1ons on what. to do in the var1ous c1rcumstances (E.q..,
s the meaning of the tetm part of ord1nary Eng]1sh usage’ Pfiso;
ook for a synonym or\exp]anat1on in the d1ctaonary."o Or, "is-the tenn'

. . part of “some siall set of technical terhs? JIf"so, is there 2 list of

»

-

.Sugh terms which ‘could be scanned in a reasonable ]ength‘of time to
PR search for the*term%f) The particylar attributes of the‘context one s
tn at the ttme (the faet that ohe is ustnq the TUTOR’]anguaée for '
v-example) 1nteraét w1th th1s genera] schema, filling 1n the loosely
defined parameters of the Look-Up- Schema (such\as "a list of shch terms")

-

w1th part1cu1ar values (such’as "the 11st of TUTOR commands in 'aids'").

) “ o If Fred the PLATO programmer, is very accustomed to\iook1ng‘hp
e . part1cu]ar\TUTOR ‘commands in "aids", he may even have a spec1a1 Look-
Up-TUTOR;CommandeSchema wh]ch is activated in these s1tuat1ons and '
directs his processing for awhile ' .
" In a schema system, "conscioys" a]]ocat1on ‘of process1ng resources
=~ is s1mp1y accounted for by the prior ex1stence of -schemata wh1ch d1rect

i
’
‘ people's 1nformatlon process1ng ackivities. When one of these schemata,‘

, o‘ . c . .‘ .- -19- T ' T s
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the 1mpress1on of "d1rect1ng onese]f" to manage one s attention m ) , ‘

part1cu]ar ways. Jhe examp]e JUSt given 1nvo]ves some fa1r]y ,overt
‘behaviors, byt could equa]]y well be app]1ed to more pure]y mental -

activities as.-well. Th1s wou]d mean pcs1t1no thiexlstence o;' spec1a1 /

,schemata for such 1nformat1on process1ng act1v1t1 s & scann1ng a text

in search of" a part1cu]ar term try'in@ t0 riall the- context;'in wmch S ;

" one first learned a concept in order to ¥emember mor detaﬂs of the o

concept, and"so on "In some rpspects this approach is. sﬂmﬂar to the

&

"homunculus of a powerfal centra] processorgnomtor, but it does S | '_ . e

’mvo]ve much 1ess powerfu] homuncuh, each of \wh‘ljh ﬁ?ﬁ.on]y one spec1a1

function and 1s act1vated in on]y one- spqu@] k1nd of context C
' . -
Creativity and conscigus contrdl. . J . ’/‘/
. r“/ :
A potenha] prob]em for the d1“str1buted 1nte]]mence system IS -

*+

, ra1sed by the nature of reat1v1tx/1n a sEhemavmode] Many student§ ofik T .
creativity have claimed that there is an 1m{/ta\nt:d1fference be een : /
y o lopm iy

¥

more an)d less creatwe peop]e (Gut]ford 1968 De]]as & Ga\'ier 970). ._\ Yl

s e
people’ ehgage 1n divergent thmklng, ]gss creatlve peWypma]ly '-L.,;,

¥
They treat this d1ff?wte as@bne of - cogmtive style: morffc—rétw{e

app‘roach prbb]eg;w th conyergent thmkmg., )I‘v/schema theory%rms, . ‘ifia wa
ng

it s§$ms’ u/fu] bmk‘of d1vergent thinki as the d1str1but1on of ,  E L

@ctwat}on re ces to a l(rge number of 1argeT&y unrelated schemata, oV - .

any ong of\w h does ‘ngt seem to have/a part‘]ar‘{y good E.nor . 'Q

I

chance of providing”the so]ut'ion Convergent th{kkjng in schema theor)7 / -
1nvo]ves putt ng almost aH ac!e-wation c’r‘esources 1m one schenz pers- \

\
/)aps ’E’uew em\to have the hest a gr*or chance of prov1d1ng Lo ./h’
h

e so]utwn to the current prgb]em (One cou]d thmk of the difference - 'j

‘b [ o
’ias a breadth f1rst approach versus: a depth ~-first approach to schema Ire o ‘

. /—d B ~
- - - . v

-
act1vat1on _ o ’ .
; /)/- . T -0
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o

®

This exp]anation of the difference in schema- theory between

.~

convergent and d1vergent th1nk1ng does not exp1a1n however why

some individuals should appear to cons1stent1y follow one mode, and .

[y i ‘

v others another “One approach to exp]a1n1ng-th1s would be to claim

-

that the djvergent or-creative thinkersohave‘a special prob]em-so1ving
schema’ that “searches'forﬂ the maximum npmber ofs potent?a]ly app]icabie
schemata for the current-prob]em-so]ving situation, and then distributes
the activation resources available mOrefor']ess’evenly among those—
“$chemata. Convergent thinkers could then be>characterized'as having

a prob]em -solving schema that "searches for" the "best" or most ]1ke1y—

]ook1ng schema and then concentrates all or most of 1ts act1vat1on re-

sources to that schema. The only prob]em with this approach is that ,

thesé schemata seem unusually powerful. and*complex. They are more like -

homunculi than simple-minded demons. 'An ordinary schea has a-structure °

“that specifies precisely which other schemata.can be activated by it.
There is something dfsquieting about schemata with unspecified sub-
schemata; the1r funct1on1ng is not.exp]1cab1e with “the mechan1sms of

N

—*schema theory as they are current]y formu]ated and they seem to be -

capabﬁe of . far too much. . . . _ e

s

W x .

These problems seem to call for further developments either in
our understand1ng of attentJonal phenomena assoc1ated w1thpcreat1v1ty
or in the«formu]at1on of schema-theory presented here.

Desp1te the problems’ 1nherent in.the requ1rement that a schema-

theory@account for differences “in prob]em-so]v1ng behav1or>tﬁrough

. . “

the mechanism of very powérfu], 1nd1v1dua]1zed “problem-solving
st .

schemata®, ‘there. are 'some aspects of the 1ntrospect1ve evidence on

i

creat1v1ty that are well treated in a schema- theory approach

. NN
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. /
For examp]e,'many creative people (Mozart and Tchaikovsky have been

cited as examp]es) have claimed that entire solutions’ to very comp1ex
prob]ems may spr1ng 1nto their consciousnesses 1n a re]at1ve1y comp1ete

4

state. (Mozart ts said to- have been ab]e to enV1sion an entire new

~musical piece at once, almost "complete and f1n1shed".) The schema-

theory solution for theé cofnitive style of creative people dccounts for
these reports. Because the creat1ve person 's genera1 prob1em-so1v1ng '

schema distributes act1vat10n among a large number of processing schemata,

,none of them may be act{vated suff1c1ent]yw;e.become 1nstant1ated unt11

one of them "fits" the data of the prob]em gb well that the "bottom-
up" act1vat1g;¥bf the “schema is almost enough by 1tse1f to instantiate’

the schema. F1tt1ng the.data S0 we]l means that every aspect of the

. 'prob]em will have a p1ace in the so]utﬁon to the prob]em prOV1ded by

\ the instantiated schema This is what. accounts for the "fu]] b]own"

nature of the so]ut1ons to prob]ems that some creat1ve peop1e report
"popping 1nto‘l their consc1ousnesses .)/ )

One‘consequencerto the approach to creativity--and to:cognitive
strategies in geéneral--suggested here is that a large number*of speciaﬁ

schemata for attacking problems must be posited. This is not necessarily

B W b 23 ) . .
‘a bad. feature of the schema-theory approach to probtem-solving. Pro-

fess%onai'prob]em-solving teachers_have suggested that effective problem-
solvers'may have a "Tibrary" of problem-solving "routines” that ‘they

can consult to try to come up ‘with something useful for-particular -
.

situat1ons In Strategy faiebook (discussed 1n Adams, 1974) a group

ca]]ed Interaction Associates discbsses such a group of rout1nes,'

which ‘they, believe a good problem-solver should possess. Here 1s,th3ﬁrea%%&ﬁ&&
Tist. . ' A

. .
—_
' o L °
y . Svaanl . . N
. .
.
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Build up

-
A

Display Simulate *
Eliminate _ Organize Test
Work Forward List . Play .
Work Backward Check °. Manipulate
Associate Diagram Copy .
Class¥fy Chart Interpret
*Generalize Verbalize Transform
Exemplify Vistualize . Translate
Compare ~ Memorize .Expand
Relate™ ™~ -*Recall Reduce .
Commit - ‘Record Exaggerate
Defer Retrieve Understate n
Leap In Search Adapt-
Hold Back Select ,Substitute
. Focus Plan Combine .
- Release Predict - Separate .
-~ Force Assume -« Change
Relax * -Question Vary
~ 77 yream - Hypothesize © Cycle .—
- ., Imagine ] Guess * Repeat
Purge | Define Systemize
Incubate Symbolize -~ " Randomize .. -;

[ . - +

Some of these strategies are actually quite complex, Io make use of the

Eliminate Strategy, for. examplea one first thinks..of all the possible, 7.,

©

: attributes that a- so]ution might have._ Ihis is done in a very non-

eva]uative mode. Dn]y after a very extensive list of attributes has been Lo

s

~-prepared does one return to the list and begin to eliminate items (attri-
butes of possib]e so]ytjons) that seem to be undesirab]e, impractica], or
unnecessary Obviously; é §chema for the E]iﬁﬁnate Strategy wou]d aleo

be quite- compTex, invodving a_ number of specia]ized subschemata with | a8

explicit sequencing contro]s. . ' S T N R
Both- creative and non-creative people ‘cotld be trained to mak® use ¢

of a Targe co]]ection of" such strategies. what would differentiate their

use of the.strategies would be the manner in which they activated the

schemeggwthat represented the strategies. The. convergent thinkers wouid

select one of the strategies ear]y in the problem-so]ving process, and

would make use of that strategy in a conscious and deliberate way. The - .

djvergent thinkers, on the other hand, would a]]ocate Some .small amount’

‘uchemata, and wou]d not. be con-

H =
’ i s

of activation to each of the Strate_



- sciously exploring any part1cu1ar path to a solution until one of the

‘ Strategy-Schemata came up with a particu]a’rly dood fit. ‘At_ this point, - /'

the divergent thinker would present his,soJution in a completed form, . .

without being aware of any necessary intermediate'steps taken to reach

the conclusion. = ' , R T
If we accept the claim that problem solvers do have some set‘of

schemata with specific strategies for prob]em so]v1ng, 1t becomes an - |, .

easwe%‘task to construct "supervisory schemata" for prob]em so]v1ng P

(For some very pract1ced or we]] trained problem- so]vers the set’ of

spec1f1c problem-solving schemata might include those strategies pre-

' . o~ I aO.
sented above._ For most prob]em-so]vers, the set wou]d probab]y be *

W
N

~smaller and tﬁé'strategies less efficient). “the feason that modeling

. : S T
"supervisory schemata" wou]dnbe easier 1S‘that in schema theory, as we
have presented it in preced1ng sect1ons, schemata must pass actlyat1on

to ‘ot,her schemata that they a]read_y know Qbout. In other words, schemata . s, . i

P

are not thought of as being so powerfu] and homunculus-1like that'they ’
. can‘freéiy roam through the "11hrary" of schemata, oicking and~choosjng
those which are appropriate for a barticu]ar purpose. Rather, part of
" the meaning of ‘a particu]ar-schema.is the 1imited set of otherjschemata
which it.can activate . h _— ;,- oo
: In such a system, the "superv1sory~schema" (or genera] prob]em-
= 3 solving_ schema) of a divergent thinker wou]d activate s1mu1taneous1y al]
‘ of the. prob]em-so]ving strategy—schemata At this point, the superv1sor
has, in some sensov~ce11nqu1shed control over the ensuing process1ng It .
- is not some action of the "supervisor" that now determines wh1ch part1c-
_(“ular strategy. is chosen. to solve the“problem Instead the 1nteractjon
between the data (the facts40f the problem) and‘Ehe act1vated strateuy-
:schemata determines wh1ch strategy will tt;iumph F1gure 3 1s an attempt: - ' , '
to rough]y depict the distributed nature of the contro] of processing 1n',

" O this sort of sysgsm. o o 3() , | o w:
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-""The géneral .
“sup?rvisory“ " PROBLEM -
* problem- s
solving schema SOLVER b .
¢ 9
Particular
problem-solving BU".D . . T ae
strategy- “UuP ELIMINATE ASSO
schemata . . .
Schemata .
" activated by - B
-the statement
of the problem .
3 % ’ ‘t N
The problem THIS IS A .
Statenent oz DATUM! DATUM! DATUM:-  DATUMS --
o ) ) ’J
¢« " A - <,
~ Figuré 3. Distri uted Control During Problem—Solving in a SchemaJSystem :
o arrows represent the flow of activation) . ) .
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he sWpe
~ of as having
Rume]hart &0

Here are the

i

vvisory Prob]em-So]ver Schema of Figure 3 can be thought

the combined structure of two schemata proposed by

)

Xtony (in press), a Prob1em-solv1ng schema and a Try schema

chemata they p{Pposed expressed in our notat1on

+

LR —

v
‘ ’
.
N -26-"
.. . .
. . .

PROBLEM-SOLVING (PERSON, EVENT, GOAL) .

K " is when: - I , ‘ :

&

JAUSE (EVENT, WANT: (PERSON, GOAL))

. "JUNTIL (OR (Ziij}PERSGN GOAL), GIVE up (PERSON)),‘iRY (PERSON,
{

/. GE(PERSON, GoAL)) | -
R Cend. . s :
/ R .’ .l
; TRY (PERSON, GOAL, ACTION,, [ACTIONZ] )3 ! S
is when

— CHOOSE (PERSON, ACTIONd)

NHILE (NOT (SATISFIED (CONDITION (ACTION ))) TRY (PERSON ACTION], .
) ACTION,)) . Q S ’
0. (PERSON, ACTION) AI
, ) - . L. 2 S
0T -, end. . - , n “ .

.The 1¥nk between;Pfob%em-Svae4 and the more exp]icit-prdﬁ%em-so]Vind‘

sthategiesvmdst lie in the ACTIONS that the’ TRY schema knows about, -The

"part1cu]aF~prob1em-sdlv1ng strategy-schemata" of Figure 3 are examples'

of suchACTIONS.

w ¥

In Rumelhart & Ortony's formu]at1on the prob]em so]v1ng
episode coﬁsists:pf,a sequence of attempts at the goal, character1zed by
a sequence of ACTIONS. (The UNTIL and WHiLE suhschemata above are re- °
‘ sponsible:for this Seeuentialkcharactér) This seems like a godbd’ model\

of the prob]em-so]ving behavior of the 1éss creative person, but some less

+ oy A
bk Oy hd
i .

"Theﬁsqyare brackets denote an 6pt10ha12?rgqment-of the schema.

-3

HOPE (PERSON CAUSE (ACTION], GET (PERSON GOAL)J) . .

£y




1
[ . LY

<~

tempora]]y constrained act1vat10n of, ACTION subschemata\nay-be called
for to agecount for "creat1ve" prob]em so]ving
of the CHOOSE subschemata -of TRY, one that is capab]e of returning as -
set of actions rather'than a single ACTION] might suffice to solve

this prob]em ’

. \
Orienting Tasks and Se]f-Direbtion

\

0r1ent1ng task’s can be of e1ther of two types, 1nstruct10ns or

questions. A task of e1ther of ' these types can be e1ther exp11c1t .or

implicit. In many cases of 1nterest, the task 1s 1mp11c1t For example,

' the statement of a problem can often be thought ‘of as an 1nstruction to

-~ .selve it or to answer the questfon "What is the answer7"

tasks determine the direction of subsequent cogn1t1ve process1ng after

“they have been présented. What is ‘the role of-or1ent1ng tasks in a

Ay

We think that a productive way to view or1ent1ng tasks is as 1nputs

e

-, -+ ‘schema- theory model of cogn1t1o?§

. which activaté subschemata that, in turn,«activate-high-level strategy-

schemata. Orienting tasks that are,instructions will or&inari]y activate

Prescript{on;Schemata (Rigney, 1in press; Rigney & Munro, 1977). ™"Question”

orfEnttng tasks may activate information-retrieval-sehemata; or infer-

>

ence-schemata, or prob]em-so1v1no-schemata. -A given orienting task may

'activate such schemata at several Tevels of abstractness .To undgrstand’

what we mean by this, consider the fol]ow1ng -éxtended example.
. A subJect is presented w1th the fol]owang verbal logic problem L

Mr. Scott, his sister, his son-and his daughter are all tenn¥s~
p1ayers
The: best player's twin and. the worst player are of the same sex.
The best player and the_worst .player are the same age.
. Who is the best player7 .

hd 4

v

1

e

.
N »
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5Because of the overall setting or context (that he is a subject in a
psycho]ogy experiment, for exampte), he takes the .presentation ‘of this

problem as an implicit instruction to so]ve it. Because of the eXpiacit

query at the -end of the probiem statement, he altso takes 1t as an

.

expiicit question Now, if the subJect is.extremely famiiiar with this

%o

kind of verba] 1ogic problem, then it may happen that he a1ready has a

’
~

very special- purpose problem -solving schema (a prescriptuve schema)

for processing them. Such a prescriptive schema might be something 11 e
"successively fii] in the variab]es in the statements of the prob]em,
using the names or descriptions provided, and-look for contradictio
in the impiications of the'resuitant statements!.” Those sobjects who
do not have enough experience with this kind of problem will, of course,‘

t

not have any speciaiized prescription avai]abie for soiv1ng them Such |

" éubjects are likely to experience the activation of a number of more
'generaiized prob1em—soiving and -question- answerind’schemata Some subjects
- may, experience an even distribution of activation among these schemata,r

others nay experience sequential 1nstantiations of-them gSee the sub-

+

section on "freat1v1ty and conscious,contro]" for a schema theory treat—

! “

ment of individual differences in styies of prob]em-so]v1ng) ) 0ne such
| generaiized question answering schema might be called the Information-"
Retrievdl-Schema. This schema does a kind. Of simple "table 1ook up" to *
sée if the answer 1s a1ready stored in specific memory as a resu]t of c
_ __,prev+oas—process1ng "If the subject read the problem-statement in a
norma] manner, this 1ook up will surely fail, because processing at the
normal level of understanding did not-result in the deduction of the
correct\answer to the problem:. Another possible activatioﬁ‘of a‘schema'.

is that of an Impiications-from-Reiated-Facts-Schema. (See the section '

on "inference,".beiow). This schemalwouid drive the.further.activation

-
<
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" of some of the .concepts that were stored duf%nq the original'compre-
. . v

'e hendion of .the text of the probiem. For':exaniple', if the concept\TN.IN,,

LS ° Lo

_ mentioned in the groblem, had been stored in an unexpanded or surface CJV d "///,(
- form, it could now be react1vated As a resu]t the meaning of'TﬂIN

_would be 1pstan£1ated, Therefore the subJect wou]d understand that

an 1nstant1at10n of the concept that these two twins must
e ~,,:~m4 ,
opposite sex.. = .

2. ®

Some orienting'tasks activate'very simple and very soecific response

schemata. For examp]e, if an exper1menta1 subJec%\ls q1ven a piece of Sy

Paper which has pn1nted on the first 11nqﬁ ) ',/ y ‘ /f '

. -

T NAME ¢

By, .
most subjects will’® wr1te thefr names in the b]ank The string !

' © ' serves as a very s1mp1e orienting task that activates a Nr1t‘E-Name-
' &
Other or1ent1ng tasks act1vate very comp]1eated and much 1e75 spec1f1c

chema. - .

. . -responsé schemata For most peop]e not familiar with verba] logic puzz]esﬂ.

' t

such as the Mr. Scott probJem ment1oned above, there ts no apprOpr1ate
spec1f1c or detai]ed response schena ava11ab1e Some prob]em-so]v1ng

schema 1ess 1mmed1ate1y aporopr1ate 1s therefore act1vated (such as theﬂ

“ImpT1cat1ons from-Re]ated:Facts Schema mentioned aboVe) N ‘

fo s

This ~fs where se1f7d1rectnon.comes 1nt0‘the,d1scussion.'.ff a’suhject :
does not.have a highly appropriate concrete response schema for this
particu1ar‘type of_task in’his generic knowledge répertgdre, then he ‘ ”

. myst employ sbme more'complex‘and more vague task-response schema e - e

D o

. ~These, comp]ex, vague\schemata have a prescriptive nature and when they ”

are 1nstant1ated the 5ubJect may exper1ence§$he _sequence of prescr1pt1ons

o L
., . .D . )l

as a kind of "talKing to h1mse1f“; (I,e., "If I'm presented a problem .-
. with a.]ot,oiuiacts, I should think about each of the facts in some ~° -
\)‘( .. -20- ",, ‘ . - . v
CERIC T B 85 T
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. top- downafash1on by an abstchtaprescr1pt1ve sch

N )‘ L] - 1Y r
é . : . (]
deta11 to see 1f any o~éfhe facts have 1mp11cat1ons for each other

"y
So what's a fact’ let's see, at 1east<£mo of these peop]e are twins.
Mt v

‘Now . . .") When do we say that someone is be1ng se]f directed? Nhen

that person s behav1or (or sequence of processing) is being driven in a“

. *One is seff- .

d1rected when one encounters an orient1n task for. which there is no

"
-
]

spec1a1 response- scbema in generic memory, and one therforé responds
"under the guidance of" a 1ess concrete response- strategy schema.
Presumab]y, there is some fa1r1y large store dT‘such‘response-

strategy schemata. The 11st~of 66 problem- so]v1ng strategy-schemata

(in the section on "Cogn1t1ve Strategies") is a subset of these schemata.

L]

When one of these generallpurpose response-schemata guides processing-or

' behav1or, the person may report that he is "telling h1mse1f" to follow
' L,

- .””t\\t

a’ certain courseeland we say that the persoh 1s se1f- d1rected<

£

This means that some orienting tasks ca]] for se]f d1rected pro-

cess1ng--name1y, those tasks which are, 1n some important way’ novel, .

.and therefore not*eas11y acconﬁ%ﬁated LN every respect, by some existing

\

;oncrete strated& schema. The or1ent1ng tasks that do not require se1f-

'_d]rected processing are those which cah be responded to adequately with

i

; a Specﬁa] task- spec1f1c schema ‘ o Lo

/

‘ S It is poss1b1e that another character1st1c of seﬂf d1rect1on in

A

response to orienting- tasks is -the/ act1vat1on of a high-level task-

response schema. SUch a schera wou]d serve as a kind of _index te more

PRI

1

spec1f3; task -response strategy- schemata It Tooks at the characteristics ’

’of thﬁ orienting task and the 7ontext in wh1ch the or1ent1ng task is

presented, and compares theseffeatures with a sort of Wdictionary" that

t’(

- matches part1cu1ar combaﬁations of task features with potent1a11y use-"

-

fa] response-strategy—scheméta. The effect of the act1vat1on of such

R 1

o te

LX




" of task demands. -

. t1on of part1cu1ar strateg1es

i

- -

a schema, § terms of subjects' task-respopse protoco]s would-

be that th subJects would report that they not1ced features A, B,

" and C of the. ask which® 1ed them to postulate the poss1b1e app11ca-

bility of strategy A. o
¢ ) } = . - N ’ - -
Figure 4 presents a'samp]e~of the kinds’of schemata that cdan be

-*act1vafea n-response to or1entqng tasks These schemata‘can vary in

SR

abstractness and generality. The most h1gh1y’"tuned" schemata are ’

those wh1ch ;an useful]y guide responses to oily a very 1imi ted c]ass
The activation of the higher schemata on the abstract-

. ) P
ness djmension characterizes self-directed responses to"tasks.

What consequences does this theoretdcal approach have for the
training of students to.be more effectively self-directed® One is
that students should benefit from'being taught a.variety of response-,

o

'strategies for different types of situations. It is-important that such

response-strategies should be formulated so that they are, general enoughs

to have a fairly wide range of tasks to which they are applicable. How-

eyer, they should a1so be concrete enough that students have some good
jdeas about what aspedts of the task or the context in which the task
is’ presented are especially good discr1minators among or d1agnost1cs for
the possible response strategies, and hence shou]d be careful]y noted.

In other words, students shou]d be taught d1agnost1cs for the app11ca-

-
Y

¥
H
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. InferencE'and'Depth of Processing

.
- ~ -~ e . \

Thﬁse‘two constchts raceive related treatments ir schema-theory

B S

and s0 are discussed toaether here Craik & Lockhan¢ (1@72)‘used the ‘ E
"1eve1s of processing" notion to d1scr1m1nate between semantic and ' ‘ "
" non- semant1c processing Klein & Salz (1976) extended the term to
apply to d:;;erent levels of semantwc processing as well as to the - , \ .
N d1fference between semantic and non semant1c Py ess1ng . Both types
of levels of process1ng w111 be d1scussed below The term "inferencew

- }

, has a more var1ed and less technica] range of” uses in psychology. We-’

will begin by suggesting 3 mean1ng for "1nference" in the«framework of

schema-theory, and will then discuss some “of the ‘uses of the term from

‘this point: of view,

oW

oy

"Inference"

'x N The approach descr1bed here for a-treatment of “1nference" in a
schema-system is infduenced in parf‘by ideas about inference expressed'
- to us by Rumelhart (personal commun1cations) Rumelharte& Levin $1975)

‘‘‘‘‘ »‘\,\ -~
propose a model for 1anguage comprehens1on in which ‘activated schémata -

can-be "satisfied" without fu]ly act1vat1ng all of, their attendant sub-.
<= schemata.’ (From a 11nqu1st1c po1nt ofrv1ew, what this means. is that '
‘ lexicaT decompbs1tion--as developed by Lakoff 1970 McCaw]ey, 1968--
"j'. is not an 1ndefat1gab1e process The process of understand1ng a word .
’does not requ1re the act1vation of the word schema and a]? of its sub-.
* schemata and. even all of the1r subschemata, as some critics, such.as
Kintsch, 19763 Fod , Fodor & Garrets 1975, have- assumed ‘Instead, the
peaning of a word can be on]y part1a!1y lexically decomposed or part1a11y i
: comprehended) Nhat this means is, that some of the subschemata of an .

1nstant1ated schema may not be 1nstant1ated themselves, rather thee
tu‘ - ! .- -

representation of thea1nstant1ated/schema*includes pointer7 .to ' i

-)4

\._,.‘

. - v R ’ . "
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d, subschemata, that is, to generic representations. We

J \ .
cou]d say-of‘such "partia11y instantiated"'ca111ng schemata that “they

uninstantiate

are "frozen" ina_ state of part1a1 comprehension oo \1hiq,,/\
- Frem the v1ewp01nt of our - thea;y, this cond1t1on of be//g only par-
t1a11y 1nstant1ated 1s not an unusyal thihg for specific concepts’ in

memgry--far from it! Rather, we believe that people very rare]y pro-

.- eess¢1ncom1ng information to the extent that they rea]]y come to under-

*

stand every possible nuance of that 1nformat1on (F1ct1on prov1des some :

counter examp]es to this Naim. Sher]ock Holmes is a character who. seems

.

/
to process each datum for abso1ute1y every, "1nference" that can ‘be drawn

from 1t) People 1nstead process incoming informat1on to\the~extent that
. \ ~

some contextual]y-determined "demand: for understanding" 1s sat1sf1ed Ire

-

many cases this may s1mp1y mean that processing stops when f/e h1ghest
- .?.«
level schema that can account for the data“ 1s reasonab]y sat1sf1ed that

.

its major argumentc cah be 1nstant1ated. _ - ) \\\c

We just referred to the status of an 1nstant1ated but not fully- -
comprehended schema as "frozens. By this we mean that it can become
A active again, or, at 1east. that«its undnstantiated subschemata can be-
come activated and can; in their turn, seek their own subschem%wa or
arguments in order to become ihstantiated éwemselves By thﬁs means,.
pe0p1e are sometimes able to come to a 'deeper 1eve1'of understanding of

_ some information

hat was at first encoded in a more superficiaﬁamanner,
. The process fof "inference" has tﬁo var1et1es _in our theory. hese

are "immediate nference" and: "delayed 1nfenence " The former is that

e ~which o ,because some aspect of the'context in which a piece of .¢

Sy
2 3

~

information is acquired‘drives (%sua1]y Jn.a bottom-up way) more’oro-
.cessing than wou]d be usual. The contegfua]]y dr1ven schemata and the

normal schema that is *the. generic representpbion of the 1nformat1on
' anle™y LN ~r' - &
o - K ' 41
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-about this part1cu1

“that could be called the Imp]icatfons~from-Re1ated-Facts-Schema‘

‘ 'being understood, seem to “cooperate " Because these activations rein-

o

“force each®ther, on]y the contextua]ly appropr1ate "inferences" are

1nstantiated ‘and, thus, come into consciousness.

"Delayed inference" is the process referred to above, Jn wh1ch a

"frozen," part1a11y comprehended schema becomes react1vated Th1s can -

\a-

‘ happen when f1rst, some, aspect of ongo1ng processing prov1des act1vat1on

) for the stored spec1f1c concept (i.e., something makes ¢he person th1nk

Q} stored episodic knowledge), and, second some

~ other aspect of ongbqng processing (often in the context) drives -the

-

: act1vat1on of one of ‘the uninstant1ated subschemata or arguments.

of course, it 1s possible for there to be some top-down act1vation

." of the 1nference process This wou]d ond1nar11y be prov1ded by some

fa1r1y specific probiem -solving strategy-schema (such asfgpose d1scussed
in the sect1on on "Consc1ous allocation of prdcessing resolirces"). Such

a: strategy schema, when:act1vated -would have the effect of reactivating

the stored spec1f1c concepts that were Judged as poss1b1y re]ated to the-

problem.. 1In effect, when this strategy~schema is activated, the problem-

~

solver says to himself, "Let s see, maybe some of the c3rcumstances£pf
. g
.this problem have consequences for the solution. Maybe sometﬁ?ng can be

. inferred on the ‘basis of what I already know Tle‘ll, I know- Fact A, -Do »

N

facts Tike Fact A have consequences for problems Tike thTs one? How
aboqtaFact B?" This kind of 1ntrospect1ve1y observed "talking to oneself"
is simply a bybrbduct of’ the actifation of thefspecial strategy-schema

lﬁ‘

\ Here 1s an examp]e (unfortunately crude and s1mp1e, but still fairly

Tengthy to present) of the process of "de1ayed 1nference" in schéXa-

theory.. In this examp]e, someone is ‘told that "Sam took the book )from John"

. A 41 .
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~* term memory.

in someecOnteXt in which a particular book is being discussed. .The .

person who hears this. understands it (by which we mean that some
semantic sthema or schemata are sat1}f1ed by the process1ng of th1s

\ str1ng). However, at the time that he hears it, this persdh doesn't

think much. about .it; he makes no-explicit inferences based on the
. N £ - “ .
information. Figure 5 represents the _hearer's semantic structures for -

. the inform on in. 1ong term memory This representation is that of °

a very simple and superf1c1a1 understand1ng of the utterance Two

' maJor schemata account for the Bulk of th/,representat1on--the Take- -

Schema and the Book- Schema Both'ot these schemata have many subschemata

which happened not to be act1vated at the t1me that the person heard the

sentence. .. T, -° L * .

Nougﬁdpposevthat.the person is told, *Sam knows the information

contained in the oook»“ The mention of the information contained in

>

the book probab1y act1vates a portion of the schema for Book, a sub- .

e

schema that records the fact that .books conta1n information. F1gure 6 -
g2
. represents this: simple level of understana1ng, after the hearer has pro-

. \J m
céssed these two sgn&ences in a fa1r1y casual way (i.e2, the schemata

used in understand1ng were not dr1ven to’ produce the maximum poss1b1e
Al h - ¢ -

L 4
number- of- inferences).

W ’

I, at some 1ater po1nt the person who. 1earned these facts is

totd-that it is very 1mportant to f1n~\\11 those who know the 1nfor-

mation™ 1nAtQ§gbook, what answers will he be ab1e ‘to come up with? “Hell,

to begwn w1th some.simp1e’1nformat1on retr1eva1 routines- shou1d be abli

to automatdca]]y come up with-the 4nformat1on that Sam ‘knows the 1nforma-

: t1on, since, it is a]ready directly stored in JUSt this format in 1ong-‘

4

Another answer that he should be able to come up, w1th

g ) L !
. -
. . N A ..
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AN

" often read them and thereby 1earn the 1nformat10n conta1ned within them.

e
g

TN

~

however, is that it is qu1te poss1b]e that John also knows the

1nformat1on, s1nce he ‘had the book at one t1me, and possessors of- books

How can the ab111ty to make such 1nferences be accounted for w1th-

in our schema-theory notation?

v

The information does not seem to he ~

d1rect1y ava1]ab1e in".the representat1on in F1gure 6.

The answer to

th1s question 11es in the "react1vat1on" feature of the schema-model

of understand1ng, memory, and thnnk1ng The Take jchema and the Book-

f
Schema in F1gure 6 can be react1vated and those react1vated schemata,

along' with the schemata act1vated by the structure of the question

("Wbo might know the 1nformat1on in .the book7"7 will result in a more

comp1ex instantiation for the 1nformat1on about Sam and John and the’

book (presented in Figure 7).
In order to see how this k1nd of 1nferent1al~th1nk1ng .is don€ in

a schema-mode], we must f1rst sketch some kind of representat1ons for

<

v

" the gener1c mean1ngs of the 1mportant terms, 11ke "take" and “book"’.
N’

aE
.Here.is the generic representat1on for the mean1ng of “take" 4.

AN

TAKE (ACTOR, 0BJECT, from .PATIEN’T)

Y -

is when -

CAUSE (DO (ACTOR, ACTTON) CHANGE (from POSSESS (PATIENT OBJECT),

Al

£

to POSSESS (ACTOR, OBJECTIQ)

of Gentner (1975).

Johnson La1rd (1976)

.

PR

-39-45

(;.

*

~

[N

- .,

This representat1on for the meaning of "take" is adapted from that'
For a related representat1on, see Miller &

3
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Accord1ng to th1s Take-Schema, "tak1ng" i3 a relat1onsh1p that holds .
- . between three part1es, an actor, an object, and a "pat1ent" 5 "Tak1ng”
T s when the actor does SOmeth1ng that results in a change from a state
‘_ in wh1ch the pat1ent has the obaect to a state in wh1ch the actor has
the obJect Notice that th1s representat1on for "take" makes exp11c1t

-
> ° ¢

reference to possess1on by the actor and-the pat1ent

-

Here is the geher1c representat1on for the mean1ng of "book":

-
LT BOOK (xs. [Possesson,A WRITER, ... 36 -
., is when : & o
N HAVE (x, PAGES) ' .
HAVE (x, TEXT) I
it . . CONTAIN (x, INFORMATION)

POSSIBLE (READ (POSSESSOR (of x), X))

(

' - - = end . —_— - . b ~ . ~
- , . Yy . © .
N

According to this incomplete Book-Schema, .a book has. p&ges and conta1ns e

?

1nformat1on ‘One who possesses the book may read it. --

¢t

These schemata alone are not quite enough ‘to ensure that the-person

" who knows about Sam taking the bonk from John will be able.to "infer'

& N N . .
that John might kiow the information.contained in thé’gooku

. N . . \ - S

-

. ,: These. terms ‘dre used here in a manner very similar to the caSe.
: " relations employed by linguists such as Fillmore (1968), Stockwell, s
Schacter, & Partee (1973 ? Part of their function in schemata is to

impose "selectional restrictions" (see Chomsky, 1965) or the arguments‘
of the schemata . .

The, lower -case’ X in this line ig used to refer to that obJect which is
A itself the book. The square brackets are used to enclose arguments of
‘ " the schema that are,.in somé sense, optional. They need not be made
o explicit parts of the representation of an 1nstant1at1on of the
. -Book Schema. -

N R Y

JES 2 . r




 C We must also spec1fy the mean1ng of the Read-Scherha. T L
\READ (ACTOR, BOOK) S S 9o
) ) . - :
} is-when , . S . (
’ R Here are’ subschemata descr1b1ng some of the motor .
. . o processes. in reading, such as looking at the words, -
- » turning the pages, and so on. For the sake of
’ ’ brevity, we.refer below to these processes as
. ‘ . - VIEw (ACTOR TEXT §BOOK)) y .

L . -~ *

CAUSE (VIEW (ACTOR, TEXT (BOOK)),KNOW (ACTOR,. INFORMATION (OF BOOK))) |
v end . n ' : "

- B s
. s TN ° -t . . A

According to this Read-Schema, riewing the text (at least in "reading mode“)';

» - causes the viewer to come to know theginformationein the text.

8

Our, model of the. mind of ‘the person whq hears the sentences about

. ,i . éanvand John can now account for the ability to make .the inference that '
¢ < John might kﬁow the 1nformat10n from the book ~The phrasing of the question,.
- wh1cmspec1f1ca?ly refers ta- know1ng the information in_the book, act‘ivates A ’

“the subschema of .the Read ‘Sctiema presented above. put this act1vat?on 1s
missing a spec1f1cat1on for the ACTOR. This drfves a search for schemata D g
of the, form "POSSIBLE (REAﬁ‘{UnSbec1f1eg BOOK))". lvThe search 1s satis- . e

. fied by the last subschema.of the Book- Schema shown above, in-which the’ )

i UnSpec1f1ed~$3gument 1§6 shown to be the POSSESSOR. This, in turn, acti- . ; ] .
\\ . vates a search for:a schemd of the form "POSSESS (Unspecified, BOOK)", h

. i “* wherg BOOK is not the gene?ie boo k,;but rather the spec1f1c book under - :

-

s -

_» ~Adiscussiaon. If.sucﬁ a search can reactivate the representation for the ° o s
smeaning of_?take", ther the facts that both John and Sam possesséd the | |
book yshould beceme an explicit bart'gf’the representation - .‘ s o

ﬁ Figure 7 represents the state of the person' s long -term memory rep- .
’

. resentation for the re]ationships among the book and Sam and John,szter o ":3
s ‘the reactivation of the BOOK and TAKE schemata e . r. '

. . . .
° ' :
- M - - » . \
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‘ ‘ reathg the book

in'the ewplanation we have just oiven for the_ﬁfnference" that'
John,ma& have read the book, all the actifatibns were driven in a
R bottom- up fashion from the phraS1ng of ‘the question.’ This is wot the
on]y way 1n wh1ch such reactivation can take .place. As-was mentioned
ear]ier 1n this subsection there may’ be some complex strategyeschemata
‘'which are called into action dur1ng problem-solving, question answer1ng,.

, and other cogn1t1ve tasks to dr1ve inferentia] process1ng For example,

if there were an Imp]icat1ons from Re]ated Facts- Schema, it-could have —_

been act1vated by the or1ent1ng task (in this case, a quest1on to which

s

there was not a fully sai1sfactory answer based on simple retrieval
\

strategies) This schema wou]d then direct the activation of a11 the

‘re]ated facts knownlabout Sam, John and the book. This wou]d mean that

" the “frozen" (1n F1gures 5 and 6), schema for "take" could be react1vated
Y

‘resu]t1ng fh the eib]1c1t propoS1t1ons about John and “Sam separate]y

POSSESS1ng the book. The react1wation of .the schema for the book would

If this act1vated subschema cou]d, in turn‘ act1vate
A’ N

o " the REﬁp’SCHEMA so that the Tiotion of’know1ng the s information in the .

' book (becﬂuse of reading, because of possessing), tben the comp]ete

"1nference" propess wouTd be directed in-a conceptuaJ}y driven manner,

due to the act1vat)on of the specia] Imoﬁicat1ons from-Re]ated Facts-
SChgma ‘*;\4: e ""- " ‘ ‘., " ‘_ “' . -

'

Itlseegs llkely to us that the best viewpoint on an 1nference pro-

’ cess such as -that just descr1bed,1s that the two types of processing,"

.~

qbco’nceptuany dr1ven and data dr1ven must both contribute if the o,

.

“1nference" is to be anrived at. ‘.‘:'° - ' . g&%
[pepth of Processing" ot A i\,\" : , .
’ Th1s term 1s used in s]1ght1y different ways by d1fferent researcher;
13 . " . l .0 : ) "'43.'\ -, l i r;\k ! ) .
s . . 49 ' -

'y
.

. e -
I . .. .. M [ . LA Te 4

"““‘&vaf“ 5 %
resu]t in an epomt statement apout the poss1bﬂ'ity of the possessor Q




;Craik and Lockhart (1972) used the term "levels of grocessing" to
-distinguish between processing at sensory levels (more "superficiai"
‘or “shaiiow“ proce551ngh‘gm semant1c processing ("deep" proce551ng)
Some other. psycho]ogists (e.g., Klein and Saiz, 1976) have’ experimented
on d1fferent 1evels of semant1c processing/ Some of the differences in
recall,pf meaningfui materials that have been studied by Bransfbrd &
: thnsoﬁ“@iéii)‘ééh be thought of as being due to differences in the
leve) of semantic processing to 'which the materials were subJected
| The question “How are depth of processing phenomena treated in
schema-theory?" is better phrased as two questions "How are the
differences between semantic and non- semantic prggiiigsg(;re%ted in
schema theory’" and "How are the differences among ieveis of semantic
, .proceSSing treated in schema- theory?" Ansﬁering the firsn»QHestion s,
/7/’—_~re difficult, given the ourrent state of deve]opment oﬁythe scaema-
theory approach to cognition Schema theory evolved*?rimaqpiy as a

'&QM'

means of mode]ing the under nding ofﬁmeaningful mater%é]s--it 1s

primarﬂy Az ss?lantic-leve% od The suog%&:g\ns xthag we sketch 1n

the following paragraph nstitute only an c outliﬁe of’ ah explahaggag QQ

for the d1fferences between\semantic and nongsemantic,gpore sensory,

processing. * . ) . o ’ ~'l LR

s

Imagine that, during visual input, a .number of'feature detectori

~Nﬁare activated Feature detectors ‘are very Tow-level schempta that
LY -~y '

become active when figures of certain lengths, curvatures, colors,

etc are present in the v1sua1 fie]d (This actdvation is due to " ﬁ" o

'

i data driven proce551ng Need]ess to say,_these feature detector s‘rema€g~ » \

+

cou]d also be activated/in a conceptually ~driven fashion, due to their §§, ”‘ai
- being “called" by a higher schema. See Pa]mer;§1975)= Activations of RGN

these feature schematf can cauSe the activation of h1gher schemata,

L -44-
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‘such as Tetter-schemata:- Letter schemata can provide activation for

;-

' _ Tower-level feature schemata or for h?gher 1evl; schemata such as
/ word-schemata In turn, of course, these word- schemata prov1de acti- . -
. -

s vat1on for the letter-schemata and for h1gher schemata--phrase schemata,

etc. (For a more complete discussion of the interactions among these
u . Vd

schemata; see’Rigney & Munro, 1977, Rumelhart, 1977, or Rumelhart, in
¢ w . \
press). Now, what is involved in an experiment in which subjects are -

g1ven 1nstruct1ons that.are supposed to arrest their processing of a *
o~ : '
text at a "sensory" 1eve17 Suppgse that subjects are 1nstructed to -~

!y -

‘ ; o count the number of "s"s in a text. From the point of view of schema
theory, these instroctfons result in the subjects somehow "turning off"
- their wqrd-]eve17§chemata and other higher schemata. As a re5u1t of
th7s. process1ng eSSent1a11y stops at the 1etter 1eve1 There may be | "5
some act1vat1on at. the “word Ievel due towthe st1mu]us of the activations -
"a’ - of 1nd1v1dua1 1ettera-sc‘n(emata However,- there is not enoogh ‘activation
of word-schemata to activate any of the more integrative or semant{ta11y'
comorehensive fchemata;ksoch'as the mid-Tevel content-3chematy discussed T -
, in Rigney &*Munfo;(1977). 'Because_nb higher-level, 1ntegratfjs‘66h1 : o

2 b . . . U P N
-ceptual/strifcbures were instantiated dur1ng the 1n1t1afjbrocess1ng of

~

P

U
Lia

f ‘ ’ _ the, text, subjects do not have any "top- Tevel“ conceptual structures in /)
< 4 .

7

s - ' memory to represent the text.’ This means that.there is no single- = . : |

. structure, which, when accessed, could guide the'entire recall process.
« - . Rather, the “only record in memory of the text is the assortment of.
nnstantxat1ons of a number of 1etter and perhaps word- and phrése schemata,

all: 1ndependent in memory; essentially.unrelated to each-other .

LI 4 \

! i f In a sense,. squects in such experiments do have.an.instantfated schema
e e “that applies to"the whole text as:a result of processing it in this 5\
. .. i manner; ‘this is'a Counting-Schema. The final vdlue, of the “counter" .
b = . argument of this schema is-the .number of “s"s jn the -text. Needless. ‘
. " to say, this instantiated schema will not pr6 1de very.useful cues for
C e -recall of-the entire text, despite the fact that 1ts\form is deter-
o PR mined by the .text. -45- 51 «
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| Now con51der the second type of "depth of proceSS1ng", that des-
~ , cr1bes the d’ifferences between materials which a[r‘e subgected to ' . ’
A d1ffering oegrees of semantic process1ng) Klein and Saltz (1976) gave - o

deferent groups of subjects the same 1Jsts of words with d1/fe(\nt
'or1ent1ng tasks. One _group of subJects was required to rate each of

. the. words for its location on a semantic dimension (e.g., if the word"

’

was "lion", "Is a'lion more pleasant or mor unp]easant7"). Another

group@was requ1red to rate each word o two semantic d1mensions (e.qg:,

"F1rst, is a lion more p]easant or more unpleasant? Second, is a 1ori
-fast or slow?"). Those who rated, thé words on two dimensions (such as . /

Q]easantness and speed) performed significantly better on a 1ater reca]q
%

/test for the presented (and judged) words than did those who rated on f

’ on]y one dimension. Furthermore, those who rated the words on qu1te ;/%/ /

.

/
/ d1fferent d1mens1ons (such as pleasantness ‘and speedr) did better than ' ) ”

those who rated them on similar or ‘correlated dimensions quch as

-
pleasantness and happiness). ' - . o . ’ 4
h) < - ’

»

How can the Klein and &ltz results be accounted for from a schema-
theory perspective7 Recall the mechanisms- for‘driv1ng "1nference" d1s-
cussed in the previfus, subsection In many circumstances, we c1a1med
the depth and kind of 1nferences based on a given: 1nput made by an
understander would’ depend on- some aspect of the context in which the
1nput occurred. “To apply that theory to *the experiment under d1scu551on,//

z°think of each word on theﬂ]ﬂst-(e.g., "lion") as the input upon uhich 7

ihﬁerences can’ be made; the orienting tasks of making.judgements about-

“these inputs on one or more semantic dimensions constitute the contexts

which determine the d1rect1bn “of the 1nferences ., Z/i

For each of the words on the 1ist\;subjects have gener/c’repre-

o

sentations in memory. In most cases, these representat10ﬂs are quite

*r i ’,
. /
& . ) ..

\ : S
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complex--they. contain a great deal of information. The subject will

7 ! o .

. e,

| _ probably not experience a powerful enough‘activat16h“bf the concept °
< ' C . .
\,_\\ to instantiate all of the subschemata that represent this information.
. — ) re
Here is a possible partial representation for someone's geﬁé?ﬁc concept -

. 4r} s
L, ) .
.| o ion: ‘,‘ > \
| ) \
LION (x) [

is when - , »

ANTMAL (x) r . )

. ' FELINE (x) ‘ . ‘ o ‘
SIZE-OF (x, ... )
COLOR-OF (X, e ) v,

§ |
. FIERCE<(x) \

PO

. DANGEROUS (x, to OTHER-ANIMALS) .

/' % ) — ’ S SN
~end'? o

Because activation resources are 1imited, not“all of the.above'represen-

tatioh will be part of the specifi répresentatioh tor the lexical item
“"ion" inEiuded on the list. 'If,.h‘Wever} shbjeeté are requfred to make
- judgements about the approphiate 1oéation‘gf each eoncept on a "bigi
little" dimension, then the SIZE-QF subschema above will sure]y be -
e o l;ct1vated The more unrelated or uncorre]ated dimensidhs upon which

- e decis1ons about the 1ex1ca1 items must be ‘based, the more “1nferences"
abolt  each 1ex1ca1 1ten must be included jnmemory. The more different 7

' contexis or drlenttng Tasks dr1v1ng the activation of the generic schema,
‘. ) . the r;)re ;;plete wﬂ} be the specific ?epresentation of, the list 1tem

{

X : N ' )-.47-”




Figure 8 represents an exper1menta1 subJect s spec1f1c representatlon
for the item "11on" on a 1ist for wh1ch the subJect 1s requ1red to.,
“"make a Judgement only on the bzg»&iwﬁjewddmen51on OnJy port1ons of

the gener1c representat1on havewéeen 1nstant1ated for this particulaf '

-~
] ’ A4

specific concept in memory, b 4 one of the 1nstant1ated subschemata -

i

because the orienting task of making a

has to do w1th size. This

size judgement hetped’ dr1/é,the act1vat10n of the SIZE OF subschema
/ 2

had also been required to make Judgements

Suppose that- thé subjec

"about the terﬂumJ1on“wpn a happy-unhappy d?m§ﬁ§1on. Suppose further'

that the subject's\‘ PPY schema includes some in?ormation,on the imp1i-'

cations of dangeroug Creatures fox happiness{ﬂand that the 200 $chefa o
g - .. - . » v
includes the s?hschema that people are often happy at'ioos. The acti-

vations of thésé‘subschemata 1nferact with 'the appropriate subschemata = -,
in the generic representation LION, ~and, as a result, a moré detailed ) .

representat10n for the 1ist item "Jion" is part of memory Figure 9

L

is an examp{e of such ‘an elaborated_pepresentation

what 1s the consequence of *having a more complex- nepresentat;:;r\~‘\"““\~

in memony for a specific~ 1nstance, rather than a less complex one? . ' N -
L 4 - -

The answer to this question requires a detailed\\heory of ordinary v';

" retrieval of spec1f1c concepts from 1ong~tenm memory This is not the_} i

place . to deve]op such a theory (the reader is en ouraged to exam1ne.the -

1n1t1a1 proposa]s for retr1eval 1n~ §chema mode made by Rume]hart & '
— } - \ \! .
Levin, 1975), butfan essent1a1 property of such a\sys em can at least ’{ .- .
. T RS
be alluded to here ; That property 1s that the grehter the number of - . b o

P

i
schemata that take a specific concépt as an argument ‘the greater 1s-

the 11ikelihood that the concept will be retrieved from memory at refa]] . ‘

» N - -
. .

time. | - -
. . 54
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We have shown. that, ‘in schema theory, "inference" and “semantic

r.

. oepth‘of processing” phenomena are reﬁated. Both-are treated as t

‘:'
LY

seffect of the more” extensive activation of & generic concept or“schema,

]
) wathsthe effect that more of xtsisubschemata are act1vated than would _

- otherwise be the case

-

B ; Insigh e .

»

. Before say1ng what "1ns1ght" consists of in schemaJtheory terms,

we need to ask: what 1s meant by this word both 1n'ord1nary language

and when (it is used by psycho]oglsts as an explanatory cons-ruct

\Websters New Co]leg1ate D1ct1onary te]ls us that insight means "keen

d1scernment or understanding; penetration; also, intuition; immediate -

» “apprehension or, cognftion."évfhis definition is somewhat vague, but we

. shall see that various aspects of this ordinary language meaning of

‘ ¥n51ght"/can be applied to some of the more technical uses psycholo-
o .gists have made of the term 4 )

I In the following paragraphs, we. will ask how certain part1cu1ar -

- types of 1ns1ght" phenomena\upuld be accounted for in s@ﬁéﬂa»theory
« + This is hard]y an exhaust1ve list of the useslof the term "1ns1ght" i )

psychology, but we hope that certain commonalities’ 1n the use of the,

term may become apparent, so -that the reader w11] be ab]e to 1mag1he ,

the kind. of schema- =theory exp]anat1on wh1ch cou]d account for -some nove1

"': - ‘ Te ( B e

Toa

' "1ns1ght“ pheriomenon.

We begin by treating three uses of.the term "insight" The first h

LS

Lo

i§ the use. of the term by Norman (in press) to refer to the exper1ence

3

L\durqng complex 1earn1hg, of realizing that a number of specific 1tems
of - know]edge that were previously not thought to be especially s1m11ar

can be thought of as examples.of the same prev1ous]y unknown genera] txp
. s ‘.
% - -

‘ ~ . -
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-~ -The seCOnd'type‘of “insight“ consideréd here is- that whfchiis dis-

,joccur when, the student simply "happens to be think1ng about" severa1

.
1

T e

cussed in one type ofﬂproblem-so1v1ng literature. This is the sort'

of 1ns1ght that a ch1mpanzee achieves when he realizes that two st1cks

e e
A o .

can be put together to reach a banana, or that a human subject ach1eves

,when he rea]izes that 2 common we1ghty tool_can be t1ed to the end df

T a str1ng suspended from the ce111ng to make .a pendulum. The third k1nd >

‘.,?'- N

: of‘“ins1ght" we w111 d1scuss is that which people achieve when they -
solve verba}stbéfc pUZzles ‘ ' ) ',,
"Ins1ght" durTngwcomp1ex 1ea:n?E§\ _ f

S

Norman p61nts out that at an’ 1ntermed1ate stage of comp1ex learning,

students often exper1enee—a~ser1es of "Aha!" reactions to the 1earn1n9%§m
) S ‘ ! i . >5t =

process. Sometimes this happens _during a -Socratic dialogue, in whichﬁg
. N . e »

-

a tgtor asks a series of questions which make the student.awarehof a

T W

relationship between pieces*of know]edge which had hitherto “seemed- un-

related, Somet1mes these 1ns1ahts are exper1enced when a teacher suggests

a metaphor for some poorly understood concept Somet1mes these 1ns1ghts
) .

-

apparent]y unre1ated b1ts of specific or particular knowJedge =

$n schema theory terms what happens in these 1nstances is that a

o
- — -

new generigc concept 1s formed- in the mind of the -student; that is, a
% 3
new schema is created Figure 10 is an 1nforma1 sketch of the re1evant__~

mental concepts, in schema theory form, before and. after the flash of 7

insight. 1In the f1ri:§gtate, the student is aware of a number of Speci-

, fic facts which are not perce1ved as instances of ‘the same concept.

One is a specific version .of the gener1c_concept represented by Schemai,

' another is a specific instance of.Schemaj, another of Schemak.

- .
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| SCHEMA |
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x

a generic concept

Figure 10.

Note; Not all -types.of normal and expected relationships among concepts are depicted -

1n this faqure
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Theh a new schema is created (as a result of the simultaneous actfaa
vation of these three specific concepts, due to the Socratic questions,

8

the metaphor made, or whatever). In the figure, the new schema is

Scheman. At this point the three‘specific conceotsothat played an
important role in the attainment of the "ins{ght" (that”is, the re- .
structur1ng) are now-thought of by the student as specific cases of
the new generic concept or schema (as well as of the1r—old schemata)
Norman's use of- "1ns1ght“ refers to a restructur1ng process, as &
result of which prev1ously unrelated concepts are now thought of as
beinaninstances of the'same txgg.'

We shall return to the guestion of what/aakes this restructuring

-"insight#ui" after, examinino‘the other two .types of insight.

"Insight" dur1ng problem solv1gg i . A :! R
Cons1der the two- problem-solv1ng ep1sodes mentioned above In

one, a person rea11zes that a tool can be S?Ed as a weight to'make a
pendulum, which,can be set sw1ng1ng and- caught when it is closest to
“the other strdng, then the’ two strings can be tTed together. In the
,other, a ch1mpanzee rea1izes that two st1cks can be put together to -
draw a banana to hlhse1f Part of what seems to be 1nvolved'1n these

“ cases. is the rea11zat1on that some object which had- been encoded in «
terms of one schema. could equa11y well be encoded in terms of some other

schema that has more applicability toward. the problem solution. -

-

There is no very detailed theory to account for the construct1on of
new generic-concepts. Rumelhart & Norman (in press) suggest that -
one possible mechanism may be to use an existing_schema as a model.
for the new one, which then constitutes a sort of differentiation

- or refinement 1n the characterization of a class of objects, actions,
or relationships. Rumelhart & Ortony (1n press) refer to this
process as oné of "schema specialization."

-
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" . 7. Figure 11 represents some portion of the relevant concepts of the

¢

‘ ‘ ) person so]lvi)ng\ th)e) i'pendu]um problem" mentioned above. before'
"insight" the hammer is thought of as a hammer, a tool with a special-
' ized funct1on a tool ‘which can be-.used to join p]anar obJects with
nails. After the "1n51ght" in this figure, the person 501V1ng the
1¢1N - ‘problem 1s still at.least potentially aware.of these properties of
e the hammef;ibut now this object” is no Jonger encoded,so]e]y with.the

'HAMMER schema. Ndh the PENDULUM schema has also been activated, and

the hammer is seen as playing a particu]ar role in this activation.of

 that schema. !

;i It may be worth noting here ‘that not all subJects seem to experi-

4
Jence an act1vat1on of the1r PENDULUM schema spontaneously. The

Edi |

I exper1menter often activated this schema for subJects by "acc1denta11y"

. 1 o b 4 - ae et ° n

‘ brush1ng aga1nst -one of the dang]1ng str1ngs while walking by, thus

y ‘ SN , setting the string in an oscillating motion. Subjectp ordinarily came
o to the pendu]um so]ut1on quite quickly after the é&per1menter did th1s,

‘ but when they were 1ater quest1oned they did. not remember that the =

exper1menter had .brushed the gtr1ng &hey said that the 1dea "s1mp1y

;game to them in a_f]ash." This sudden and comp]ete reinterpretation

of a prob]ém situation seems to be one\ojrthe most important reasons - e

M
N s

*} \.for 1abe1’hg these solutions "insightful." 1In schema- theory terms,

3
o

D t it cou1d be claimed that the subject's perception that the str1ngs

e ~‘”“cou]d be put in motton resu]ted in_a weak activation of his PENDULUM

-

schema ‘At~f1rst this activation was not strong enough to result in
et - ¥
L — an 1nstant1at1on of . th; schema, but it did permit the schema to search
- o5 7 ~for 1ts arguments or sub schemata. The identification of the hammer

W1th the pendulym weight then contributed further activation to the

schema (bottom-up act1vat1on), which, together with the activatioﬁs

woL -7 Lo © es ' .
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-

~ The re],evant concepts in the problem-
solver's mind at time n

The relevant concepts in the problem-
sqlver's minda at time T2 (after "insight")

Figure 11:

%

Sélving the Pendulum Problem: A Schema-Theory Representation

rx

1
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of whatever SCHedﬁta represented the subject's idea that the ends'of
the strings needed to be.ﬁrought fbgethgr (aitop-dbwn activati&%),
resu]téd in adeduate activation for an instantiation. As a schema is
be1ng 1nstant1ated we say it is in censciousne§s or in work1ng memory.

(See the seetﬁon on "Consc1ousness") Therefore, from the schemaatheory'

viewpoint, it is quite natural that théve is no.awareness of the possible -

= solution to the problem Eﬂ&j]‘& relatively complete solution has been
obtained, for only then is ‘there édequaté.activation‘to'a11ow an instan-

Jtiation. - e

P

"Irfsight" in verbal logic puzzle solitions

A) .

b

In attackKing verbal logic puzzles, subjects may proceed to the

"solution in a variety of ways.

>

Each path to the solution is marked by -
a number of -"insights" abquq.qdnStfaints on the_relationships petwegn'

the individuals mentioned in the. problem statement. In-the Mr. Scotf

. . . * N
problem (discussed in the section on "Orjenting Tasks and Self-Direction"), ~-

for example; a number of intermediate “insights"“are required before a e

subject can achieve the final ins{aht that leads to a .solution. One
such insight is theerealization that there is at ]e;st oh; set of twins
in the family: éither,Mr. Scottzgnd his sifter are twins and/or his
son and daughter are:twins. \ﬂnoiheﬂ insight is\fhat there are a;gumber
of possible s;me-age‘ré1ationsh3ps in the fam?1y (Mr. Scogséand his
“sister, the son and the daughter, the son and the s1ster the daughter-
and the stsf&r), and that some of . these p0551b1e same-age re}at1onsh1ps - ;
X “are g;ntrad1ctory but others are not.
. " Let's cons1der what’form the f1rst of these "1ns1ghts" would take '
in d schema-theocy ‘representation of '3 person's understqnd1ng of the

problem,

-
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K -~ . !
N -




. 4
B D - © iy l N
u A »"é’*.’ N 5""5 3 .
BN
» A
e S
'p,
1
Ll ’ ' ; - 2!
i . ORST
. ; - \PLAYER /.
.. DUMMY,  DUMMY,  DUMMY, DUMMY,. DUMMY,  DUMMY, o
. Some of the relevant concepts in the . Some of the relevant concepts in the - AREEE
o ) pugzle-solverj’s mind before "insight" puzzle-solver’'s mind -after one "insight" T
. ) ' N ' o N
: - ¢ T
‘ 3 ) ~
- « ® ~ L.
- . x ~ « -
A . v . . ‘ - St S B
o " : . o o
[y . . N . _.
, Figure, 12: A Simple "Insight" Nécessary to the Solution .of the . R )
. » © _ Mr."Scott Problem:- ‘A Schema-Theory Representatio , -7 N
y K . ‘ ‘ ' i | . 3 n - K 7
e -50- . -
. A i . . . _fffi
; \ - NI . o ' ——:-
‘ . o \\ T .
f 194 o ‘. .
» . '(‘ - * .
+ L4 - .
. . . ags,
‘ ¥ , >




. . -
- v—— W

- -w‘* ”In*’the f*lrst part of Figure ]2 the left port1on of the figure repre-

’ ‘a - sents the prob]em-so]ver s understanding of the famﬂia] relationships ' . !
L V-getween Mr. Scott his sister, his son, and his daughter. This struc-

_q;,ht :‘ - ture is part of the représentation that results from the processing of

;ﬁig;' | the ﬁjrst sentence of the probjem.= The right portion of the figure is .

o T - .

a partjai representation of the-:problem-solver's understanding of the

j’!!Entence, "The best player's twdn and the worst player are of the same
4 N v

© sex." Thé“argument of the Best -Player Schema is a du mmz This means >

LT that: the parameter is _really unfilled. Presumab]y schemata do not oo

P

.o
/4-’*’ "’~,.:- N e

affa1rs dr1ves further proce§s1ng to try to "fqWT” the dummy argument
3 I
w1th a rea], spec1f1c concept name]y one of the concepts that represent
....ﬂ-
the members of Mr. Scott's family. As we saw 1n the ear]ier discussion

v b

;Z 1ike to be 1nstant1ated w1th unfi]]ed arguments, and th1s state of o

Ll

3 of 1nference this kind of processing will activate 'some conceptua]
) ‘ | "structures which had been on]y part1aHy comprehended before If the
TNIN-schema included in Figure 1?.1s activated, it activates a sub- )
schema called SIBLING (as well as other subschémata,'of course). The B '

SIBLING schema is something like this:

~'SIBLING (X, 'y}

. . ) . . {/ ‘ " (SO
v is when . * ) Lo *

AND (OFFSPRING’(x, 2) OFFSPRING (¥, z)) ‘
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-, . . . . .
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< The OFFSPRING schema has this form: o \

_ OFFSPRING (x,"z) v : . @
a . ‘ - ~ .
oo - is when . . . . . C ‘

N A o~ . N

: 7 OR (SON (x, of z) DAUGHTER (x, of z)) ' -
. ) ’, 4 y
"r, .._‘_ PO - 4
\ , end . ‘ L .

A‘thain of actiyations is set off: ;First TWIN activates SIBLING. Then:

~e

\<\\§iBLING sponsors two activations of OFFSﬁRING _These. OFFSPRING actjva-

‘ tions, in turn, look. for 1nstances of SON or DAUGHTER In the, "before" '
sect1on of Figure 12 are an instance of each SON and DAUGHTER that ‘ /4; e
are able to satisfy the two activations of OFFSPRING Th?s means that : oL - '

] SIBLING and TNIN are also satisfied As a resu}t the concepts that-
represent Mr. Scott's son ‘and daughter are‘narked as possm]y be1ng ’ ‘
twins in the "after"°port1on/of Figure 12. (The reason that this in- ‘ i
stantiation oﬁ TWIN s "hedged by the "Poss1b1e"lis that there are

other important subschemata of TWIN that have not yet been sat1sfied

/

For example,’ there must e a subschema, not represented in the above
T def1n1t1on,‘that expres es the fact ‘that twins must be born at the - B ) A

same time). A second 'nstant1at10n of TWIN also marked as "possib]e" B

is included in the sec nd part of Figure 12. Th1s 1nst§nt1atlon 1s

that there are two poss1b1e sets of twins and has ass1gned the appro-

Ea ‘\\\ pr1ate spec1f1c concepts to these~poss1b1e Twin Schemata i . e

5
J




*

*
.

s
s
~
©

T ‘ l’i "‘\’ ' -
There are a. number of other "1nSIghts"u9e£essary to the so}ut1on of

this problem. Most of these can be thought of as the klnds of delayed

inferénce d)scussed in "Infefence and depth of processing," above.

e .

4;omﬁ‘h;aspects of ins1gbt in-these three cases.

' . .

-

speC1f1c concepts na nove] way. Perhaps this is exact]y what

cons1sts of : the recogn1t1on ef a previously unnoticed: re?af1onsh1p

«

The mQre unexpected such,yelat1onsb1ps are,.the more likely wq are to.

. ; ‘v o : ‘ O
label their discovery as instances of "insight". . 3 ) :
. N h * ‘_
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"SOME REFLECTIONS ON SCHEMA-THEORY e ot

g - @
A number of exp]icit suggestionsnfor the treatment of cognitive - -

processes 1n terms of schemata have been presented in II. Here we

intend to step back and present an ‘overview of.schema- theory and,

hopefully, clear up some guestions that ‘remain.. .The re]ationship he--' o

tween schema-theory and more traditional informatien-processing theorigs

“is discussed, and thg varieties of schemaﬁa are explicated.

~

Schema-Theoryfand Cogaitive Component Thedries

L] LIS

The presentat1ons‘of-many 1nformat10n process1ng theor1es are

character1zed by d1agrams such as that-in F1gure 2A.

We refer to theories

1

-

= —«‘B

of this type wh1ch follow the flow of 1nformation through a series of i .

Y 1 A
discrete cogn1t1ve components, as "cognitive component theories Inm*”
such theoraes, concepts in‘memory. that are not part. of consc1ousness are .

thought-of as be1ng in a vast storage depot, .called 1ong¢term memorys. .
‘ - rd
When certain features (provided by a feature ex:;;ctorz/%nter a smal]er

storage area, ca]]ed,short term memory, they may cause some of the Con- )
cepts in long-term memory to. be transferred (or cop1ed) 1nto-short term.

\

memory. The same phenomena that are accounted‘for 1n as cogn1t1ve com— e

..
'

ponents theory in th1s manner are treated -in 2 slight]y different way s
in schema theorysi In schema -theory there is onTy ong storage area, '
’ but the concepts within 1t are thought of as being in dﬂfferent states
the 1East activated schemata are sim11ar

of activation. In genera]

‘to the contents of long -term memory in’ a cognitTve components theory
W

‘The most act1vated schemata are those concepts which n co itive :’ = ‘
components terms, are in short-term memory.. | ’ - ! ‘ &
- . ) % . . ’ -
> , » R ‘
. ° . . . . .
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The activation construct that is so central to schema-theory -
prorjdes a natural means for acc:unting for the resourcetlimited ,
processing-discussed by-Norman & Bobrow.(1925).:.The resource limit-

atfdns“they treat’.can.all be thought of as being due .to 1imitat{ons
. ' LT , : ?
on-activation resburces;g There” is no §iniTar pre-exjsting featuré :

* Ct . R . .
in cognitive component models to acc0unt.for-the facts of resource

A ]
&, o
-

o~
- el R -

- Vimitations. ‘ LT . -

°
I -

N N - R
N - -

A;demonology:' The varieties .of sehemata'.

—~s
s - =

Schemata can be dlstingu1shed frpm each- other*by three means.
s * ,f-.:%. &»v

The most bas1c means of dlstinguishing sdhemata is in terms of the1r

functions. That is, whe" a schema acts like a procedure, what does 1t

-ggg Every schema is unique in terms of function. No two do exactly the

same*th%ng—tn-every“envfronment-or they wouﬂd not be two schemata, but

~one schema. To categorize all the possible functions of schemata would

= . (%
be an arduous task -There are schemata to recognlzelldentlfy visual

features, to recognize auditory features to provide the“mean1ngs of

words, to represent known facts about the world, to guide motor activi- -

ties, to plan, to solve problems, and to carry out a]l the other func~ .

-tions of human beings that might be considered even remotely 1nte11ectua1~

n nature We are not prepared to present a classification in terms of

wmot oy iy ca
function. .

__A second means of distinguishing schemata is,in terms of abstractQ

ness. o ) ' .

-

o

’

We rema1n uncommitted on the issue of whether total activation -
y .nesources available to the system can vary within certain limits -

or-whether they are always fixed at one ‘level. :The functions of - ‘3 '

. 'thés reticular-activating system argue for a model with variable
" levégs of activation, but, as was explained in.footnote 1,. schema

;:a; thed™ is not intended as a physiological model.

. {‘ ‘i? ’ 63 s " - .
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Figure'v4,°‘ahove, presents a samp'Te of the sehemata descrihed in this | P
paper, arranged in order of their abstractness. The more abstract a . ‘
schema- isL the more d1fferent situations it can apply to The more con- T
crete or'spec1f.1c a schema 1s', the‘more restr1cted is its range of apph’l- s ..
cation’ Very highly-tuned schemata tend to be most conte)_(t-speci'Ific or.
hon abstrac'tx These are schemata that are prepared to reSpon'd 'to' one
- part1cu1ar type of s1~tuat1on, and not to others The.hest examples of -
these are motor schemata,. F’or examp]e we wou1d c1a1m that a professionall o ' |
. tenms p1ayer wou1d have many .thousands of spec1a]1zed schemata for . i |
. hitting a tenn1s ba11 (differing s11ght1y,from ‘each other with respect
- ‘° Qto the speed and positioh.of the oaﬂ ah’cl the;pTayer)',, while an amateur .
( p1ayer wou’fgi haxge many few’er, more abstract sc‘hemata’. (Perhaps the rank ¢
' \ beginner wou1él have"on]y'three—-one for servi.ng(, ene: for backhands, and o
d " one for forahands)/ Another example lof extreme]y concr;te schemata is " .
that of the memor1es for chess pos1t1ons of master chess players. in . ‘
. general; accordmg to de ;oot (1966) the more advaoced the p‘layer, the' ot
1arger will b‘e his reperto1re of quxte de&aﬂed non-abstract memories’
e . /

l - : .A third’means of d1st1ngu1sh1ng schemata is 1o terms of their scope.

EN

for yp of chéss positions

P

\ Table 1 presents a number of schemata c]ass1f1ed accordmg to thear
Ve

scopes " A s;hema withs wide scope js one that can account for a great

dea] of data. Typica]H‘ it has 2 large number of subschemata, each of - . . =~ ' ;

whrch have subschemata of their -own An example of a.schema, w1th smaH

v

e scope is d- feature detect1;6n :';/ewa. An examp]e of a schema w1th very
e \

w1de scope is a text- understa dmg schema such as that pr.oposed by ,

J(" ' . # . . ) ‘ \e‘ SWin”

.Rumelhart (1975) for harrat,wes.
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< . 5 - ‘ ExamBles of Schemata Activated in Three Contexts .
- ¢ 'Y M . - -«é‘
Schemata activated-|Schemata activated Schémata activated . |.".
s ' in. prob]em—so]v- in text-processing in conversatjon-
ing ] _{understanding
. (d1scussgd above) *1£Rigney & Munro, 1977) (Munro;”1977)
N . ,
p— " BILi = - ‘ﬂ -
[ 4
\4.‘.»' ’ . ° ‘ 'b i . ’ - .
.z High-1level Problem-Solver  |® Narrative Conversation .
‘ schemata: {pp. -23-29) - Explanation o .
recognize sjtua~ | - , Representation T -
. t1on/con’text e Prescription .
. ) IR | -
g N ‘ - » -~
J Schemata tha;! Build-Up . Sperling- Pardigm- : DirectionsGiving
establish.a | : (pp. Artic]e C
{ particular J Eliminate 26- . ) . -
A context set .| 28) \ g - '
. S Work Forward ' b v
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. § Mid-level Elaborate ; J .
o | Schemata, ' ' - o
' r\d £ | more particular IImplications- ,
.l ' . . |from-Related- . , , ~
o . ' Facts (pp. 30-31) ) . - : :
Q ' < Confirmation- . - :
* - Vo I c . . ‘ Request
C | TN " | \
. - . y '[Beg)s-Saﬂ-On-‘-Lakes Landmark -Identify.
;i ) . - « o ’
R 'Content-schemata Family . . Assertion B .
’ Often r /epresent ‘ ‘1 Information-Request Y
, ' meanings of. Twin {(pp. 77 . o ;- |- Instruct e ms e we it 0
, Texical items - v ) Volkswagen . .
s \ sibling, | 29 - '
.» . t“' . 60) . N R
- -t -,
-, “ -~ ]Same-Age ’ |, v . LN .
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%chema-theory is a very powerful. system. 1t.is intended to be
capgbib of representing'a]}‘the varieties of knowledge that‘peopIe

have. " In 1ight_pf the fact -that there are at present no adequate

a’iﬁéories‘of-humdn cognitive processes, we believe that a powerful
L theory such as. this is called for> Let Occam's Razor apply when
: " e have two adequate theories to choose between. |
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