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we agJgue, - on general grounds, .in favor of
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torral, meaninrg reoresentatiens: for natural
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facilitste  the 1dentification of ¥ oossicle.
“ e . \ ' a' . e '.
antecgedents. Given an aporogriate representation. . .
. e . . . , . s - ; c .
-language, #1thh sucn -proverties, it is then pfssrile ¢
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I. Introduction [ .
L

) v . . , . .
Our objectives in this paper. gre twofold: /

/ ! > .

] 1. to provide a cdmputational qbproach to certain problems. in |
; anabhora in natural language; ;o

2. to.argue in favor of formal,meanlng representatlon languagec

I (MRLs) for natural language. . . e .

-

[ ] . - . ’

. . . / -
—~These ’?WO objectLves‘ are pot 1ndeoendenc TRt appears that the

-

‘solutions to certain. problems in© anaphora are best' formulated

with respect to an'appropriatery structured loqicalfMRL,'so that

[l

"% the structural, entities out of whicn sucn an MRLS is composed
o ésu@qe%t possib1e~enteceden§sjfbr anaphor resolution. ,
' . . ’ ° - . - [ 3 F_ - N

Mere " specifically,- we have set ourselves the folldwing
- M -~ ’/ .

]

problem: what fo{ﬁ ghounld a.'meaning‘ reprgsentation' assume . in,

- 3

order to facilitate the 1dent1f1cat10n of DOSSlDle antecedents of ™

anaphoric expressions, land what computational mecnanisms does

. . this task reguire? Moreover, we have chosen to investigate this’

'

- pr?blem ‘of identifying a set of possible antecedents without
sbAvoking general world knowledae. The "separate issue of ohooslng
— ) e TTTTTTS
. the most ‘appropriate antggedent from tHis set will, in general,

, . , <
L Al °

‘require plausihle reasoming -based ' on such * general world

knowledge. We are also aware of instances where such knowledge

is required even to propose possible antecedents. Nevertheless,

N -4 .
“in thi's paper, our concern is to. explore the 1mplfcatlons of

purely _syntactic -~ -approach, as ﬁwell as to ascertain it;s-°
. .

- kd

Iy

A

limitations., It turns ‘out that a ‘surprisingly rich- class of

. . o .
. % .« - < e . Ll

NN
&
2
-
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< ' ) k - . Anaphora and @ogieal Ferm
. R By * . :

.
. . - -

A ‘

_ ' anaphora, both pronouns and ellipses,. is amenable to spch an

is used. . We shalﬁ flnd that the use of such an MRL leads to

oart1Cularly s1mple*{hles -for 1dent1fy1ng poss1b1e antecedents,

»
Ar

‘and _Athat the- structure of_: the ° MRL " can be exploited .

. . Y , ‘ * :
st ‘cdmputationally 'to preclude certain inappropridte ones. We shall
. ailso fiie that this task of }dentifying possrble referénts is

‘int}mately, bound up” with an tability t for@ approprlate
[§ . t
gesgrgptighs of them, and.tnat these descriptions are, ' inz turn,
, intimately related to lagical form. '
. .8 - "

II. why Logical Weanlng Representatlons° yd

_____________ - ——— - P

M -

N ) .

~ .

approach, pro;ided that an appropriately strbctured lbgical MRL

Blthough ' there is wuniver$al agreement within, theX AI -

o

community that natural languaqe un erstandlng systefis  mugt .

[y ~

orov1oe some underlylng meanlnc repr sentatlon ontp which supface

e ' 4 . - .
strings are mapped, the nature this representatlon.remalhs a»,
" contentious issue. One aspecs this. debate has to ‘do with the.

fornm that this reoresentat' n shpu13 take. - There appear to, be
- r 8
‘two po;nts of view: logical forms [e. ‘g, Sandewall 1971 wOods,

. et al, 1972] ‘and st¥ucturéd networks Je.q., Wilks, 1975; . Schank

1975; Slmmgns, 1973]. 2N ,' ‘-' B "t

]
4 ' .
1 - 4

- The distinction etween these alternatives appears to be a

signifibaht one s"ce 1ogltal forms“are clearly formal .languages

-
M B i

- w1th1n whlch “mea ngs of surﬁace strings are represented whereas

. e
— [

the latter are abeled graphs whlch somehdw_xepresent thege same

-
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. * o
. . - ° v . ’

'« _meanings. . This< distinction gquickly -evaporates, ‘however, the' -
S - " - - A :
moment one observes that a metwork 1is basically' a particular.’

¢ 2

N . LN

choice of representation (at the implementation level{;ﬁé;ASOMet A

(conceptual level) logical 'form. We interpret .the works of"
-— ’ v . . . . € . v

. ’ M- - . . . .
Schubert [1976] and Simmgn% and Bruce .[1971] as supporting this

X - 2 .
N . . . Y e -
point of wiew. - R .o .. C e e
- . . N - ® :‘ ’ B T - - " ‘. L , -~ \

C . Desoite this lack of anylformai distihction between networks
N - - * N . -‘ ! ) :
and logical~forms, there is a widespread bias within ‘the AL
. ». - -

community against logical MRLs for naturélﬁiémquaqe; [See for

examole, Charniak and i#ilks, 1976]. We suspect that there are
- . ) o o ’ . . ©

. two 1mplicit assumptions underlying this anti-formal point bf
b T N . P < ' ) : . L
view: i CL e -
. \ - '
. - °l. that the choice of a 1logical A form necessarily implies a*
commitpent. to a corresponding proof theory as one’s sole .
o computation mechanism; ° o~ :
. 2. tifat lpgicgl forms must have tHeir "natural" . pgpresentation = °
« ... at the implementation. ., level,.” =~ e.q., that
(x) (Ey} . Px,y & Qx,y .- must be reoresented. ., by the

S-expréssion ((X){q Y) (AND (P X ¥Y) (0 X ¥))).

.
.
\ . -~ .
. ~ .
» -

Neither of these assumptions ., is justified. we have alreaax

I3
-~ EJ

13

\ 1 b . ' ,
obscrved that networks can be best viewed as implementation level

L ~ 5 hnd >

rep:esentaﬁioﬁs for logical forms, and as we &hall show in

14

o g' Section 1IV., tq' computations that we propose for anaphor.,
: . - . :

v s v \

v resolution within a.logical MRL are in no way based on “ény kind
- . N rd - .

of proof theory. . ¢,
>y ' “ . ,
- - --If 1t -1is.the case then that logical forms and networks are
El ~ ) I N . , .
‘ one .aad the same, Why : prefer- one, over the othqﬁ?}' we - favor § -
¢ - \N /)
et N -

. v ‘"
logical form on the following grounds: ' .

. - -—

v
e

. ’
' 4 ' . *.
, . 7. . ,
. .
: .
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‘A: Semantics -,

L R oo T
. \ Co. : ..
its being a formal language, a:logical form

- - By virtgé ‘of

. - -

inherits a well defined Iéemantics, namely, = its Tarskian

. .
d

I

semantics. ¥ This is not the <case for netwdrk representations
' o

presented in vacuo (i.e:, witheut a Eranslation mechanism mapping

. -

the network to,a logic): As Woods, jl975] poinks out,” networks .

Y
.

© ‘often fall short of 'this tequirement. - ’ .

B, Computation . . ,

' The_high level conceptual repqesenﬁaﬁion of meaning provided
by 'laqical forms encourages the ﬁormul tion of ' appropriate
. C e . d v -

processing af@oriéhmg‘ at an_ equaldy- high conceptua}, level,

independent of ~how these logicdl forms are represented at tne

% : Ymglementation level. This brovides for perspicuous descrrplipns

>
‘

of algorithms, without’ specifying the 1irrelevant, CONS cell

leVel, poihter' -chasing ~ details required 77byf network

. -

er_e{)'r'esentations. The. examples .of Section IV, illustrate ghe . ease

with which such rules can be formulateda as well as their'

2
-

. conceptual clarity. Lo e

-’
.

‘ .

C. Representation

, ——— e e —— o ——— - v

. ' %) -

r

- * s I ;
N

Theré are twe issues here: representationél pebspicu}ty and
’ representational adequacy. The first 1is lérggl’»a.sabﬁectivé

v

matter. We believe "logicgl forms ‘to be~ more readable and -
' : - ' - . o
cdmprehénsible than their corresponding network £orms, especially

- %
r - © - - e rd
. . .

»t

' -
& -

S -
i

- - 5 = A H
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'1mportant largely deaf%ng wlth the ab111ty of a given meanlng

N . L. .o
_representatlon languagen ‘to express the meanlngi of . surface

'what'can and what,cannom»be expressed, within it? Because any
' : N

suffer from this deféct, a fact that makes it extremely difficult

...
-
- YO
.

Lo T ) Anaphora-and Logical Fqri
. e " . LI - ! »
. . ‘- . , . . . i \ :

C . L L . .
.when the usual network, pr1m1t1ves aré'con51derably augmerfted in
\ ' . R )

order to correctly represent loglcal connectlves and quantifiers »

. ,, o ,-k-ﬂ . ¢ .- . s,

awd thelr scopes [Schubert - 1975; Hendrix, ﬂ975]°° o f tor

. . . P - a i . ‘ : . . - N
. ., - _\‘ o . N LW T ’

-

‘The second 1issue - representatlonal'adeqqacy - is far more

strlnqs. A closely related issue is that -of representational
. . .

tleure. Can one tell, &rom the~glven spec1t1catlon of an MRL ) b

! . h

' . « - . . P ,

logi?al . MRL has both, a well defined syntax @and a well deflned'
‘ . A . i Sy . -

semantics, it recessarily exhibits "a high‘ degree’ &f ,closure.

This 1is not ~ the «case for .network representations presentéd in

. - ' ' . v

vaéuo, orqusely because they hav no semantics. Many - of the )

network.based.meaning reprQsentations in current natural language.
. -~ - : . .

A ) -~

systems’ [Schank, 1975;  Wilks, 1975 Nerman and Rumelhart, 1975]

. . ,
h . ‘ . - v Al
»

to assess their c¢ontent.. ., ) ="

¢ . . €
. .
-

-

—

y It ls.instructive in connectlon with the above discussion to | .

note that these-qery same 1issues were hotly debated__waghaazzthezzzzf

data base management community during the early 1976°s. There'

tbo, the basic choicge Jwas .between ,a network view of data

[coD SY 1971) and a logical, 5?’?6 called relatignal, view

. TR - : ,

.

[Codd, 197@11*’Moreover, the arguments‘advanced in favor of the

relational- View were in many* 'ways 1somorph1c to thage we have

. . “’S;} o e
made favoring Iogical form for meaning, representations. \t least';; )
e . ' 5 B
. ' % . ) . s ’ .
\\ ’ - ‘t} . - (" ‘
\\ . B v 9 . , *" . < . -

.
L . .
f . . LY
. .
’ .
—
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<

within thé data base community, the logical view ~“currently ° .
B o, ? ‘e °
e - = . AN T . o
orevalls, primarily - becau'se ~ its high conceptual level provided . ..
' "v/ ' ) . B - ’ - . . * .
so-¢alled "data dindependence," i.e., one’s view of . the data is .

. . T . . .
. A . b

indepéndentiof implementation details. a o ' ‘ ‘ ,

! L o

U= A by .

- “ ’ . . : .
~ .

- - \ S N . N A

\ N . . S . e . -
In' the previous section, we argued on fairly general grounds .-
v < c. - .t

\
\
i

v, ] i

. . .3 .t ~ o . )
~ia favor of formal meaning reoresentatlon languages for natural

. ) .
language. Of course, not juSt any loqlcal MRL will do. . At the
v ‘. [ A
very leas%, rany .such | formal language must - provide . for
- " - : ) ’ ‘
ouantuflcqtlon and the usual loqlcal connectlves but eved under

’ Te

thesag'requ1rements there remalns ‘3 broad soectrum of poss1bla *

» . * 3

¢

.loqicalhrepresentatidns. There_ are a; least 7EWO dlMenslons _to-

- - ¢ - °

.7 9 . .- . ) A /
this spectrum corresponding« to ( representational” level and
representational’ structure. With’ \ffesoect tb" QIevel,

«

representations : in. curreht systems ‘range from veryr"supfacy" -

X ’ - ' ¢ . *
[Swmmons, L9760} to very ."deegw, orlmltlvegpased ones  [Wwilks, /

lb?S; Schank, 19757 W(lks, in Computatlonal Semantics [Charnlak

. . - » o

and w1lks, 1976: 176] pfOV1des a good dlscusslon of these issues.

/ , S & go0d discussion of | _issues

'_;:fﬁfmgﬁ{sﬂf§5§e},: we ude as iltustration an MRL that keeps very

K3

. Ce S
close to the surface syntax and'lex1coq. We do so ,because the

. .
. ~

computational tadk that we have-taken as a "forcing function" for

an <adequaté . representation, fnamély} ‘identifying pos 39{% '
. ! . N T~ :
aﬁtecedeéts for anaphor rssolution,.seems not te require a déep LT
! l:;el and is ﬁoresbbﬁ faéiliﬁatedvgy a’"surfacy“ one, ag least
for a broad sng\Tﬁferesting class of éhe;omena. §\\ ‘ ;"
T T e i s o ped SoLom .
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-

=
-

v Our focus in discussing loqlcal xRLs is .on_ their*
w
* - . s b g

representational structure. Wé have \found that . the need\tb‘“““*~~

-
A

‘ orov1de approprlate antecedents “for anaphor. resolution suggests
¢ N
certaln ﬁstructural constgglnts on p0551ble1MRLs whlch greatly ’
. . : ’ . -« [}
facilftate this process. In th1s connectlon, we empha51ze that
/ 4 N Co.

u&e P are not here propos1ng a fully developed loglcal MRL To do

", \ v-"
‘ Aso would reQulre, at the very, least, adequate representatlons for
[ . v ‘e Coes,
tense, modallty, mass terms, events, etc. - 1SSueS whach-we have . s

+ . ¢ s L3

LI ° \

‘;Q‘hsp far completely 1qnored The MRL used in thlS paper is- merely
*

a vehltle for dlsplaxlng "certain formal structural propertles

— - ..

whiqn ‘we have rfouhd necessary “for ,the 1dent1f1catuon of

Ad

qantecedentsf Our bellef is that any EUIfy artlculated ‘logical'

MRL will have to 6F0v1de these structural unlts if it 1s;td deal

S -

ettectlvely with anaphora. Aecordingly, one way of. v1ew1ng ,our:
2 [ . b

oroposal is "&s a set of de51gn constralnts on the structure of

poss1ole loélcal MRLs for natural language. - The °rema1nder of

N
o

'this ectlon deals with these structural propertles _ ',-

. - v
LS
. -~ -+

A, Lambda -expressions . e .

——_————— “ - \ L R

s v

* Fop. a formal MRLE £0 be adequafeﬂzcr the resolutlon of véerb

S R — - —

phrase ellipsis, it must prov1de ﬁor constructldnsiegulvalent Lo
' { r.

' Qambda-express1ons. Eor example, the sentence pair

la. John love§ Mary. o S .
< 2. 5o does Bill. Y e




N .. . - . Bnaphora and, Logieal/Form -
N * \ - ,./ ‘ . . .

.
P . . . . . rd . . -
T NN / . . -

requires,' as the antegedent: o%x the elllpsed verb phra e, the -

formal construct )(x)[Love x,/’Mary] correspondlng to.Z"lovlng
) G

P } . ¥ - * N e. -
L T Mary", whence the resolved sEntence ‘1b, becomes o .
\ . * . R
- . . R . o .

& - R . ., ’a 3. . - . /
. . - Bill; N(x)[Love x,'MFry] . . :
whiich simplifies to ' .. . . - s ,
M . s v A . 2’ /
s " v A * ' M .
' . ? Y ) * - . .
. Love Bill, Mary e N . .o
. . .’-. . < - . o D . ’ . ] ] ._/,,
- . - 4 . . ,
- (Note that our . preferred notatlon \\tor, applying /é
- s )

. . lambda- expre551on to an argument is to follow the argument by the Co

o

RS

‘ 13
N lambda expression,,corresponding to normal subject-predioate word - .-
. ) | i ,
' . d . ’ » ‘ L) - - %
order in English.) ; \ : “\\s. )
o . , L
. . 8 v . . ' ) .\.

.

~8. Separation of Degeripti ional “and - Asserblonal Information-'
= b il

L
Jeparation of Degeri al and - Assertional ntormation ,
‘ ‘ ypes o TTTOTe . o o
’ =" e ) ) ~ ’ . . N » . N
. :

. - <L : . LR
- T . . . Y N

Since .the 'antecedents of, -many anaohoric expressions are
/

. descrlptlons, an' aaeouate ﬁormalbsﬁ must be. so, organlzed tgpat o

. .
B

A ]

- these descrlptlons stand‘out clearly, For ekample, conhlder thé\\
P R
3 -pair of sentence? . g . .., B o Nowm's U *

4

l~
.

.
- »
- 3

.
. RN

. - X .\ . e L, - . 7 < -
J

. \ B, o4 ~
. - T o« P ¥ N ‘ {- i ) ‘J-
_T*f*“““‘ %“ SQme“cottoh‘Thshlrtsnare expens1be AT ST N
o b. but not the one that Mary. qﬂgg to»qoh xesterday.

X In-a "fiat“ predlcate calculus MRf (zgn\ring the 'distingtion oo -
. _ . N , A N

T between ”some" plural and "some" 81ngu1ar), sente Zg\ﬂa{]might be. , -

¥ -

LS, . - -

, represented by -t e - _\§- .
: L8

.

(Ex) . Cotton X & T-shirt x & Expen51ve X, . .

ERIC - - - w - -
v by . . . ¢ '
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Now intuitively, the ant:éedent of "one" in sentence 2b.
' SO . : <.

something Iike ﬂcqxton T-shirt", but fraﬁ the’ flat pnedicate

éalculus representatlon, there is no more reason to suppgse that

“

" Anaphor a and Logical Rorgx;

Cotton and .T- shlrt form a p0331b1e antecedqpt than Cotton' and .

Bxpen81ve, qr ¢~sh1rt' and Expen31ve,,or‘any one or all™three..

- . N

. - i R LI "
* That is,*there is no Structural indication that Cotton T-shirt is"
a. referenceable un1t , We believe such an 1nd1cat10n 1s necessary

in any formallsm‘adeauate for, anaphor resolutlon.. Y ‘

Using the structure of a typed logic, pfédiéateﬁ thﬁt

. . L L T
constrain the- range of a guantified variagble - l.e., types -

- ‘ ) N
(like' _B-shirt here) can be structuraliy distinguished from

predicates ‘that assertv'things (as ““Expensive" \dogs here).

3

Moreovér, using the lambda operator, the: notion of type can be

a

extended from simple one-place g}edicates to more complex ones to

yield all and only the allowable referencéeable entities. "

L2

q . , . ’
"For example, we can represent N " T ”
:”D . \ \* 3 ° . '
“T-shirt” ' " as T-shirt ' ‘
- L - ' - - L ‘ i .
"cottoh T-shirt" - : ‘ as W(uzP-shirt) [Cotton u]

LT

0 "T-sﬁipt thatVMar} gave, Fred" -as %(d:T—shirt)IQave Mary,Fred

'
[ R -
‘

’.v . e, ’ \
i (Tne?first is merely a shortQSAQ forIX(u:Tjshirt)[Truer.) Notice

T . . / . .
that we are postulating a representation for "cotton T-shirt”
that is nmrlkhighly structured. than a simple conjunctien of

Cetton:;and T-shirt (T—shift X &‘Cottpn‘x){ Speciffcally, we are

- o . . . ~ §
separating that part of the noun phraseaaégnoting the . primaty

- ‘ . °
. o4 ‘
LI ) ’ .
~ it .

s ~1p - - :

a2
° * ‘ i, < IS .

- - . - Bl - . -

.= . 4

rul
EJ

*
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. " - - [ 4
.class to which an ehtity belongs (usually the head noun) from
- e R ' _ .
those. parts-denoting restrictions on that Xxlass (conveyed by
M 7

adjectlves and relatlve‘cﬁauseé)

- L. ’ -
f : = .

Thls/provﬁdes yet anoth r structural property that a logical

° ,MRL “should po sess ih ofa to facilitate the 1dent1f1cat10n of

i
1

antecedents for'anaohor reséautaon. Con51der

- .

3. Mary bought.a tie-dyed cetton T—shlrt‘ and Fred boyght an
_embroidered one. N ‘ . :

1

a
~

. e s v .
.+ whether intuitively "one! refers to "cgtton T-shirt" or "tie-dyed
cotton” T-shirt" or merely "T-shirt", it must refer at least to

3 b *
"T-shirt","the orlmary class denoted by the noun vhrase. THere

> -

s n%' way (pronomlnally) 1n English to refer to a restrlctlon

.
without, also referrlmg tc the primary class, This 1is our main
. e
reason for keeplng them dlStlnCt 1n our loglcal MRL.
. ‘ o
~4, Another conseqguence of this separation .of descriptional -from

& —y-ﬂ : -

" adsertional information is that it avoids problems that Woods

<

iy

[1975}‘dQ§Cusses with reépept to adequate representations for
N ' . /~ .
relative clauses.  First, sentences like "A dog that had rabies

,-Ja % - I ' h ' : I~ . .
bit a man" and "A dog that bit a man had .rabies" can be assigned

distinct representations,’for éxample,‘

‘z:)"
" (Ex:\(u:Dog) [Have u, Rabies]) (Ey:Manf . Bit X, Y .
S "(E:x:i\(u:Dog) [(Ey:Man).’ Bit \u, y]) . Have x, Rabies’ .
- L I . A o
. -» More 1mportantly, proeessinq rules such ;s those propoéed in
s Sectlon IV, .can treat‘these two representations dlfferently As

-
-

K : - - 11 -
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. .
. > - ‘
s
5 . .
. ‘ ‘ -\

.

% woods point out, ,conventional semantic networks fail to represent
. ¢ * N

the &is;inctign between “‘these- ' two sentences. From “the

perspective, of the above discussion, .one reason for this 1is

@

clear: ' a conventional network 1is .a representation, at the

“» < e - .
+ implementation level, of a “flat" predicate “logic.

e -

~

L - . * M

v, Examples . ‘ .

—— e e S = ‘ .

oo +
3 N hd
.

. : - e . :
In this section, we present several fragments of _discourse,.

*

1] L) . ’ ‘ -
each containing anaphoric expressions - pronouns and/or ellipses.

i -

. xecall tnat we are not concerned here with the kinds of external

knowledge needed to choose among possiblé. antecedents _fot an

anaphoric expression.. #hat we are concerned with is insuring

that o ' I

<

*.l. in cases whére the antecedent of an anaphoric expressién is

\ not expli¢itly present, it can often be derived -through

. ourely syntactic manipulations of an appropriately
structured MRLD; ™~ - - -

- -

-

. . RN . B N . L
2.' the properties we have proposed for a logical MRL make suchs
manipulations simole to express and apply. - ’

g

LS
- *

Since developing our approach to anaphora and logical form,

i » 1 L)

we have discovered that it is compatible with 'much' that is

L

current in transformational linguistics today. (Foér a suyrvey of

. current ideas on anaphora in linguistics and osychology, see
- © . ‘I

[Nash-webber, 1977}.) with respect to a level of "lbgical form",

Chomsky [1975] has argued for such a level within a two-stage

system of "semantic.interpretation"., In this ,  system, ‘surface

structures ‘are first converted to logical forms by sSemantic

-

»
-

’

~

-

«
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P
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e 7 s -~ : -~ . - ) .
- Interpretation rules involving_scope, . bound anaphora, thematic. . °

’relations, etcﬁ [Chomsky, 1975: l@g]. THese logical forms are )

then subject to further interpretation®y other semantic rules

-~

T

involving discourse properties, . situation, communicative
, . - e . : . ) .
. * intention, eécy [ChomsKky, 1975: 184) to give fullgg .
Retpe, 4 « . s g .
) ’ ¢ " -t v . } . -
reptesentations - of'- meaning. Morecve' - a primary reason for

. oostulatlng such a level seems to be Chomsky s feellng that the

e s .

’ general pr1nc1ples of anabhora apply to logical' forms rather .

. than to surface-+structures directly" A[Chomskx, l__975: 241 ft., "3%]. '

i 7 {

The notion that verb’ phrase deletion fhakes reference to a
.ol : \ . ' -
logical representation of the sente\ in order’to identify

o

identical® predlcates, later 1nstances of ~hich may be’ "deleted

. has haén advaaqed lndepenacntly by sevé%al Ilngulaﬁs, 1nclud1nq

[5a§T 1976 williams, 1977]% ., Moreover, the logical ford adopted

o‘

by these two has a form simila to 'Church's— lambda ‘calculus. ’ %
A . .

.Even the nBtion that oronomlnal antecedenfs may not be present .

o g - R o

1lngu1st1cafly, but may have to be derived can be found . in the

Y u 14

current liﬁguistics literatug@%as well {Bresnan, 1971}. -

* s

. . - .
3 <
- .
° 3 e
. / R s
© '

With ouxr examples, we give a small set of manipulatfbn rules -
; \

- L4 ] . -

which vyield -the needed antecedents., We make‘no claims for “the

)

19
completeness of these rules; there obv1ously remalns a great deal
B . -
v of work’to be done along.ﬁhese ldnes (See Section VI). . We do

believe, however, that the examples-indicate the utility of our *

basic approach, and that ‘this ;Bproacb_ provides a promising

N

' -*direetion for further research. §§ . °
- . . . .. M A ?y

P P ‘v
- i 4
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* A.n Imollcxt Sets ‘ ' .

[ P P

g ¥
v . ~ .. - . — .
* Qur first example illustrates ohe way of deriving a set as-a
’ s “

gghdidate antecedent for "they".%: Consider the .sgntences
. : | ‘ senc

1

, v
L . * ~ A -

4a. Mary gave each boy a T-shirt. . ] -
H. She bought them at™Macy’s.

-

The first may. be ;eéfesénted as’

4c. (V Boy ).(Ey:T-shirt) . Gave #ary, X, y

—— ' . . -
\For simplicity, we will ignore the fact tnat 'each boy" is

¢ -

~roodoly. anaphoric, referring to .each- .boy ., in some previously

. o S .
wentioned set or one 1implicitly defined by context,, and treat it
¢ Y 1 Dy

a -

ritier as a.universally guantified noun phrase.)

. P
§ . ' . . R . ..
~otice that we are considering each sentence ’individually,

v

since we want, to assign it a representation that is correct, but

wnich does not deoenc on what may follow. ., Ine result will often

53

- B -

- % «
De 2 readlng that is in seme sense nonconmlttal.-lt w1ll be Vague

.

et true. If subseguently we learn none about thﬁ*51tuab}on,‘we

T -

will refine this representatlon to reflect our mnew knowledge

) ‘ - ) - 4.’ - -
state, as should become clear, through the ifollowing examples.
. . . L 1

-
'
-

L34

' The second séntqnce~ we représedt initially with »its
0 - . \ (l‘ -

. - . . ) - v . 3
anaphoric elements overtly marked, thg} is, : N

44. aought SHEl, THEY,, Macy's, a
} ' . “

(We subscript the  oronoun symbols merely to keep several
‘ ) * . - ' L

instances of thqﬁsame one distinct, as would be the case in "They

“‘?.N.I - l 4 -

. . ~ ; ’ . ' “.'~."

* T

LIS 2o
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Aruitoxt provided by Eic:

3

S
' - .

b . ' . ~ : ~1
. _ . . Anaphora and Logical Form.

. ¢ ~

.

. I
taanxkad ner.tor them".) ¢uwext, we identify pnossible referents for

tae 1naohgric terms. 3tnce mary is the only female around, we
7

trivially ssijn ner ‘as tne referent of SHE,. ‘ T

e . Al
- , ‘ '\\:tag, F . ?

4 o

ké Jarding candlaate .antecedents for ;h\Y " we postulate two

. H
ways of qu1v1ng 90351ole sets from sentences like 4a. .
‘ ) .
1. fora| tne set Jdescription 'of any tyoe restrictin] E]
ua1Jeraally auantitied wvariadle, (we revresent itne set

,

ancrlptlon of type C.-ov {x|Cx}.) ‘ '
¢.. Let w De a (orior) formula mnot containing ‘tne anaoharic
element =heY, nor any nejation in Ege main clause.. (In the
current exanple, 4c. olays the role of wi.) Suppose w has an

‘XlatQQtlally quantified variable y tnat -lies witnin the-

Jvope§ of a universaldy cuantlfled warlablg. Forn the set

Jescq otiof of tne set >f ¥'s satisfying Na. Tnis 1is - a
Stralgntrorwa:d proccdure, -involving the tyoe of vy
A "‘restrliicted oy an expression deéﬁﬁlﬁg from wm. Details are

,J1venl in [wasn*acover, forthCOﬂqui, Sut the examvle should
sujyest lta oa51v outline.

' - 5. . o v . '

inus, sentepnce 4a. yields {xl|Boy x}, thne set of ,h6 dboys, via' the
’

o/ . . - N »"

tirst procedqure, and {v|TI-shirt v & (Ew:Boy) . Gave “ary,w,v} via

tne second | one, 1i.é. tne éet\of‘l—shirts, fog eacn of which/
v . - 2N r B

tnere 13 som% ooy to whom Mary jave it. Substituting each of

tngse sets 1% turn f£6r THeY,, vields ‘ /

4e. Bought mary, {x|Boy %}, tdcy’s :

~

t. Bouygnt dary, {viT-snirt v & (Ew:30y) . Gave Hary,w,v}, Macy'sf

N i
by

v © : ’
Inat is, either #ary oought all the boys at Macy ‘s Or she bdught

tnere 'all the 1-shirts she gave out.(l] Real” wonld knowﬁedqe

fa ,/ ”

would now ne needed to choose the more plausivle réading. ! '

a
3 . bl

- -y /

e g o ot 1 st o g S ot S i o < o S e e S A i S o S o R e o g e i o

kepresentations 4eif. are 'somewnat siwplified with. respect to

. . - 15 - B

! ’ 1 !
3 ‘ !
g coe

&

e




Anaphora_ and Logical Form -

’

N ”Notiée that n Engllsh the pronoun "they", as well as many

~

o ‘dlural noun phrases, are ambiguous between a «collective reading

b

x("all together") and a dlstrlbutlve one ("taken one at a time"). -
, .Sopetimes, a lex1cal item will 1nd1cate that a plural should be ’
8 -
gnderstgod- distributively, as ‘"each" does in "Mary’'s suitcases .
were eagh .weighed at the airhort".‘ Sometlmes/ semantic
selectional restrictions can be used.to chodse betweeh the two.
N \

< For 'example, "pile" requires a collectlve 1nterpretat10n of its

object- "She piled them 1nto a heap" doesn "t mean "for each one,

~

o she plLed it into a ‘heap". But often, only unknown aspects of

, the sltuatlon can furh;sh the approprtate ;nformation:‘CFor
exahple, 1f we learn that "Mary’'s suitcases were weighed * at the
‘. - L 4 N
airport", . wé*cannot say for certain whether each one was weighed

i

. there separately or just the whdle lot together.

s

-

N3

-
.

In line then with the policy descriBed above of always

opting for . a “vague but true interpretation, rather than making
' . T
. unsubstantiated choices, we will rnterpret plurals

Y

non-distributively, unlé¥s or until additicnal information would
. o . ¥ .t .
" lead us, to an alternate decision, '

~ [

4 i
5. '

i - thelr ~ indication ~~of ~“resolved “anaphora "(1'éf°‘b§—"51ﬁ§Ié
substitution of their antecedents), since it 'is® important to
distinguish whether’ .the original representation contained an
anaphor Qf a full term (see Example C.2 below). ’

. ) ' i R "..
- . T . - . ok

- - - 16 -
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Cour | next exanple .illustrates - the id#ntificatioh of

e t -
descriptions as-candidate .ante¢edents for anaphqric'ﬂone".
PO . 2 ) - - /"':v
- : . ¢ \‘— N A‘:‘»
Sa. rlary.gave each ooy.a jreen T-shirt.-
0. She gave Sue a.red one..

- .

-
s * ‘
.

we interpret scntence S5a. like 4a. above, except for the
. - -~ s ! . - R
ajJitionalvnojitier "green" on yrshirt, "

3 ~ SR x

® .

(Vx:ooy)(Lyzk(uzl-snlft)[breen ul) . Gé&e Marcy, X, Yy

N
4 v

senteonce 50, can 3e representad 1nitiall{ as
. . " _
(pz: AMu:b?) [xed ul) . Gave SHDI, Sue, *z -
¢ LU - : *
; ‘ . . . ) ) o . . ,} ’é" .
raat 13, tnere is soactning of unxﬂgwm;kyge ~pPB~tnat should ke
* q%i . \'“ 1 4 . ’ ' -

‘derivaple from context, _whicn we know engicitly is red, which
. ~ 3 . -

some «nown female SHLi jave Sue. gug task 4is now to identify
1. Fl . v . - ‘F”‘

Aruitoxt provided by Eic:

~

- - = . ‘s t -
‘vo53510le antecedents tor ;Hnl and P?. ¢ -

PRS

%

>~ .

: , P
iransformational Jrammarians, incihding [%énqacker, 1966;

4
. 1]

.‘0‘ '-> . p]
keinnart, 1976], present us with a simple syntactic crité}ion Eor

. .

rejecting Sue as an antecedent ‘for ShE "she" precedes "Sue" in

l:
tne .surface sentence and the node in the parse tree for this
sentence off which "Sne" hangs neither . "commands" (Langacker’s

term) ﬁ€; "C-commands" (xeifhart’s term) the node for "she™, So

~

ajain py default, there being no other females around, we assiqgn
: A

rary as the referent for SHEl.‘ -

v
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. Lo . ) S P
‘ . As ~for, P?, its. oosslble antecedents 1hc1ude all "recentlyt
. - - oL
mentioned ;[ types, 1ndependent -0f the partlcular quantdflers:.~
,{‘(“Recent" seems to mean ‘here the qurrent sentence, the previous
odg} and- perhaps the one before_that. It does ‘not seem to . be R

5

K

A I r . *e

g P TR T T T .
i B . ¥
. W - ‘ }\ - . . * v ‘
s i - ~ ’
. N d

1 . E
.

affected by task structure [Deutschy, 1975] or‘story structure: or >

[ .

Fny of ®the other factors* that seem_to change the set of avallable

-

fanteceoents for deflnlte pron0uns, "he', t", etc.) ' T

G by ~
. N . . _ . X )
.4 . -
4 ' '3 ’ .
.

7 The types ekplicitly given in example 5 are’ Boy, T-shirt
and N\ (u:T-shirt) uré,n_ u}.  Notice .that .when one type  is

-

constructed out of other types via " the lambda operator, we
5 L,

N ‘5,« ) 3 WX - °
1nc1ude them all as posglble candldate antecedents. ‘Prescribing ‘.
-~ ¥

exactly what crlteria one would uSe to identify the most

plausisle antecédent for PF?, or in what wvay one would aoply them,

1

is ‘not-within the scope of this oaper. But they would include ¢
‘ e N

Y A

the semantic_‘criterfon that one be ahle tofp;edicate Red of an

s

entity of type P2, This would eliminate 'A(u}T—shirt)[Gfeen V]
through application of a “clashino color” axiom:‘if something is

green, it is not red. (Notlggaehat-qf sentence”*b had been e

\
i &

5b°. Fred, she gave an extra-large one. .- :

L4

~
-

there would be no’'reason to eliminate this, description as  a -
' * ©

N . ] e . . L 4 ' . )
plausible antecedent.) ~ Under rhetorical ‘criteria, we -would .
. - T // i . - ‘/, R
! i - ) . . " : . . . s . . . !
expect pagg}égllsm/to argue for plausibilitw. That 1is, if two

successiv-e"sentences .are structurall} similar ("parallel") and iw

the "latter, anaohoric- "one" Helips to fill role R (hete, the
‘ . . e )

object),* then it has a_very plausible’ antecedent in the nqun .




\B

'derivéd via lambda abstrattion on the subject p031t10n.

(2

oneJilace prediéates

one ' probably need only,search for éﬁ;h predlcates in the current

sentence if it has several clauses or in.the one or two sentences.
DI .

: - . - ,Anabhpra and Logical.Form

phrade' " filling xole R, in the previous' sentence  (here, ‘the

previous object "a green T-shirt"). But our point here~is'n35}t6
specify proceddres ﬁor’ohoosing among'candidate anteéedents-

1 ﬁ 5 e

dt

F)

£ - T -
)

is rather to show how a. su1table loglcal framework prov1des in aa

N

stralghtforward way all and only the appropﬁlate possibilijties.

'

c. Predlcate“Antecedents T . .

N

1. Slmole Verb Phrase Deletion . S =

- L §

. Vot s
o e — ———— v —
3

va e o 3

The ’'next fey examples i}lustrats some problems involving

verb:phrase~e+4i§sis,lwhich are handled rather neatly within .our

framework. . ° o - L. ‘
. : o

“6a. Mary gave Sue ‘a T-shirt. _ _
b. Jane did too. : , , N } ~,

°
v A

- - T . K €,
, v » . . T "
L4 ) ~

~(Ex:T-shirt) . Gave Mary, Sue, -x ’ -

Sentence 6b., we 1nterpret as predlcatlng somethlng (P’).of,Jane

at had prev1ously been predlcated of sd%eone else-

‘~ -~ E’
N .
. .
<

» b : o
P? Jane . . ) -

. +

To identify pbasible antecedents for P?, we find the

>

that either are @ivén'explicitly or can be .
.

1y

(Agaln,
S/

J

Y .

=~ . -

— - ~ .
2w - \

e ¢ A -
: - 19 - '
-
1 - .
- . v )
) L ta N .
a"‘ .
) \ °~ R - <

3

The representation that wes®ssign to sentence 6a. is i i"
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- s - .,
. immediately preceé%ng i't, as™ the half-life-. of predicate
. ' A - .
- antecedents, :like that of type antecedents, seems to be very
- short. Note that we are viewing the” first ‘argument Qlacel'of a

. .ﬁreﬁicate as .corresponding to surface subject position. Though

. N - - ’ .

“this ‘requires a differeny representation for activé and passive
a ) . a - / . ' ) o ’ '
°sgntences, we - see the need for this on other grounds, for

.example, the%r difference with ‘respect to. simple- verb ‘phrase

. deletion® . " ) L . L
John hit a linguist
N m dld" too. . ) r

- . — e e

as opposed to T N :

John was hit by a linguist.
- Fred was too. . .‘ BN
*Fred did £43.).

. LT s . &

This example .is° simple in that there 1is only-one such

R

— - . “

b one-place predicate-abstractable off a subjecti/ ) ‘:
o" -: / > R . ! I { ’ 3 4 < . -
) Mr).[(Ex:T-shixt) . Gave r, Sue, x] : ’ “
‘ that i's, giving Swe a T-shirt. Substituting.for P? yields e
L . - . N ) . . »
Jane,wx(r)[(Ex}T-shift) ..Gaye rs-She! x] ) .
- L 4 . -
* / - oo 'T"‘ ®
. . . e
, which is equivalént -to . - . o
, . o . - &
¢ .- . ’ . o P
\\ . (Ex:T-shirt). . Gave Jane, Sue x . . — ,
. “~ \ . ‘ ‘, ', ‘ N { ) \' . o - LY } -
f, te that this reptesentation does not co mit us to both girls
. ‘ . \
] 7haviﬁg given Sue the same T- shlrt, nor need they be dlfferenthﬂ,
T
. gx R .
The descrlptlon of the flrst ong is *~ , 7 - .
4 : - C . 5

.
-
i
.
e
{
Y
.
t

S T \1\ ‘ N
- \. ) v ‘ :
"( .
v ’ AQ !

~
N
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~ - .

o
.

: _ ,
.- nz: T-ghirt z & Gave Mary, Sue,. z . - .

. . « e 0 .
» * N . *

"a'T-shigﬁ that Mary gave Sue", where rt indicates'the indefinite

operator’.. (z might Ee célled in* Engl'i'sh "the T-shirt which' Mary

" © s & i3 I-- . .’ 6.- (t
gave - Sue" 1if no other T-shirt 1in- the discourse meets this. -

N , - - .o
description.) The second T-shirt irs desctibable as .
RN . . . . -

- - .
v ©

?‘w: T-shirt w & Gave Jane, Sue w

"a T-shirt that' Jane gave Sue". -, . N

C ! ’ o o - L
- It 1s important to be- able tb -derive- such descriptibns,

-
.

. ' . * .
since the _entities they- describe may serve as antecedents for-

’ [

; a .- . 1 . .
< - later anaphoric expressions, for example, - ) e .
6c{ Neither of them fit her. W S .

"

« ] . — ’ 4

where "them" refers to the implicit set of ‘T-shirts given to Sue,,

* who is also the ;;EE*plausiple antecedent of “her". . .. o
T L _ e
s . . b . 4 3 \
c.?‘ ) ((, \ N, @-g“’ . . °

° 2. "Sloppy Identity" ,
’ . | ¢ T,
Our next example illﬁétrates a §henomenon that has® been

. R \ \ . . . R * “‘» - <
called the "sloppy identity problem"® {Ross, 1967]. It/iﬁfblves A

~

4 -

. accounting \for ., the appearance of an addifioﬁaf"*ieading' for
- '\z{» .

- “

o Sentences éoﬁxaining deleted verb phrases.. That is, ~while:

n,

sentence 7a. seems unambigu®ls, sentence 7b. might mean  either
» o, I ’
N *

wife or that he beats ‘his own. How do we

that Fred beats G

- P

s?. //R l: | . N

L5 -y

2
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& ’ . ' .
7a. Garth beats his wife, ‘
. b. Fred does too. -
L] ‘ ; " ) sy
We assign 7a. an  initial representation in which its
. ' ) s - .2 ,’ ” o v
anapfiQgric term is overtly marked. ., s
) z * , ‘Lo
*  .7c. Beat Garth, ‘s(wife) HE, : .

- < . - = - -
(where.'s 'is” ‘defined to be a function ‘that takes a , utary ’
predicate like .wWife, ,Sgh001, etc., and returns a function.like '

{\ ”wife:QilL,‘"gchdol-of", etc. ‘s(wife), - for  example, is' a
..~ function that takes a man as its argument and retuins his wife: '
. . X / S . ‘ i
v g5 (wife) J?hn is John’s~ wife. HaVing* a functién > like ‘s 7 .
~-eiiminates Epe need to pbstulate a separnate "Y-of";gunctigdfgqr\\’
every umary predicate Y.) o ) o - )
b ‘. ’ - e Q ' »
‘e ~. 'x . T -
with no.other male around, we can assign HEl to Garth by . . -
i . ] i . N . /’
default,. that 4s, . O L1 v s Ceo. T
7d. Beat Garth, ‘s(wife) Garth '
- ‘ / . o
- ‘ L : .
we assign sentence 7b. the representation -
é \ ' .
< Te. P? Fred . s o S -
. - ' . c

@

Now, while ~there are no explicit one-pllace predicates ardund to

serve as an

abstract ‘on

CoT ) M
T i) N
L

]
s

antecedent. for P?, there are two ,(ways

“

e from- 74d. 1\\ -

r) [Beat r;7 "stwife) Garth ‘

r) [Beat r, ’‘s(Wife) r]

- - 22 - .

~ -

‘)

in

\u -
s, . .

] . -

4

which * to
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- N - - / - L} - ,-

s The first represents beating Garth’s wiFe and the second, beating
t} ) \\ Y 2 . : . " .
one’s own, Substituting for  P?, we get the' two plausible
. . SN : ’ ) R ) * ’ o ,

[ ¢

- . I . . .

readings

¢ »

A %red, A(r) [Beat £, ‘s (Wife) Garth) . .
Fred, %(r)[Beat r, "s(Wife) r) ?' -
. Y - - - . ’

-~ - ‘ . Y -
- o~ ‘

.+ ,.That is, eithér Fred beats Garth™s wife ‘or he beats his owni. ° E
. . . . . : - . -

- o . - . *

(We noted earlier ~the need. to.s disti

‘) i . to ingutish  whether an
. o _ pd ; , . LN
.argument place was originally filled by an angaphoric expression e

»

-

or by a full nroun phrase. Obferve that if sentence Ta. ~had * regd

“"Garth beats Garth's‘wife", Wthh wouldabe represented slmply as

7d.,_the followlng sentence, "Fred does tooj "Epuld only mean o

=

that Fred -beats Gapth’s-wife. Whﬂle we have s1mpL1f1ed things - \\
ﬁTon this presentation, in an’actual 1molementatLon, we would have ’ o
’,-/
. . - e ’ LY
to|indicate ."he = Garth", rather than slmply replac1ng "

.« - "Garth", in ordér?\to derlvea/afl ““angd oniy the correct\iamﬁda'

-
T

i

abstractigns.) ‘ . [\-
. . ’ ] ,"\/ ‘ﬁ ' =

3. Abstractln' Predlc%ées from Nonrsubject POSlt o ﬁT“\\
------- RTTTT Ty ffJ‘\ f

next exampfe is to 1llustglpé abst;actlmg N
, }’n LR
. %ne—blace ”ppedl atéds from posltlons.,oQFer than the

. subjeptég In/ -

urface" #. &
sh; \"llkewfse" "tool'

-

"slmllarly" etc,, 'e ¢

. f 'fol]é)wedA optio a y' by a/preposltlon and then ‘by a nqun phrﬁ\se i
“ - - V ‘ . - N
*).4-_ indicate ;hath;e ;ole .fllled 'by~/?he ey noun phrase in a*,*;
> . P d _ . ‘s e ) ‘.‘
previously mentloneg predlcate is a nonqsubjecb i;f,v “tHs, - -
1llustrated.ear ier, a noun ~Phrasee followed by an_.aux1b&aryew '
':» * . \ ‘ . 4‘\ . ‘v ‘\! ' >
~— \ * (_\ ~‘_ o $¢¢”‘¢¢,. T - b Ir,, \- el \# . ‘ '/ " T /7 4
%‘? - Zj P . - . LN
. LR N _' é d ) :; ~ ) ,O\/

< ‘ --' B \\
\ .

o
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4 +

qumires that the noun phrase £ills the éubjéct role of a

-
- s

previcQ¥ predicate.) \ . » .

» e
=5
=

8a. John hit a cop. .
b. Likewise, a CIA agent._

-

._..m- * — A ¢ .
_ The first sentence may be repreéented,as oL v ' )
o " 8c. (Ex:Cop) . Hit John, x ) . -
) . -
4 oL . {{u_ ;’iga“:j .
£ and the=kecond one as L ¥ >
- - ’ <5 4 ’ . {r‘\
8d. (Ey:CIA-adent);. %\y
~
" where @7 stands for an anaphoric predicate like P?, but one whose
"argument fills a non-subject role. L
To‘resolve(Y?, we must identify -thee one-place §redica€es-
‘that can be abstracted from non-subject positions. From 8c., wef®
= -
get . . . .
- Mr) (Hit' John, -r] . ‘
/- _ 3 ‘ ‘ '
‘.which, substituted for @2-in 8d., yields )
D . % - s
~ -7 T . N ‘ , Y .
(Ey:CIA-agent) . y, M) Hit John, r . >
\ Py ’ 4 . . * ,
OO0 - ’ ' ’ ! '
- . .that is,, "Likewise, John hit a CIA agent."
_ . ' L ) v ’ ' "
' It might appear that one could resolve ™likewise"-ellipses,
- I ""r’w-w : ; S ::« £ .o R
* . at the- level -of the surface .string alone, but this is not the
. . . . - F
. case. - Conghder the following ‘example: ' L
. v 7 ' : v
. * ) “ . o ) ) . ¢ .: .
' L Aty ‘o : "

, . - 24 - .
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9a. John gave Sally her present. )
.b. Likewise, Fred. /

Obviéusly, while substituting "Fred" for “Saliy" in the surface

string would yield an interpretable sentence, "John gave Fred her
+ N ": .
~oresent", this is not the only, nor Ehe most plausible réading of

the ellipsis in 9b. K

Y «
¥

. : 3
We represent 9a. as

v

9c. &dave John, Sally, 's(Present)'SHEl

which - we interpret as
9d. Gave John, Sally, ‘s (Present) Sally

she being thslyniy,female‘around. Sentence 9b., we represent as

!

9e. 0?2 Fred . . y - ' - o

To resolve @2, we identify the ore-place predicates that 'may be

ko

abstracted from non-subject positjons. From 9d., we get,

i.Nr)[Gave John, r, “s(Present) Sally]
ii. Mr’) [Gave John, r, “s(Present) r]
Adii. Mr)[Gave John, Sally, r]

B}

substituting for @2 and flatteﬁinq for clarity, we get =
“Gave John, Fred, “s(Presegt) Sally ' T
"Likewise, John gave Fred Sally’'s present,"
k- P . . .
Gave John, Fréd, 's(Presenty, Fred
"Likewise, John gave Fred Fred’'s present."

.t *

"Gave John, Sally, Fred
) "Likewise, John gave Sally Fred."

L T
| 1

a

, Again, the preferrgd“ interpretation would pe chosen by using
’ . o

‘ v
>~ world Rhowledge.

Ay
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-

A~

necessary way of deriving a candidate antecedent: by first

S conjoining predicates applied to the same ~argument and  then

~ % cd

o 4. Abstracting Conjoined Predicates
- L Our final example of predicate anaphora illustrates another

o~ ! .
abstracting a new predicate off the common argument. That is, .
given ) .« ) . E . 2
P Xl, ...'y' .;. ' Ve
i~ : . .
- followed by (or explicitly conjoined to)
) Q0 2z .o y. RPN
l' 14 14 ‘
we can derive '’ -
’ \Y,'X(r) [.P ?(l"---' ) P & Q Zl, N 2 r'“-..] /‘
To illustrate the need for such a rule, consider the example,
19a. I walk ‘and I chew gum. . &
b. Ford does too, but not at the same time.
N ¢ 4 . . ‘ ‘ ’
, These we represent as ' . o - ; .
Walk I & Chew-gum I i
P? Ford . . i, ‘
" (Since we have not introdiced a representation for tense, we
' Y
o . . . v .
cannot represeht "but pet &f' the same time". We shall use it
informally, rather; to constrain possible antecedents for P?.
- . . ~
- That 1is, P? must sensibly refer to-.two or moré actions which are’
N ~ . - - -
not done by Ford $imultaneously.) o
Ay 9 ’i ( h ’ ¢
,' To resolve P?, we must identify thé' previous one-place
pred}cakes. walk and Chew-gum are given explicitly, but
) v . ) o .
- - ’ . ¢



éubstituting either one for P? leads to an unsatisfactory result,

o . . Anaphora and Logiqal'Fprm.

‘neither being compatible with "but not at the same time" (e.g.,,

"Ford c¢an chew gum, but not at the same time."),, However, the

- - -
«
-

.above rule yields another one-place 'predicate, namely -

,r

\ v

MMr) [Walk r & -Chew-gum r]

T ”

D

which is a plausible antécedent for P2.. _ :
D. "Donkeys"

- X - >/ -

As our final éxample of how an appropriate logitcal

representation of a sentence can yield anteéedents necessary for

anaphor resolution, we will consider a'. particularly A bothersome

class of rsentences, illustrated by _example 11. °.

’ -
- - .
’

11. Every man who owns ‘a donkey beats it.

. I L
(Al

. .
. " 4, -

. The problem lies in idenfifying th} antecedent of'"it".f ft is

not "a donkey". The sentencg does not mean that every .man  who
- » - . »155

owns a dénkéy beats a donkey, but rather that he bea€s~any§donkey7

that he ‘owns.. Moreover, there is no way of construing the

existential-gquantifier associated with "a donkey" such that "it"

fallé:withih its scope.. How does the correct antecedent -for "it"
o , - RS
emerge from our framework? . .

—_— - ——— Y

~ -

"We first assign sentence 11 the interpretation

N

(i) (¥x:Nu:Man) [ (Ey:Donk&y) . own y, yl) .-Beat g, IT,

-

[

N
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. ) -
- . ¢ . ./ 7~ .
’ .

. . !
« * Ve s @

‘owns,. he beat§ it. Now while theré,is nothing exélicit to serve
: as 'the antecedent’” for "it", it turns out that "it" can also
refer?nce a certain kind of functional entity which arises from

- @xistentials. ’ ’ ° -

- )

L} - .

;. We postulate the following rule for;iqentifying,a possible

‘antecedent for ITs T e

°

1. Find a type restriction which - contains an existentially
" < quantified variable vy not within the scope of either a
universal quantlfler or negation. _

7 .
2. Determine .the descrlptlon of y with respect to  this type
restriction: any entity which satisfies this description.is
‘ a possible antecedent for IT. (Again, we omit’ the
; spec1f1catlon of the rule for determining y’'s description,
5% although one should be clear from the example. ) .
" For (i), there is one such type restriction - [(EV-Donkeyy . Own,
) u,yl- Thé descrlpﬁlon of the ex1stent1a11y guantified v is .
]
. K (11) PN u)[r\y-%&rfeﬁ/&“ Own u y]
- LR ' -
That is, it is a function which, given a u, returns a donkey that
‘ u owns if u owns a donkey. -For a given x then, ny: Donkey Y
Own x,y 1is a donkey that x owns.v4Substituting into (i) yields
< (111) (\ix X\(u:Man) [ (EysDonkey} Own u,y]) - Y.
.- G/ . _ . Beat x, my Donkey y & Own x,y
. Notice . that - this rule' is independent of* how the type
containiné the existential has beén quantified. Thus, in
12+ Some man who owns a donkey beats it. “
+ "13. Which man who owns a' donkey beats it?
' e . Ly _ R ~
» o '

That ‘is, fo} every man for whom there is some donkey that Qe"*

>3
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N »
N .

' - . &
the antecedent of "it" 1is the -donkey ‘“obtained by applying

fupction (i?) to the quantif;ed:varzable as;oc@ated with "man".

o ¥,

- AV
i s
{ ' < ) ju’ o .. .
V. Discussion T ‘ z =

.

et et e, it e o it . i

. v . i ! ’
- /! ' - - id
The examples of Section IV were designed to illustrate . the

féa;{bility of dgriv@ng "possible antecedents for angphoric

4 .

' expressions directly frqﬁr an appropriately structured logical

represeritation, Notice: that basic+to tHis representation is an”

E
~ ‘ « t

adeqﬁat! indicétl,O; of the scope of - logical = operators - |

- quantifiers, conj nct ion and negation - foa,othefwise, we could
pot’deal correctly with antecedents ar}%éng from _existentials ¢

‘(e.g., the -examples 1in Sections IV.A and IV.D). Also basic is
- . % . N (X} [
the recognition and correct attachment of modifiets: - relative
z ~§4auses[ prepositional. phrases,. prenominaX modifieré, ete’ -
\ ' . . _ M - [N M

&icessary for correctly*-handling "one" anaphora (e.g., Section
I

.B). Taken together, these impose the. requiren nt of a ,

pre-processor for mapping surface strings onto logital forms at

. least as’Jpowerful as tgFt"fd% the LUNAR system ‘[Woods et alw

- 5,
. v ‘ - « - . 2

1972} It  follows that’ much of the burden of antecedent .
identification ‘is actually b%ing placid upon this pre-processor, Cf‘

given the need - for an appropriate logical form before our

‘appfoach can be applied. ) .

-~ « A

. -

- It, should also be elear that what we are describing in this

P

paper is essentially a competence model for. anaphdr resolution: -

a

In its crudest implementation,'one would first generate a set of

-

-
-

] - : - 29 - S ‘ , -
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\\/ - . .
possible antecedents,~énd then test each of these by plausible

.reasoning " using general world knowledge. Of course; we are not

seriously proposing such a generate and test implémentation.

‘ There are a variety of heuristiés that can be invoked to aid the

i

choice of a most probablle antécedent, and any performance model -

must make use of such knowledge. /(ﬁeuristic§ for assigning
) v antecedents have_...béen proposed throughodt the - linguistics,
- psychology "and -AI literatures. See [Nash-Webber, 1977] for a
discussion of many of thém.) _Neve;éﬁeless, eveg a 'perférmangé

"model “must have the ability to determine the space of possiblé

‘alternatives from which such heuristics are to make their choice.

Since spme'of these alternatives may not be present explicitlyy

it is here that %he aporoach of this paper becomes relevant.- .

<
-

]

VI. Further Proplems ‘ LT :

° »

L4 ‘e
.

. As~this .paper‘is necessarily brief, we do not have the space

to discuss at dength such interesting issues as the effects of

~'" negation or various opague contexts on the kirnids of  antecedents

evoked. These are discussed in [Nash-Webber, forthcoming]. We '
.o 1
will, however, mention one such 1issue -- the problem of

.existential noun phrases in negative contexts. . -

o -

The scope of negation is inherently ambiguous, and a&€ with
[ N . ~ -

quant%fiefé, dififerent scope interprefations vyield different _

antecedents. * Moreover, some interpéétations may yield no
- - ’ . R N _ , ’ X s _‘ L
antecedent at all. For example, -we Kknow 'that 1in a° positive

Lo IS

o~
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‘

- context, an existential noun phlrase will always result in an

-

o

Anjpphora and Logical Form .

- .
entity which can be described in terms of that context.® So, |if
John married a Sweﬁﬁsh girl, "she" can refer to the Swedish girl
tnat John marrﬁed. However,'in a negative context, "she" may

.

refer.to other entities depending on how Ehg scope of negation is

interpreted. ' ' MTC SRR . '
. \

\
Negated verb . -

«
-,

‘ \
l4a. John didn™t-marry a Swedish girl. . . _
b..He lived with her for three years. ’ ,

("she" = the Swedish girl John was inavolved with)
. ‘ ~ ) . ‘
segated Modifier L » "
- .‘; “ 3 - , i)

15a. John didn't marry a Swedish girl.
b. She was from Denmark. >
("she" = the girl John married) '

Negated Maih Descriptor

16a. John didn’t marry a Swedish girl. : -
b. She was at least 15 years his senior. .

:

{("she" = the.Swedish female that John mérried)

N . . } » s .
Negated Proposition ’ \ ‘ -

- N ~-

. }
17a. John didn 't catch a trout. T
‘b., *He ate it for dinner.

Again, we would ‘want "to~ postulate a neutral. initial
é \ - ] :

. <o § 1 . ' «
representétionxfor negation, one that might be vague, "but would
s ! ¢

nevertheless be true. Only when we were reguired to - e.g., in’

[y . ]

order to resolve an anaphoric expression - would we then attempt.
—_— i :
I ¢ - . N
} ’ 13 : t 1 . .
. to make a commitment to the scope Qf negation. (Note that a

»
3

belief context poses much the samg problem as negation, i.e. that

.

of determining the scope of belief. For example, in’ !

.

.

- v o= 31 - , .
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@ . . “ » '\ L .

T——

’ - N . .. ¢ ' ’ Pad . T o . \ )
Y 13a. John thought he married a* Swedish gi;;T‘*‘ij o T o

b. but she was really from DenmarK. ]
: T e -._, . . . : ' °
as in Ekample 15 above, "she" is the girl that John mqrgied. .

Here again, .it ig only the modifier "Swedish™ that should be.
. . ) M . - .

- F 3 1

“taken as-falling within the scope of belief.)

v N 2 N . T -

.
~

. . . . . '
e As we mentioned earlier, fore ohe can fix on a wpar}/lcular

tepresentation :.language, one mAst provide for mass ¢ ncepts; for
3 . L N . . *
tense; for quantifiers other than universals and eyi tentials;

‘for facts, events, states or\agys; and for- generics, lam ng other

. thinaz, as thé(followinq exémpies‘illdstrate.

?

19a. when Johh/spilled.beef“on'bhe sofa;,
‘b. his dog d1icked it up., * ¢ WV
=("it" "= the .specific quantify of beer John spilled on
) 4 . .

-, the sofa) - - N '//

20. John drinks beer because it tastes good. \

R -("it" = beer) . )

\ :

I3

- 2la. Many linguists smoke, . - . - ~
b. although they know it Causes canger. - ) -
.=("they" = the Tinguists Who smokes
o "it" = smoking) . N 7 .
. 22a. .Few linguists smoke, . ‘ v ' ®
b. since they know it causes cancer. « ‘
-("they™ ="ITnguists,) : v k . '
23a.. A beagle smiled at me yesterday. ' . f -~
b. They are very friendly dogs. . ' ;. . . -
=("they™ = theé generic class of beagles) L =TT
. -, % N s - - =
* .24a. John dunked Maé;’s braids in the inkwell. . . -
b. B&cause it, made her cry, he apologized for doing itz.“ -
«("itl?‘é;the evént of John’s dunking Mary’'s braids T
in the inkwell; .
' "itz" = the ‘act of dunking Mary’s braids in the inkwell)

a

. N Finally, although. we have indicated the need for.plausible

- «inference for'“choosing an appropriate candidate from a set of .
€ * v- * v : ' M ‘
TN ¢ .

) ' . 32 - ¥ :
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e o v ' "
. ) édssible antecedents (e.g%, Section IV.B.)TTit is also thefgasé “
““;‘ '~that\ such 1nﬁerenc1n§>\may be needed .to degige Eoss E{e .
anteced%nts. That is, not (all poss1b1e antecedents aret“ .
© -structurally decivable. ’ - o BT

- “\‘ <«
,

. . .
~ . 25a. Xesterday I saw a‘couple in the p
. : b. He was wearing Fhorts and she h

on a dashiki. J &
4 - , ‘

Cleariy, what is required is some,$ort'of jeneral knowledge'-of

. ‘3 |
the form: "A “couple usually consists of two 1nd1v1dualo, one \\\ |

Y . > =

. male and one female.™ - ) - .

. . “ A ‘
0 4 -

Although we can see no a’ nriori reasons why a formal

. ‘ : 1

appcoach could not accommodate the use of plausible reasoning in ¢ }

. i - ) . -
the derivation of possible antecedents, we have chosen not to. .

- .

explore these 1isspes: in this paper. Rather, our inténtdion in e

)

this work is to first- determine just. how far an essentially ~

. -

N ©

- " In this connection, n%ggce that our ‘treatment Qf all of the

example's of Sec(t-,ion IV has a decidedly syntactic character--" s

7
- -,

. déscriptions of those entities Qroposed as poss1ole antecedents

-
¥ * .

are- either explicitly present in some fonmula of the MRL, or can .

be derived from,such a formula by appropriate local operations on-

. - -+ its  structuréy independent of the availability of general world N

A A

knowledge. The determination of poss1ble antecedefits. pased OnR

5

. such pﬁrely svntactic considerations and the formulation of

>y

) / ‘. . L '_ <
. design constraints on MRLs. to facilitate this process best

. 1) - -

describe the objectives of this paper. / . - e

.. s . ty
. AR e

: An - 33 - - -
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