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ABSTRACT

One "of . the. maJo" stumbling blocks to the more effective educationai
use of computers is the lack of a natural means " of communication between
the  student and the computer. This report addresses the problems of.

developing a system that can understand natural .language (English) for -

advanced - comEutsr-based 1nstructiona1 systems. Training environments
impose the fol owing requirements on natural language understandin%
system: efficlency, (2) habitabilitv, (3) self-teachability, -and (4
awareness of ambiguily. The 4 leverag goints that - allow these
requirements to be met are: ) limited doma (2)-1limited activities
~within that domain, and (3) known conceptualizations of ..the domain.  1In
other words, we must know the problem area, the ty P of: rob1=m the student
: {1ng ‘to solve and the way he should be thin ng adbout the problem in
order o solve it. ) - :

- The notion of semantic grammar 1s introduced. a paradigm for
"organizing the knowledge required to understand language ‘which permits
efficient parsin% In semantic! grammar, non-terminal categories are formed
. un conceptual rather than syntactic bases., " This allows semantic knowled
" t» be integrated into the parsin% Erocess whenever it is beneficial. The
. semantic grammar alsc lends itsel simple yet_ owerful - method of
handling’ pronominalizations, ellipses "and other sentence fragments that
arise naturally in-a dialogue situa ion. . i : a
o The need for a succinct formalism for expreésin semantic\érammars led.
to the use of the Augmented Transition Networks (ATN). -~ The "abilit of
ATN-based ' semantic rammars to perform satisfactorily in an educational
environment is demons rated in the natural languag@ front-end ror the -
SOPHIE syotem. . . : =

K
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OPreface _ . ‘ _ .
With the advent of knowledge-baSed ’1nstructiohél, systems ,that can:
answer "trainees' qdestidns;é cr;tique their hypotheses'ahe automatically
provide remedial hints, the- need for a man-machine interface ‘that'
facilitates rdther‘than'hinde?s a student’s communicution with the mechihe
becomes ever more pressing. This:report-d950r1bes'a general. technique for
. generating "friendly", efficient and robust natural language front ends for
' advanced 1nstructional systems. The generality of this techfiique has been
proved by its successful application in a range of instructional systems;
its efficiency has turned out to rival the keywords parsers which underly

mbst of the classical CAI systems; 1ts robustness has been attested to by

e the fact that 1t has been able to handle nearly every serious query posed
°to our electronic instructional systems in the ' course of ~ lesson or
exercise. - ) '

In this report we first discuss»the essentiaiibroperties thet comprise
a "friendly" natural lénguége front-end for an instructional system. Next,
we discuss”_some.prior’systems‘that have some, but not all, of the desiredA
capabiiities - and 'then we ' focus on the 'technical"details underlying
"semantic”'.grammars"_ -- a new technidue for produc.ng -the desired
mahfmachine 1hterfaces. Although there is little emphasis placed on the

analysis of how student' used the “apabilities afforded by this kind of -

natural lahguage interface - (made ﬁbssible by semantic ‘grammars), a
companion report containé\ the ana;ysiseof.neariy'tWelve thousand natural \
language 1nteraotions%colleetedgfrom students using’ instructional systems :

built around this technique. o S wr s

e

e




thaptEr 1'._ .: o AN
vicos: R R s
fhi; research'“arose‘from the need'for natural language interfaces to \g‘
complex instruétional systems"which underly. reactive training environments. \ -
" As used here, the term "reactive training environment" refers to flexible_' \1
_problem solving, laboratory-like situations thag,have been implemerted ona
computer. The environment is reactive in the sense that ‘the computer can
(in  addition to implement*ng the laboratory) monitor the student ’s
'activities and’ provide tutorial feedback during the solution of problems.'
A characteristic of such systems is that the computer-naive students .are
involved in a training situation ‘in- which the computer is merely the
';medium. Moét‘certainly these students are not interested in state-of-art
man-machin communication; they must .be free to concentrate on’ solving

thnir problems and learning from their solution paths and errors.

‘ This vinstructional environment places constraints. on a natural
,_language' understanding system that exceed the capabilities offall existing
systems. These constraints include: (1) efficiency (2) habitability (3l“
“self-teachability and (4) the ability .to exist with ambiguity ’In the
.remainder of this chapter we will explore why: !hese are important, and then

_provide an overview of the remainaen of this report

- ” S

Reauirements

- A primary reuuirement for .a; natural- language' processoF, ini any.
instructional situation. is s speed.’ . Imagine the following setting “the .
- student 1is at a terminal actively working on' a problem. ~Hé decides that he .
needs ancther pilece of information to ladvance his SOlution; so he
formulates a query. Once he nhas finished typing his}question, he will-wait
for the system. to give nim an answer before he'continues working‘on his
solutiono. During the'time it takes the system to parse his ‘query, the
student is apt to forget pertinent information and lose interest.
'Psychological experiments have shown that response delays 1onger than two
seconds have serious effects on the performance “of complex tasks_viaf
- terminals (Miller 58) .- In these two seconds,; the system, must understand

.HEQQ;;QQQFy; deduce,-infer, lookup or calculate the answer and generate a




response.( ) _ _ :
’ The second requirement for .a natural 1language ~ front-end {is

 habitability. Any natural language system written in the forseeshle future

.1s not going to be able to understand all of natural -language. What it*~‘1

must: do is characterize and;understand a useable subset or the language.
Watt (1968 p. 338) defines a "habitable" sub-language as "one in which its
users can express -themselves without straying over the language hcundaries
4into 'unallowed sentences". “Very intuitively, for a systen/tcfbe;habitable '
it must, among_ptner things, allow- the user  -to ’make” local or minor
modificationshjto ‘anw accepted sentence and get another accepted sentence.
Exactly_how much mcdification constitutgs a minor change has “never been’
,,/specified Some examples may provide more insight into this notion.
; %g ggeggiggy:higgowrong9 o
. E -Is there something wrong?

{4) Is there anything wrong with section 37 :
- 5 Does it look to you like section 3 could have a- problem°

If a problem solving system accepts sentence 1, it should also acﬂept the
modifinations given in sentence 2.and 3. -Sentence 4. presents a minor
- syntactic extension which may have major repercussions in the semantics but

_ Whichf1should. also‘ be accepted. ‘Sentence 5 is an"example of a possible
“-”iparaphrase of sentence U4 which is beyond the intended':. notion of
': habitability. " Based on the acceptance of sentences 1= 4,-the user has no '
.'reason to expect that sentence 5 will be handled
“Any - sub language which does not maintain a high degree 01 habitability'
A:is apt to be worse than no natural language capability at nll. Because, in
addition to the prcblem he 1is seeking‘information about,' the student 1is
facedi} sponadically, with the prcblem of getting the system to understand
his query., This second problem can be disastrous both ‘because it occurs
‘seemingly at random and because it - 4s 4ll-defined. - In 'antinfOrmal
‘experiment to test‘the'habitabilityvof‘a;system, the authors asked a Agroup a

of- four students to write down as< many. ways as possible of asking a.

(1) Another effect of poor response time WHich Is criti‘al Eo intelligent

monitoring systems is that more of the student’s searching for the answer R

is done internall{ (i.e. Withdut, usirg bthe system). This decreases the
amount of information the\tutorin%~system receives and ipfereases the amount
of induction that must ; performed, making the proble of figuring out
what the student is doin% much harder (ewg. the studen won 'show his
work" when solving a pro lem\ he will Just present the - answer)

A
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particular question. The original idea was to determine how ‘many }of the

various paraphrasing would be accepted RO students eagh came up with one

phrasing very quickly but had treme- o 'S aifiiculty thinking of any others,'

‘even »thcugh three of the first D™ rf»:n/s uere different! This experience

demoastrates the lack of student s - abilitr to do Mlinguistic" _problem"

solving and pouints out the importance of accepting the"student’s first?

phrasing.

. exhibits "intelligence" through its inference capabilitiesﬂ' they :quickly

\

- start . to assume ‘that the' system must also be intelligent in its
conversational abilities as well For example, they will frequently delete
\ parts of their statements which they feel are obvious, given the context of . -
the preceding statements Often they are totally unaware of. such deletions

and show—surprise and/or anger when the system fails _to. utilize cghtextual

information 7 clearly as they (subconsciously) do. The,use of_ccntext

-manifests itself in the use of such linguistic ' phenomena . as

pronominalizations, anaphoric deletions and ellipses. The: following
sequence of questions exemplifies these problems -

6) What is the population of Los Angeles°
g What is it for San Francisco? .
‘ What about San Diego

\-
a

self teaching. As the student uses the system,. he. should begin to feel the

. range and limitations of the sub language.’ When the stvdent uses a .

sentence that the system can t understand, he should receive feedback that

feedback. The simplest (and most often seen) merely provides some

‘dndication of what parts of the sentence caused the problem (e g unknown

word or - phrase) A more” useful kind- of feedback goes on tu provide a"
' response based on those parts of the sentence that. did make sense and then
indicate (or give examples of) possibly related, acceptable sentences. it

may even be advantageous-to have the system recognize common -unacceptable--:

sentences and - in response to them, explain 'why they are not in the

sub-language. (See chapter 6 for, further discussion of this point )

N ': -

‘-

Y

3.

"An equally importauc .aspect of the habitability\\\roblem is the?

multi-sentence (or dialogue) phenomena.. When students useéva system that--

The\third requirement for a natural language processor is that it be

" will enable him to determine why it can’t. There are at least two kinds,of o



o o : o o
\ . o _ . .
The fourth.requirement for a natural language-system is that it be
. aware of ambiguity. Natural language gains a good deal of flexibi 1ty“and
. power by not forcing every meaning into Qa different . surface strueture.
This means that the program that interprets natural language se“tences
must be aware ‘that more than one interpretation is possible. For example,
when ‘asked: L ’?3F' .
(9) Was John believed 4o have been_shot by Fred? 2%
-one of the most potentially ‘disastrous responses is "Yes". The user may:
R not;be sure whether Fred did the shooting or the believing or ‘both. * More - .
,likely, the user, being unaware of any ambiguity. assumes an interpretationﬁf'."
" .that may be different than the system s, If the system S interpretation is
different, the use" thinks he has received the answer to his query when in

fact he has received the answer to a completely independent guery. -

%ither of ‘the following is a much better response:

(10; Yes, it is believed that Fred shot John. o .
(11 Yes, Fred believes that John was shot. K . o

"The'system need not necessarily have tremendous diSambiguation\skills.. but

. - it must be aware that mis interpretations are possible ‘and inform the user
of its interpretation. In those cases where the system makes a mistake the

.results mav be- annoging but .should not be’ catastr0phic. _ '
e Ihis report oresents the development of a technique that we have named

. "semantic grammars" for building natural language processors that satisfy
the above constraints. Chapter 2 discusses othe" systems which attack’ some'
of these problems. Chapter 3 presents a dialogue ‘from the "intelligent"

" CAI system SOPHIE -that we used tonrefine and demonstrate this techniqueé,
This dialogue rovides concrete examples- of. the kinds®of linguisticf

'capabilities,that can behtachievedz.usingr semantic: grammars. ~~ Chapter 4 .
describes semantic 'gramﬁar as It first evolved infSOPHIE, and'points out " .
how it “allows ~Semantic inTormabion to 'be wused to handle dialogue
‘constructs, and to‘ allow the directed ignoring;of.words.in the input:
Chapte" 5 discusses the limitations that'were encountered in the evolution

: f_“f semantic grammars in SOPHIE as the range of sentences was increased and-

: f'how these might be overcome by using a different formalism -- augmented

. V't‘ansition networks (ATN). Chapter ‘5 also reports _on the conversion of the"

o

-4 -
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© i work.

- SOPHIE semantic grammar to an ATN, and the extensions to the ATN formalism
kbich were necessary to maintain the stlutions~wpresented in chapter 4.

Chapter 3 also includes comparison timing” between ﬁhe two versions of the

*fnatnral ianguage processor. Chapter 6 describes experiences we have had

with SOPHIE, “and presents’ techniques developed to handle problems in the

area of non-understood_sentences. Chapter 7 suggests directions for future

.
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..Chaptér é
RELATED SYSTEMS o
In thié'éhaptér we will aesc"ibe é number of.different tpchniqﬁps thét'
have evolved from rnSQarch in the area of natural language unde"standing as
_applipd to practical tasks. ' Our purpose 1s to describr a spt of techniques
that have bePn deploped to handle a natural languagp input thPOughOUL a.
range of complexity. We also -seek to dispel - th@ idea-that thprp 15 a‘
‘:_!"natprai~laqguage" as it applies to interfacing to pomputerA systpﬂs, or .
that there-ékists one "best" techrique for every anblication.

¥

KEYWORD SCHEMES - -

7.

Perhéps  the oldest and simplest method of dealing with un"Pst"i ted
natural-}anguége was through,keywond parsing: Thp technique was introduced
by Wedzenbaum (1966a) and has been used and extended by others (6.g.
Welzenbaum 19§6§§* Brown et al. 1973, Shapirﬁ et al. 1975, Colby et al.
1978y, Usiug Eﬂis-ﬁérsing scheme, an input sentence is searched for ‘"key"
-wonds. © Each Eeywo%d is associa;ed with a collectioﬁfgf patterns 5haL are
then tested against the complete input. If a patterh matiches, an action
gssociated with -that pattern (typicallyga reassembly rule which construcfs
an outpnt spntpnce by '"passgmbling' pieces of. input) 1s execuﬂéd. This
action represents thp "meaning" of Lhﬁ spntpnop to the system (i.e, the
spntpncp s ‘semantics). * K
. Kpjwo"d analysis schemes have Lhe advaﬁﬁage of beidg fast afid of
éllowing the-xuéerl greatvlfreedom of expression since any number .of
- extraneous words. can: be 1ncluded as long as the keywords appear. A
partic.lar parspﬂ can also be changpd easily (by addirg n9w '"dI9s)' until
such time as the "ules begin intpracting, at which point 1t is unclpa"
“whichf rule to use. When interactions do begin tc occu" keywords can be
assigned an "1mpdrtance" number and the rule with the i.ighest number can ke
- used. However, confilcts may still arise when different keywords of equal '
importance appear in the same spnfnncp ' o

Keyword bpchniqups work well in situations where the actions Lhat the
systgg wishes to Ldkp 1n response to a sentence correspond in a simple way
" to the words (i.e, Lhe concepts are not typlecally expressed as multiple

~ word phraéés, and words do not have multiple interpretations). However,

‘ —6.—!‘_3
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they are weak in situations in which;”concepts are ’ comblex. éhodéﬁ to
require- embedd;ng or in which quantification(é{ is- required, éihbeatheir, 
semanﬁic 1ht9rpﬁetation i1s essentially one ievel. .In'theée cases, keyword
~ patterns béebme'more cumbersomézand inefficient to use than morgvstrgﬁturél

té¢hn1que§,v For exaible, consider the sentence:

-

L (1) T think Q5 has an open emitter and a shorted base collector junction.
L oL o e - R
¢« . " To recognize this’sentence requires a very detailed keyworc .pattern which

' "could bé "kéyed"'?qually well,for'equally pooﬁly, off . aﬁy ;pf"ﬁhe words:
E * think, Q5, open, emitter, shorted, base or collector. The main failing“of
‘ the "keyword technique is that-it’s incapable  of ‘cabpuring any of the )

structure of the language it is trying to characterize.

vt | «PARRY

o PARRY is a ongpiﬁé-project to devglop_a d1aloguel§YSpem that simulates
B paranoid behavior (Cblby 1973, Cofby et 51;21974). The system must respoﬂd

- to any*pqssible quééfion and éust ﬂunderstand" the questions well enoughqu

'ﬁ exhibit parénoid' behavid%.' io these ends; Colby has'qxténded the kéywbrd;

.parsing teéhniques;introduced by WEizenbéum by adding a 'sedond 1evei of

méﬁching. After | a preprocessing phase collapses ' ¢compound words,

- Famen,)

canonicalizes similar words, performs minér spélling correction and deletes
unrecognized ';6rds,. the - input .is segmented at certain keyﬁgyd“
-boundaries.{3) ‘Eaéh segment  is _then mgtched against ‘a' colleétiop og'
;lgggmént patté;hs. The rqgulpi@g: ;1St of récoghized segments is_thep
“ﬁgtéhed to a collection of ?éomdieg patterns.  Patterps haQe‘ reassembly
rules associated with them that construct the response. o
Two 1mb6rtant restrictions that_shbﬁid be plécedton the application of
keyword schemes to avoid misfunderstandings (i.e. to avoid having'patterhs

. apply when they shouldn’t) have arisen from Colby’s work. One is that, at

(¢) Quantification refers to the problem of having a noun Phrase. that can
range over a set of values, e.g. "some cars have engines', "all cars have
; . englnes". One of the problems with Quantification is determining the scoge
" of the quantification with respect to the rest of the sentence, especially
_when the rest of the sentence contains another quantifier,
{3) The fragmentation technique (w@éghqis critical to proper operation) was
e

j developed~b¥ Wilks working in mac translation (1973a, 1673b}. The 1lisL
of - segmentation words in des purictuation marks, subjunctives,
conjunctions and prepositions< o -

: : / - 7 -
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most, one element,shouldﬁbe~ignored at each level of matching._ Segment"
L matches should-- éCcount for all but one word. Complex patterns should
account ﬂor all but one segment. The other restriction is that patterms
' should require that their " elements occur, in a particular order. The'
following example (from Colby et al. -1974) demonstrates the usefulness of
ignoring words such- as "well" in sentence 3, and the importance of word'{f“;‘“e-
order; without word order restrictions, any pattern that matched 2 .would
~also match 3. ’
:§2g Are you 'well? , - ) - a 4 ‘ ,ﬁvﬁ ’
3 Well,rare:you?r o e N L

; " : wiE
4 a

PARRY ~ has EQemonstrated_‘the capability of dealing with a relativgly

large number of c;hcepts at alshallow level. 'The power in PARRY's approach'
lies in -its ability . to' tolerate unknown words. As mentioned, this,
fuzziness  1s :implemented by allowirg the deletion of single elements from
both levels of ,matching. bnfortunately the underlying semantics of PARRY s
' task, indeed the goals of: the task itself,“ are vagu which makes
. attributes such as scope and habitability hard to evaluate._ Furthermore,
the two—level pattern matching’ technique lacks the precision required in, a
: ,problem solving situation in which many \regularities cannot be captured by
one-level embedding. S o

. R Tt

ﬂLEQ | S v R , . . - N ,
Heidorn (1972 1974,1975) developed an ‘automatic programming system
called NLPQ which allows users to describe simulation problems in English.
The . system . takes an English partial description of a problem and fits‘it
4.into an internal description language,' building pieces of the 'problem.J
From the partial internal description, questions are generated that request
missing pieces of "4information. When the description is complete, the-
system can generate a GPSS program or an Enollsh description of the model
it #as budlt from the user’s description. The user can also-ask questions
about the present model, and make.changes and'additions to it. The English
a.'processing is done using augmented phrase structure rules. The phrase
structure component is syntax—based. - it lOCRS' for things like noun
phrases -- with semantic restrictions being carried along in features Athat

e tested in conditions on the phrase structure rules. The structure

_ 8-
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- building augmentatiors create semantic/conceptual network . ~structures,j

called Segments, that represent the semantics of the phrase.' Much’of’the”
system S success appears to be its. close match between the | structure of
segments -and the . way. English is used to. describe modelling problem . No

y information on “the use of “NLPQ by. ‘naive users ‘has been published, so it is

L difficult to evaluate the system ] habitabilitu

s

CONSTRUCT

CONSTRUCT is a general :system to do natural language pzocessingx

developed at the Institute for Mathematical Studies in the Social Sc1ences f

at -Stanford: University (Smith et al. 197”). Its ma jor application is in a
text-based, question answering system for elementary mathematics (Smith,

: NJW. 197&). The system answers questiOns such as:

(4) Are there any even-. prime numbers ‘that are greater than 29

(5) Is the sum 6f 5 and 2 less than the product of 5 and 2 but greater
- -.than the difference of 5 and 22

The semantic basis of the. system is a: collection‘.of procedures for

J'generating and manipulating sets ang n"mbers. .The semantics of question 4
would be "arénthere any elements in the set c"ea\ed by intersecting the set
of - even _numbers, the set of‘pnime numbers and the,setfof numbers greater

than 2?" As all of the sets in ‘the example are infinite,' the  procedures

“ﬁknowl about dealing- with intensional as well as extensional descriptions ofm'

_sets. | - ' R

The meaning of a sente:“e As\ determined by the following” process.
First a preprocess phase occurs during “which. (1) abbreviations are-
expanded (2) synonyms are canonicalihed (37 compound word ,and common

phrases rare collapsed to-a single word representation, 4) noise words are

eliminated and (5) each word is’ replaced by. its lexical category._' The.. *

input 1is then parsed with a context-free grammar uith the semantic

interpretation occurring in parallel via - semantic  construction functions

“ associated with each grammar rule. Whereas this procedure is clearly

‘ inadequate if a traditional'syntactic grammar 1s used -- no reasonable-

semantic function could be associated 'with the rule S :z= NP VP -~ the

CONSTRUCT grammar is buillt around the semantic rules using categories that .

AR ’ R '
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capture concepts ‘in' the appiication domain. For example, the grammar

contains the grammatical category SUBST which corresponds to the semantic

=',concept of a constructive set. This cuts across traditional»category

boundaries as seen in the sentences from (Smith et al. 1974):

is 2 a factoér of u° .
How many factors of 12 are even?
Give me the factors of 12 that are between 1 and 6

. ~'»"d'~*" .

RN

The underlined portions would all be parsed into _the”'SﬁEST category,

although their traditional categories would be noun phrase, adjective, and

prepositional phrase.

RENDEZVOUS q‘ S ‘ .
Codd (197") is designing a natural language system, called RENDEZVOUS,

'3to support the needs of casual users of - data bases. ’One problem that Codad

has addressed which ras been neglected in previous systems, 1s what action':

to take if a user ‘s query is. beyond the restricted language Lnderstood byfﬂ ‘

the system. A central notion toCodd ‘s proposed sqlution to this problem'

is that of a "clarification dialogue" -="a system initiated dialogue that Vel

includes’ queries about an unacceptable utterance that attempts to, arrive -at

the " user’s meaning. Codd points out that a clarification dialogue must be

embarked upon very carefully.- For example, if the .system’ encounters the

unknown word "concerning", one of the worst possible responses is "What do

. you ‘mean by'the word 'concerning'é"" Almost_any response to 'such a question

would be beyond the capabilities of the’ system. Any clarification dialogue-"

‘must be of "bounded scope"_and guided by those pagts,of the query which the

system can understand ) RENDEZVOUS'also<employs re-statement of a user ‘s

_i

query to confirm the’ intent of the query and to point out ambiguities. The

o range- of language - accepted_by RENJEZVOUS, indeed even-the method used to

. extend the range, 13 unclear. .The aspect of RENDEZVOUS that 1s 6f- interest

i

here'is the extent to inch it_has been designed as a "friendly"'system.,

LUNAR -~ T

The LUNAR system (Woods 1973a; Woods- et al. 1972} is 'a  natural

language understanding' implementation that, ‘combines a general semantic

interpretation mechanism (Woods 1967, 1968) with a large scale gramma" of
English (Woods 1970; Wosds et'al. 1972)." LUNAR was designed to:allow a

- | 210 -
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/lunar geologist to use  English to qhery the chemical anélysis ddta

qp;lected- frém ‘the moonv miss;ons. Typicﬁl qugstions the sysfem answers

. @hat is the average‘conqgntration of aluminium in high alkali rocks?
I Which samples. have.greater than ZQﬁﬁﬁbdal'Piagioclése?,.;

<
oy T

R

The processing of. a queryroccuPStin three major phases. Dur}ng'the

“‘7 . senténce.(4) 'The syntactic component uses a éeneral._trabsfbrmationa;

/, grammar of English syﬁtax_expresséd'as an augmented transition network (see
o IR e ) 5 . . . " '

/ Chapter. §5). “Iqi‘theﬂ gegond phase ‘ag general, ru}e-driven’ gemantic

'/ sentence as a program in a fonmal'retrieval\langdage.(s)“~The semantic

1npg§ppefation rules are tree-strhctdred_pattern:hapching rules that -are

the answer to the request. The formal qdeﬁ&ilanguage'ié' a’ genéralization
/ v ofgthe\prédicate‘caiculuslthat;haé'been carefully designbd:té allow natural
‘tLéhslétioq§;fpoﬁ Ehglish, The stpength.of“ﬁhe;LUNAR-system lies_1n its
$ech§nisms to-déal witﬁ'huantificaﬁion, conjunction, and relative Hélauses,

/language.

3 . ]
. .

fDiscuss;on

/ - The notion of an augmented:phrase structure grammar b?ovides a .useful

./vbase -for . comparison between thegg systems. (6) An. augmented bhrase'

/ structure grammar contains two components. One is a set of context-free

phrase structure rules., The other is-a corresponding set of fdhctipns,
_/ t4) This 1s ﬁhe‘lingui?fic dee strucfﬁre hypothesized by¢Ch0méky (Chomsky

1965) which has a central role in“the theory of transformational grammar.
(5) The notion that the meaning of a sentence is a program: is enerally

called '"procedural semantics". Procedural semantics is in general use for °

question answering applications. It does not, however, constitute a
complete theory’ of meaning. In particular it does not account for such
phenomena - as declaratives, uses of temporal references, and belief
structures. : e o R .o oo "
. (6) The idea-of associating additional ihformation with a phrase structure
) %Sg??ar has appeared: in various forms since early compiling systems (Irons
‘ . , _ o : :

\

. A ; “ . s - 11 - ) . \ o s ) .
o . : . . ‘ L 1Y '

,ﬁfirsﬁ'p@ase, the syntactic component derives the "deep _structube" of the"

- interpretation procedune?bébduces the representation of the meanlng of "the

[ ‘usé#’“Mn. groups to .extracﬁ'the heahing of different pigceS'oféthe syntax

j " -=tree.. The third phase ‘is the execution of the formal expression to produce -
! . . . . . . B .

Fnd' these -are direct results of the carefully ‘desigded formal query

e}
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sometimes arbitrary, sometimes restricted, ggygménting each of.the rules

that can be used to block the épﬁlicat;dn of the context-frée-rules'and to

maintéih spfucpures. While thé 'paradigm pf augmenting phfase structure

'/ o grammaps_ié foiféwed by ‘a large number>fbf natural lapguage' sysfems,_”
1mportan§ difﬁéﬁgﬁpes exist with resbect'to.wﬁat type of information is
éncéged,in the,gramﬁ§r. For example, _ﬁhe. LUNAR ,System’ZUSesl a puréi}

' 'éyﬁtactic grammar(7) ‘and uses the augments to éeffofh synfacfic 6pebat10ns

) sgch.:as 'subject-verb agreement = and to 'mainbaih the structure of:the.
_s}ntactic tree. @LPQ uses a .syntactic grémmar 'restridted‘ b&:iusuﬁiiy :
semantic features and uses the augmenté  tg; perform parallel semantic

o interpretation. CONSTRUCT performs the semantié‘interpretation 16 parallel
. with_é-set of cénte;t-freg_rules that are semantically 6r1ented;' PARRY s

r

patterns,' if viewed as limited, phrasemstructurej.gnémmar rules, are

directly lirked.to the semantics of the system. The ° decision about how

~ much semantic information to enchenin the érammar-is;g trade-off .between
efficiéncy'and_generality. }Eaéh_of the systems presentedfhére_repbésenés a

- defensible position.aibhg this spectrum. : » . ;
| wWwhen we begah. devalcping thé:iSOPHIE;>syStem(8) we explored the
pdssibilityl of usihg,.intact,‘the syntactic cohponeqt,of the LUNAB system.
~ Since the LUNAR syntactic component was building a linguisticaliy motivated
- description, as dbposéd to the task orieﬁted'descriptions beihg .built by
‘tfhe other 3ystems, wetfelt its fbénsférgbility to other domains wolld be

_.3;higﬁf%'Wé”fOUnd the grammar to be very = adequate, parsing many of the mast

}fQ6@p1;catpd5 sentences we felt SOPHIE wculd ever need to understand.
;;Uhféﬁtunately, on simple:Sentences it provided more information  about the

- . X! : PR - . -
sentence than we needed. For example, tense information was seldom needed

- 3

A and in ’those 'céses whera ’needed, it ‘could be extracted from_  the .
Tle 7 relaﬁiénshipé_ between conceapts. - Tﬁe .quantification and relatiye clause
mechanisms were oriented towards woods"foﬁmé; query Ianguage which ‘was not

R {7) The augmented transition nelwork Is an extension of a recursive
¢ * - transition network that has the power of-a phrase structure grammar. For
" this reason we can classify it here as using an augmented phrase structure
grammar. We will argue later that the transition network nas ‘conceptual
advantafes over phrase structure rules, .but this does not affect this
discussion. which points out the diffﬁrence in the kird of information
.captured in the grammar. G P . _
: (8? A SQPHisticated Instructional Environment for teaching, 6 electrontc
- - troubleshooting. . Chapter 3 provides examples of SOPHIE’s language
' requirements. - . : o . .
1

*
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natural for our use.“ ‘The ~use of conjunction” in"  our domainm is
straightforward gand 'relativelyh,predictable, unlike its use in the LUNAR
,domaing',All_in_all we had the feeling of using a microscope when we only
needed a magnifying glass! The underlying semantic structure of our system
could . not take advantage of such detail . Added detail is acceptdble (it
‘can - always be ignored% except that" the perception of such .detail takes
time, which 1s a- \3carce commoditp. The LUNAR system was taking 2 or 3
seconds to syntactically parse a sentence and another 5 to semantically

- » :p interpret it. This experience - led .us to;!explore ways ~in. which the /

‘semantics of the system could'be used to speed the understanding process.;

- The technique we developed (described in Chapter.l) has mueh in- common '

uith “both NLPQ and CONSTRUQT. Hoaever significant differences'arise;from.
. the emphasis we haue;'placed on dealing with dialogues, and on the
construction of:a‘friendly system. This has caused us to exploit two uses.
of.semantics (during;parsing) not found in_tnese o»her'systems. One is the
insight'provided.into the nature‘of ellipsis and' deletion -in dialogues.'
The other 1is' the basis provided for characterizing a haoitab language.
In Chapter 4, we shall discuss our concept of a semantic grammar and how it
'allows exploitation of these two advantages.. Before . we ‘get inte the

' details of how th1= is accomplished we present in the next chapter an o

example of what has been accomplished

™~
A
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Chaptér~3
SAMPLE DIALOGUE

Before delving intq.the'structﬁral aspects and technical details of

-+ the semantic grammar technique, we would first Like.to provide a concrete

exémple of the dialogues it has supported. This chapter presents an
énnotated dialoguezipf a étudent using the "Intelligent" CAI 'System
SOPHIE.(9) °~ SOPHIE was. developed to 'explnne~'the -use "of  artificial

1ntelligence'.techniquas-1n-prov1ding tutorial feedback to students é&ngaged .n

in problpm solving activities. The particular problem solving activity
that SOPHIE is concerned with is the troublnshooting ‘of a malfunctioning
pilece of électronic eqnipment. SOPHIE models the plece:- of eqnipment~ and

answers “the student”s requesté'for measurements and other information to

aid.him in débugging thé equipment. More important, tnroughout:the pnoblem

lsolving session, SOPHIE can evaluate the logical. consistency préTEtUdent’s

hypothesis or generate hypotheses which are. cons istent with the behavior
the student has thus fax observed (10) rIn the dialogue, the "student’s -

ltyping '1gi'underlinep. = Even though the dialogue:deals with electronic.

jérgcn,.tne linguiétic issues it exemplifies occur in all.'domains. The

‘annotations (lower case, indented) attempt to point out theése prbbLemS‘and

should be undnrstandablé to'the non-P’Pct“onics orinqtedﬁreaderi

”*’wELCOME TO SOPHIE - A SIMULATED ELECTRUNICS LABORATORY. S

The circuit‘(Figure 3.1) is based. on the Heathkit ip- 28 power supply.

. The IP-28 is a reasonably sophisticated ower supply with -both current
limiting and voltage limiting bPhav .. These two interrelated
feedback loops make troubleshootlng this ci*cuit non-trivial

>>INSERT A FAULT . : . R

‘.

“

The student’ tells SOPHIE to give him. 4 fault which he can -
troubleshoot. SOPHIE randomly selects a fault, inserts 1t into a model
of _the. instrument and tells the student how thP front panPl controls
are’ prespntly set

THE INSTRUMENT HAS A FAULT AND ITS PRES&NT CONTROL SETTINGS ARE

CC 1.0 CURRENT CONTROL-FROM 0.0 (MIN CURRENT) TO 1.0
CR HIGH . CURRENT RANGE SWITCH, HIGH 1 AMP LOW=.1 AMP
LOAD - 1000 LOAD RESISTANCE IN OHMS "
) Ve .0 "VOLTAGE CONTROL-FROM 0.0 (MIN VOLTAGE) TO 1.0.
- VR ... HIFH VOLTAGE RANGE SWITCH, HIGH 30, LOW=10.VOLTS

)

(9) The dIalogue ds 1ntended To ~demonsirate SJFHIL s 11ngu1§fic
capabilities an

not meant to exnibit the logical or. deductive caEabilities the syst:z

(10) The reader is encouraged to _see {Brown and Burton 1975) for Pur her
examples and descriptions. of SOPHIE's tutorial . and 1inferential
capabilities. .

o
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8>WHAT IS THE OUTPT? ° ' '
UTPT =>.00TPUT

THE OUTPUT VOLTAGE IS 1.2 VOLTS.

- SOPHIE corrects the student’s typing mistake. o '
Notice that "the cutput" was disambiguated as the output voltage.

IF 'YOU ARE NOT SURE~WHETHER\A VALUE IS CORRECT,.YOU CAN ASK "IS THAT:

VALUE CORRECT?" o : B - _

" The system points out,a*feature'that the student'maﬁ nof otherwise be
. @ware of, "Correct" here means what it is in a working instrument.

>>IS THAT RIGHT .~ . “ T

- IN"A"WORKING CIRCUIT THE OUTPUT VOLTAGE IS 30.1 VOLIS.

THAT VALUE IS INCORRECT. o : ' :

~ "That" here refers to the value of the previous measurément.. SOPHIé,
in addition to the faulted instrument, has a working circuit which can
be used to take reference measurements. v _ -

>>WHAT IS THE VOLTAGE BETWEEN THE .CURRENT LIMITING TRANSISTOR
...AND THE CONSTANT CURBENT SOURCE? ‘ : : .
THE VOLTAGE AT N IS 2.08 VOLTS. -+ -, :

‘In addition to specific part names, SOPHIE recognizes references to
arts by -their section. - Notice that although the sentence :zays
'voltage between x and y", it really means "voltage at z with re.»ect

.. to ground". The output routines rephrase the input in a simpler jorm
" (i.e. _Between x and y reduces to N4j. L - .
RN

} %QWHAT-IS IT BETWEEN THERE AND THE BASE OF Q6 o

Here it befeﬁs‘to "the voltage" and "there" refers to N&.
Also notice that "between" has te be treated differently,
i.e. two nodes are explicit. now. :

- >»IS THERE ANY RIPPLE.IN THE VOLTAGE AT THE BASE OF QU?

3

SOPHIE = recognizes _that the student is moving into an area that it is
‘unable to handle. .This is currently done b% eyword recognition (e.g.
ripple) but points out a technique "tnat should be incorporated .In
other aspects of ‘the system as well. _ :

“« >>WHAT 15 TEE BA3E CUREENT. OF %;
- THE BASE CURRENT OF U3 IS T2 MICROAMPS.

" SOPHIE can answer questions "about current, resistance, and power
dissipation-as well as voltage. The odtput and input roufires know
aboug unit prefixes.

>>THRU. THE EMITTER?
THE EMITTER CURRENT OF Q3 IS--.26 MILLIAMPS.

This 1is. a t{pe of sentence _fragment that occurs frequentl{ in

dialqgues tha we will refer .to as an ellipsis. Rather han

specifying a complete thought, an ellipsis only gives that piece of

the thought which contrasts an earlier thought. Notice that the
" referent cannot be determined - on syntactic %rounds (as is possible
.with the ellipsis "tne emitter current™: zet his 1is the . sort of

statement, =2 student might make if the last answer had caused -a slight
. shifting of his thinking. . .

>>COULD THE PROBLEM EE THAT IS BAD? .
. PLEASE BE MORE S?ECIFTU‘IEUUQ;HUW‘UE‘TS FAULTED.

. N
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 WHEN THE SETTINGS WERE:

>>COULD IT BE SHORTED?
- THE SHORTED MODES OF - A

_TERMINAL ‘MODELLED OPEN.

'>>WHAT COULD BE WRONG

&

The student_develops an idea about what is wrong and asks to

" .
evaluated. S

TRANSISTOR CURRENTLY IMPLEHENTLD ARE: ALL
JUNCTIONS SHORTED OR ONE JUNCTION SHORTED KITH TPE OPPOSITE '

A hypothesis must be completely (or non-ambiguously) specified before -
evaluation can take place. Even though the last statement generated
an _.2rror. condition, 4t is still used to determine possible pronoun

_referents. % .
SHOULD Q5 HAVE ALL JUNCTIONS SHORTED? . _ o ;

WHICH TERMINAL SHOULD BE MODELLED OPEN?

<> THE -BASE ¥,

OKTTI'EE_EET Q5 HAVE ITS EMITTER COLLECTOR JUNCTLON SHORTED AND ITS BASE OPEN

At this point, SOPHIE "looks back over the student’s. measurements to -
determine. if he should have "known better®. See (Brown anc Burton .
1975) or (Brown et al. 197%). for further. description.‘ : )

HMMM LET ¥ CUMPUTE ON- THAT FOR A. MINUTE.

When tne sSystem knows there. maybe a long wait a "delaying" message is
printed ke, let tre student know something is hapoening.

CC=7.0, CK=HIGH, LOAD=1000, VC=' VR=HIGH )

THAT FAULT CONFLICTS WITH THE FOLLOHING MéASUREMENf :

YOU OBSERVED .THAT THE VOLTAGE BETWEEN NU AND N5 WAS 1.28 VOLTS.

IF Q5 HAD ITS EC SHORTED AND ITS BASE OPEN IT WOULD BE 1.1 MILLIVOLTS.
N. A"WORKING. CTRCUIT IT IS 1.43 VOLTS. S

'BUT THAT FAULT DOES EXPLAIN THE VALUES YOU OBSERVED FOR

THE QUTPUT VOL TAGE, THE VOLTAGE AT NU, THE VOLTAGE BETWEEN N4 AND N10
THE EMITTER CGPRENT OF Q3 AND THE BASE CURRENT OF Q3.

. . ' . : - \ w
\ ¢ . S .

The student cannot go funther and asks for assistanoe. . SOPHIE
proposes some po“sible hypotheses for the student to explore.*' C

.THERE ARE 'LOTS_OF FAULTS WHICH.WOULD' EXPLAIN THE ﬁkASUREMENTS YOU
HAVE TAKEN. HERE ARE SOME POSSIBILITIES:

THE RESISTANCE QF R8 CHANGES R
THE LEAKAGE RESISTANCE OF CU4 CHANGES - : o : s L

THE BETA_OF Q3 CHANGES . . . g R
R15 IS OPEN _ L, :
Q6 IS FAULTED oo

‘-i)IF R8_WERE 30K, WHAT WOULDOTHE OUTPUT VOLTAGE BE? .
'UNDER ' THE .PRESENT SETTENGS, THE OUTPUT VOLTAGE WOULD BE..504 VOLTS.

IN & WORKING CIRCUIT IT IS 30.1 VOLTS.
The student doesn’ t believe one of the possibilities s6 he checks it

using a hypothetical statement Even thoufh the voltage in this case
rc

. and that In the case of a faulted ¢ uit are not the same’, - they
qualitatively agree. - . _

- 17 - "'/’- . Nl - vt
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>REPLACE Q6

The student guesses maybe Q6 is bad and tries toc re lace it. When the .
g%ugent ri lgces a part SOPHIE queries him to 1nsis that he know how
s faulte . '

I AM SOING TO ASK YOU SOME QUFbTIONS ABOUT HOW 06 1S FAULTED.. T

§RE ANY JUNCTIONS SHORTED? ek , L -

WHICH JUNCTIONS ARE SHORTED9 ' , '
4 . - ‘. o Sl

.

If the response to'a query is not understood, further specification of
the expected response is given. . E

i

.- PLEASE SPECIFY THE JUNPTIONS AS'EC EB AND CB (SEPARATED BY SPACES)
WHICH JUNCTIONS ARE SHORTED?
> EC EB AND CB :
Qb IS'NUT‘FIUETED IN THAT MANNER

' The Eart would be replaced if any of the Junctions had been shorted.
. - SOPHIE would normally have critégued the student’s hypothesized fault.
’ This was not 1ncluded in the dialogue to save space,

Q6 KOT REPLACED PRI . _ o -

>>VOLTAGE' DROP ACROSS R L |
: THE'VUETIGEfKCRUSS‘HS‘Ig -.028 MILLIVOLTS.

' Some noun phrase atterances are recognized as questions. }

>>WHAT ABOUT Rao . . .
T SS R3 IS 71.6 VOLTS." . 3 |

Another ellipsis. . The context of the previous que tion . is used to
determine "what" about P3 . 4 :

" >>REPLACE R ‘ : ' N
IS‘R}‘TEHHT1§ SHORTED OR DOES IT HAVE THE WRQNG. VALUE° Y

> .IT.IS OPEN . _ , ST -
| R3 REPLACED ; -
_ ﬁgIS THERE ANYTHING ELSE WRONG
. After fixing the fault the - stu ént uses SOPHIE to explore other .
_..aspects of t e circuit’s behavior. - : _ ' '
>>IF C2 WERE LEAKY, WHAT WOULD THE VOLTAGE ACROSS IT BE?

The referent to "1t"-in this case occurs earlier in the same sentence.
IS IT JOKAY IF I USE 10000 ‘FOR THE LEAKAGE RES ISTANCE OF c2? -

IF THE LEAKAGE RESISTANCE OF C2 WERE 10000 :
i ' UNDER THE PRESENT SETTINGS, THE® VOLTAGE ACROSS C2 WOULD BE 26.3 VOLTS.
.~ IN A WORKING CIRCUIT IT IS:28. ?/VOLTS iy

>>WHAT HAPPENS IF c1 SHORTS? /

i CC=1.0, CR= HIGH LOAD—1000 YC=1.0, VR=HIGH,

IF C1 WERE SHORTED, D3 "WOULD BECOME OVERLOADED. .
e Ir the case where nqthing more interesting happens, "what happens"
questions default 46" the output voltage. -

>>IF Q6 HAS AN OPEN EMITTER AND A  SHORTED BAE COLLECTOR JUNCTIONN OF

esw Y r

_/“
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nip-THE *gbx GE LIMITING SECTION AND THE YOLTGEA REFERENCE SOURCE?

~ VOLTGEA => VOLTAGE - . L S 'i

- Several examples of the _use of conjunction. Imagine the student’s
frustration if he is forcéd to type this' query over because of
spelling mistakes. L

o
N

IF Q6 HAD ITS BASE COLLECTOR JUNCTION SHORTED AND ITS EMITTER OPEN,

UNDER THE PRESENT SETTINGS:
"CC=1.0, CR=HIGH, LOAD=1000 VR=HIGH

THE VOLTAGE BéTWEEN/Ns AND N13 WUULD BE TAE SAME, I.E. 28.9 VOLT

_ A hygothetical question is first tried under the present settings. If
< no d fference is noted, other settings are trizd

LET ME TRY“ANOTHER CASE WHICH USUALLY POINTS OUT- PROBLEMS IN THAT
SECTION OF THE .CIRCUIT.
. UNDER THE SETTINGS:
CC=.9, CR=LOW, i.0AD= 10 VC= VR= Low
THE VOLTAGE BETWEEN N5 AND N13 HOULD éE
IN A WORKING CIRCYUIT IT IS.9.57 VOLTS.

;;WHAT IS THE OUTPUT VOLTASE WHEN THE VOLTAQE CONTRQL IS SET TO .57 .

- THE OUTPUT VOLTAGE IS 15.6 VOLTS.

OOLTs

gothetical question tcan involve the, chaniing of a control. If
%hig appens the control is left at the new setting and the student is
o] SO. .

SSIF IT IS SET TO- .77
WITH-THE TOLTACE CONTROL NOW SET AT .7

- THE OUTPUT VOLTAGE IS 21.4 VOLTS.

Context determines which measurement should be taken and which control
should be set. .

?

-w1 THE VOLTAGE CONTROL NOW SET AT .9 =
THE OUTPUT VOLTAGE IS 27:2 VOLTS. |

>>>¥%AT IS THE CURR .NT_THRU THEE%CA¥H§NDTHE vyC IS SET TO 1.07?-
THE CU;PENT THRU THE CURRENT CONTROL IS 30, MILLIAMPS

CC and VC are abbreviaticns. . Notice that controls "are also "parts"
*that can be used in‘measurements. C

>>WHAT IS IT WITH IT SET TO .82
WIT OL NOW SET AT .8
. THE CURRENT THRU THE,CURRENT CONTROL IS 2? MILLIAMPS.. : o

~

Here the system must correctly instantiate two occurrences of "it",
The referent to the second "it" could be either CC or VC since these
are both controlss

-

o~

>>GO0DBYE
GOUDBYE

™




Chaptér 4 =7
SEMANTIC GRAMMAR.: -

NTRODUCTION - - | )
' In Chapter 1 we described the requ1rements for a natural language
processor in.a learning env1ronmeut Briefly, they are eff1c1encv and
friendliness over the 'class of sentences tnat .arise in a dialogue
situation. The major.leverage points welnave "that allow us"to satisfy .
_ these requirements aré; (1) limited domain, (2) limited activities within .
. that domain, and (35 known'conceptualizations of tine domain. In other .
- wuras, we know the problem-.area, the type of probIem the student is trying
‘to solve, and the way he should be thinking about the probiem in order 'to
solve. 1it. *_5nat ‘we .are then faced with 1s taking advantage Sf these

constraints in order to provide an effective communication channel

Notice that all of these constraints relate to” concepts underlying the‘;

student's act1v1t1es In SOPHIE, the concepts 1nclude voltage, current,i'”

S5

parts, transistoro, terminals, faults, particular ‘parus (e.g. R9, 05,
etc.), ‘hypotheses, .controls, settings of controls, and so on. The
(déﬁéﬁééncy)' relationships ‘between concepts include things such as:
voltage can be measured at . termix1ls, parts-can be faulted, contrpls can be
set, etc, The student .in formulating a query or statement is- reguesting
information or stating 4 belief about one of these relationships (e.g.
"hhat is the voltage at the collector of 05" or "I think R9 is open". )_‘ It
occurred to “that the best way to characterize the' statements used for
this task was in terms of. the concepts themselves as ‘opposed to the
traditional syntactic structures. The language can oe described by a set
- of grammar”rules that characterize, for each concept or relationship, all
,of the - ways of expres31ng it in terms of “other constituent concepts " For
"example, the concept of a measurement requires a quantlty to be measured .
and something,-against which to measure it. A measurement is typically
expressed by giving the quantity followed by a preposition, followed by the
thing that specifies where to measure (e.g. M"voltage across C2", "current

thru D1, "powér dissipation of R9", etc.) These phrasings are captured. in



-

g

the grammar rule:(T])' _ y ij A |

<MEASUREMENT> :=.'<ME*SUREABLE/QUANTITY’> <PREPX <PART>

The concept of a measurement can, in turn, be . uéed as part of other=

concepts, e.g. to request a measurement "What is the voltage across Cd?";
or to checkra measurement "Is the nurrent thru D1 correct?" We call this
type of grammar a "semantic grammar" because the relationships it tries to
characteriz: are semantic/concep\ual as well as syntactic. _ _ ' }
‘Semantic grammars have two . advantages over: traditional syntactic
grammars They' allow semantic ‘constraints to- be. used‘to make predictions

during the parsing process, and they provide a useful characterization of

those sentences that' the system should try to handle. The predicuive

aspect is 1mportant for ~four reasons: - \\J) It reduces the number of
alternatiues that must be checked “at. given time- (2) it reduces the

famount of syntactic (grammatical) ambiguity, (3) it aﬂlows ~recognition of

ellipsed or deleted phrases' and (4) 1t permits the parser to skip words atp

controlled places in the input (i.e. it enables a reasonable specification.

,/of control) These points will be discussed in detail in a later section.

"The charactepization .aspect is iwmportant for two reasons., (i) It

P

..prov1des a handle on the problem ‘of constructing a habitable sub language;'

Theﬁ system knows how to deal with a particular set of tasks over a
particular set of objects. The sub- language can be partitioned by tasks to

accept all straightforward’ ways of "expressing those;, tasks, but does not.

need to worry about others; (2) 1t allows a reduction in the number of
sentences that must be accepted by the language while " still maintaining
: habitability. There may pe syntactic const”ucts that‘ar~ used frequently

with one concept (task) but seldom with another.g For _example, relative

_clauses may be “usgeful in explaining -the reasons for performing an
experimental test but are an. awkward (though possible) way of requesting a

‘ measurement " By separating the processing along semantic grounds, 0. 7 nay

'gain efficiency by not having to accept the awkward phrasing.

(11) This 1s not actually a rule from the grammar but’is mer‘Iy‘Intended to
be suggestive. )

R
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resentation of Meaning. T

Since natural language communication is the transmission of concepts

-=.-via " phrases, \the '"meaning" of a phrase is its correspondent in the

'conceptual space. ‘The entities in SOPHIE's conceptual space are objects,

relationships between objects, and procedures for dealing with obJects

The meaning of a phrase can be a simple data object (e.g. "ecurrent 11m131ng

trans13cor") or a complex data obJect (e.g. "C5 open", "Voltage at node

,1?). -The _meaning of a question is a call to a procedural specialist .that

¥nows how to determine the answer. The meaning of a command is a call to a

'procedure that performs the specified actlon (12) For example, the

procedura] specialist DOFAULT knows how to fault the clrcu1t and is used to -

represent the mean1ng.of.commands to fault the clrcu1t (e g. "Open . 9"

- "Suppose (2 .shorts and R9 opens"). The argument that DOFAULT necds 1n

order to perform its task 1s an 1nstance of .the rconcept of faults .that -

spec1f1es the particuiar.changes to be made, e.g. "R9 being open" These
same concepts of particular faults also serve as' arguments  to- “two other

specialists: HYRZESI/’ﬁhich“xdetermines “the .consistency? of a fault with

Egsult of the Ear31ng B B f. BT ' f; ; : . )

Bas1ng _the grammar on conceptual ent1t1es -allows “the semantic

3

1nterpretatlon (the determlnatlon of the, ooncept underlylng a phrase)’ to

proceed xln parallel with the par31ng Slnce each of the non-terminal

: categor1 S in the grammar is bused on a semant1c un1t each grammar rule

can spec1fy the semant1c descr1ptlon of a phrase ‘that it recognizes in much
the, same_ way that a syntactic grammar specifies a syntact1c descr1ptlon

constructlon portlon of the rules is ‘procedural. Each_ rule  has the

freedom to decide how the semantlﬂ ‘descriptions, returned> by& the'

oonstltuent 1tems of that rule, are to bé put together to form the correct

"mean1ng"

(12) DecIarafive statements-are treated as requests because the pﬁagmatlcs
of the situation 1mply that the student is asking for verification of his

statement. For example, "I think CZ is shorted". is taken to be a zest
to have the hypothesis "C2<is_shorted"_prithued ' / '
. - N ] . e B o o
' - 22 - /
3L

"resp;ct/tg/thé/present context, e.gf-"Could_ RO be open“',~ and SEEFAULTM -
_whie checks. the actnal~status of the circuit,.e.g "1s R9 open°"._



"For 'example, ths meaning of the phrase "QS" is the data base obJect
_ Q5. The meaning of the phrase~"the oollector Qf Q5" is (COLLECTOR Q5)
" where COLLECTOR is e funotion that returns the data base item that is the
_.icollector of the given transistor " 'For a more complicated example,
_ consider the non-terminal CMEASUREMENT> shown in Figure 4.1, .
' ‘ Figure B ° -3
_ A Semantic urammar Rule(13)
<MEASUREMENT> - := cutput <MEAS/QUANT> fof <TRANSFORMER>] 1
CTRANSFORMZRX <MEAS/QUANT> "1
. <MEAS/QUANT> “between <NODE> and <NODE> ! .
. <MEAS/QUANT> <PREP> <PART> ! )
o _ CMEAS/QUANT> between output terminals | -
- <MEAS/QUANT> <PREP> <JUNCTION> I - ,
S & © - <MEAS/QUANT> <PREP> <NODE) ! L
<JUNCTION/TYPE> <MEAS/QUANT> T
of <TRANSISTOR/SPEC> ! S T

<TRANSISTOR/§ RM/TYPE> <HEAS/QUANT> . R
oftr CTRANSISTORD - . :

The goal for this non-terminal ‘is to capture all of the- ways that a student
" can 'specify a measurement (voltage-, across D3, output current, etc.). To-
-specify a measurement there must be a quantity to be measured <MEAS/QUANT>
(e. g. voltage, current resistance, power dissipation), and something ‘to
measure (e g. with respect to a- part <PART/SPEC>; a transis*or Junction,
.<JUNCTION> or possiblj a -point in the circuit <NODF>) lhe rule for .
i <MEASUREMENT> expresses all of the ways that the studLnt can give ;a
measurable quantity and ‘also supply its required arguments The structure
‘which results from <MEASUREMENT> is a function call to the function MEASURE
:which supplies the quantity being measured und other 1argumenus specifying
where to measure' it. Thus the meaning of the phrase 7the voltage at the -
collector of Q5" is- (MEASURE VOLTAGE (COLLECTOR Q5)) which was generated

from the control structure: R o '/

!

(13) The rule is ex ressea’in a BNF;IiEe notation whieh‘is an abstracEion
of the actual ru (see next ' section). Non-terminals are in capital’
letters and enclosed~in angle brackets. Terminal. ‘are in lower. case.

Brackets enclose optional elements. Alternative right hand sides are
separated by a "I", S ) : , 7' C i

. - | ‘ R ..( | | . o . //
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'.xbelng

measurement o R

. '/ \
a , " meas/quant node .
B voltage -  terminal
A |
" terminal/type - ,Parﬁ” -
. collector- ' '95

[
LN

of Figure 4.1 reveals that <MEASUREMENT> also

A careful examlnatlon
of .Node - 4."

, accepts "meanlngless" phrases such as "the power d1ssipatlon

In addition, it accepts

between ‘Node 3 and Node T4 whlch SOPHIE does not calculate., This results .

from generallzlng fogether concepts which are not treated 1dentlcally 1n'

the ‘surface’ structure In this case, voLtage,

power dlsslpation were generallzed to the concept of a measurable quantlty.;
and hay}ng the

‘current, ~resistance and

Allow1ng ‘the grammar to accept more statements
argument-checklng done by the procedural spec1a11sts has the' advantage of

allownng the semantlc rout1nes to- provide *he feedback as to why a sentence
cannot be 1nterpreted or’ "undmrstood" ' It also keeps
cluttered, with =pecial rules for.. blocklng mearlngless phrases.
',Carrled ‘to the Jlmlt the generallzatlon strategy w0le return the - grammar

to belng "syntactlc" aga1n (e. g. all data objects are "noun phrases") The

trlck is to-leave semanti¢s in the grammar when it is benef1c1a1 -- to stop -

extraneous,fparslngs early, ore tlghten the range: of a referent for an

ellipsis-or'deletion._ This is obviously a task spec1f1c trade-of1 (14)
A

some meaningful phrases such as, "the resistance

the grammar from.

(%) Bobrow and Brown (197“) descrlbe an 1nterest1ng paradIgm from which to
consider th1s trade-off. ; ’




. The relationship between‘"a phrase and 'its . meaning . 1is usually
straight’orward. However, it is not limited to s1mp1e embedding Consider
‘the phrases "the base emitter of Q5 shorted" and "the base of Q5 shorted to
‘the em1tter", The''thing which is "shorted" in both of. these phrases is the

"hase.. 'emitter Junction of Q5 "  The rule that recognizes both of these

rphrases, <PART/FAULT/SPEC>, ¢an handle the first phrase- by. invoking its.

constituent concepts of <JUNCTION> (base °m1tter of Q5) and <FAULT/TYPE>

_(shorted) and combin° their results. In the second phrase, however, ;it

" must construct the proper Junction from the separate occurrences of the two
. terminals inyolved.c Figure y.2 gives the rules used to recognize these two
situations.: ‘The 'situations are distingu1shed by the occurrence of the
optional const1tuent in the second‘phrase. (As wlll be discussed. later,

the .rules are procedurally «oncoded, _which proVides a natural'way*of

buiiding sep.rate semantic forms for' the. two cases. )"‘Notice \fhat ‘the'

J

parserf does some paraphra51ng, as the "meaning" of the two phrases is the

—~-

same. - . R E ,
Figure 4,2 -
Grammar Rules oo T s -

<PART/FAULT/SPEC> ‘-_<FAULTAJLE/THING> is <FAULT/TYPE>
Lol A n [fo <TﬁAhSISTOR/TERMINAL/T1PE>] B

<FAULTABLE/THING> ] <JUNCT’0N> ! <TERMINAL> ! <PART> " I
<FAULT/TYPE> := open ! shorted T .

<IRANSISTQR/TERMINAL/TYPE> 1= _base 1 emitter l-collectorf

B aThis discussion has b en presented as if the concepts were defined a
Q[;Q.if by the capabilities of the system. Actualij, for the system to
remain at all habitable, the concepts“ are"discovered’ in ‘the‘?Lnterplay

. between the statements that are made 1n the" dcmaln and'the capabilitle of

the systcm._ When a part1cu14r English construct is difficult to handle, it

- s probably an\indication that the concept it is trying to express has not

,been recoga*zed properly by the system..,In our example "the base of Q5 is

'shorted to the emitter" the relationship -between the' phrase and its .

B meaning is awkward because.the‘present concept of shorting rejuires a part
‘or, a-junction; The example 1s getting at a concept of shortlng, in ‘which

_any two term1na1s ‘can ‘be shorted together (e €. "the pos1tive term1nai of

.'R9 is shorted to the anode of D6")., This is a v1ab1e conceptual “view of"

. . . . !
i
/ . . . . i
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"shorting" but 1ts 1mp££mentatlon requ1res allow1ng arbitrary changes in
the topology of". the 01rcu1t whloh is, beyond the efficlency 11m1tatlons of
SOPHIE's semulator Thus, the system We were worklnb with 1ed us to deflne

the concept 1n too »1m1ted a way

UQE QF _SEM AN IQ INFQRMATIQN QQB NQ A SINQ
?reglgtlonr : - , _
Haylng..described ‘the' notion of,'a~ semantic grammar, we will now
describe.the ways it al}ohs _semantic ihformation to be used in the
.understanding process. One use of . semanticfgrammars i' o) predict"{he
p0331b1e alternatlves that mus“ be cheoged at a given polnt Consider, for
example, the phrase "the voltage at xxx"., After the word "at" is reached
in the top-down, left- to-rlght parse, the grammar rule correspondfng to the
cOncept' “neasurement"' can‘predict very spe01flca11y the conceptual nature
'of;"nxxé: 1t must be a phrase that directly or Lgdlregtlz spe01f1es a
‘ location in the101rcu1tu For example,‘"xxx" could be "the junctions of the
.current'iimiting section and the Vvoltage reference_source" but cannot be *3
ohms". R R |
.Semantic ~grammarSj'also have the *effect of reducing the amount. of

- grammatical ambiguityn In. the phrase "the',voltaée at xx" Ithe
_ prepos‘*lonal phrase .ﬁat xxx¥ w111 be associated with the noun "voltage"i
f w1thout conslderlng any alternat1ve parses that ass001ates it someplace
hlgher in the tree o

. ) Predlctlve 1nformatlon is also nsea‘to aid in the .determinatior of
o reférents;for}pronouns. If the abOVe phrase were "the voltage at it'™, the
grammar woulo be able to restrict the class of posslble,referents to
" locations. ' By taking advantage of the ~available " sentence. conte:&ts to
'predict 'the. semantic - class of possible réferents, . the referent’
Qetermination process is greatly simplified. For eXample: —

i f (Ja) Set the voltage control to .87
) E1b2 What is the current thru R9?
©(1c,; What is it with\it set to .9?
In (10), the grammar is able to recognlze that the first "it" refers to a
. _measurement that the student would 1i ke re- taken under’ sllghtly dlfferent
conditions. " The grammar can also deolde that the second "1t" refers to

"';‘25 -
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«ither a potenciometer or to the load resistance (i e. one of those things .

"which“can be eet). The referent for the first ©it" is- the measurement

taken in (1b);-"the current thru R9". ‘The referent for the second "it" is'

"the voitage control® which'is an instance of a potentidmeter. ,The:context~

.mechanism that-selects the referents will be discussed later.

| Simple Deletion o o h : _ : :
- The'semantic grammar is also used.to recognize-simple deletiong. The
grammar. rule for each conceptual entity knows the nature of that entity s’
conqtituent concepts Hhen a rule cannot find a constituent concept it

- can either:: . . | o

\ - P . e

a) fail (1f tre m1s31ng conce t is considered to be obligatory in the
'surface structure represent ation) or, , '

b) hypothesize that a deletiOn_has'occurred_and continue.

-3

For example, ~the concept of a TERMINAL has as one of its realizations the -

ccnstituent concepts of a TERMINAL-TYPE and a PART When its grammar rule

‘finds only the phrase "the coilector"‘ it uses this 1nformat10n to p031t

"that a part has: been deleted (i.e. TERMINAL TYPE gets instantiated to "the :

collector” but nothing gets instantiated to-PART) v The natural- language
_ processor then uses the dependencies between the -constituent concep.s to
determine that’ the deleted PART must be a TRANSISTORu The "meaning" of

"th1s phrase is then "the collector of some transistor"- ‘Which trans1stor

is determined when - the meaning is evaluated‘ in the present d1alogue C

context In particula., the semantlc form reEurned is_ the function PREF

and the classes of possible ”eferents, in our example the form would be’;f_
(COLLECTOR . (PREE‘ '(TRANSISTOR))) (15) _~ The operation of PREF will be ST

discussed later. -

Another ‘use of the semantic grammar allows the processor to recognize

elllptic utterances. These are utterances.that‘ do not express complete

thoughts =-- 'a completely specified question or command -- but oniy giye

~ : B 2

(15) The lan%uage LISP will be useagin examples throughout Fhis thesis. 1In
LISP, a function call is expressed in Cambridge-Polish notation: - as =z
parenthe51zed Jist of the function name followed by its arguments.

- 27 -
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differences between the - intended thought and -an earlier one.(16) For

example, 2b, '20 and 2d are elliptic utteranCes.

. Za; What is the voltage at Node 59‘
* (2b) At Node 1? -
20; and Node 27 i ')
2d) What ‘about between nodes 7 and 8°

Ellipses can begin'with.introductory phrases such as "and" in 2¢ ,oruﬁ"uhat
' sbout" in 2d; houever this is not required as can be 'seen in 2v. Part of

the ellipsis rule‘is.given”in Figube 4.3, | ‘ - »
‘ | . 'Figurexu;3
. SR . Ellipsis Rule .
i <ELEIPSIS; HE [/ELuIPSTS/INTPODUCER>] <REQUEST/PIECE> !

_ . <ELLIPSIS/INTRODUCER>] if <PART/FAULT/SPEC> -
 <REQUEST/PIECE. := PREP&J <NODE> ! '
P t<PREP> <PART> !

‘between <NODE> and <NODE>
L <PREP>] <JUNCTTON> . ;
-etc ] _
The grammar rule 1dent1f1es whlch concept or class of concepts are poss1ble
frcm the context avallable in the elliptic utterance. ) ' _
: ~ Whlle the parser is usually able to determlne the. intended"concepts

from the context avallable 1n an elllptlc utterance, th1s is not always the

case. _60n31der the folloW1ng two sequences of statements

’§3a) What"is the voltage at Node 57 o
3b)- 107 _ - _ co
2 Eua) Wha: is the output voltage if the load is 100?
- 4b) 102 - - . o -~
In (3b),. "10" refers to node 10, while in (4b; it refers to a load of 10..

: Tbe'problem this presents to the parser is that ‘the concepts underlying
' these two Jelliptic utterances haye nothing in comnon except their surface_
' neallzatlons The'parser which operates from conceptual'entities, dces not
have a concept that includes bcth of these 1nterpretaf10ns. One“solution
-would be to have the parser find all parses (concepts) and then choose
between them on the basis of context. Unfortunately, this would mean that
time -ie wasted looking for-more than. one parse for the large percentage of

sentences in which it'is'not necessary to do so. A better solution would -

2 (16) The standard use of the word "ellipsis" refers to any deletion.
Rather than- 1nvent a new wo‘d, we shall use the nestr:cted meanlng here.

_ 28" -
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be to allow structure among the conoepts;' 8o that the parser would

'recognize "10" as a memoer of'thefconcept-"number".‘ Then the routines,thatﬁ,

find the referent wouldhknow"that numbers can be either node' numbers or

values - 'This type of recognition could profitably be performed by a

boLtom-up approach to parsing However its adVantages over the present

scheme are not enough to Justify the expense incurred by a bottom-uo parse
“to find all possible well formed constituents.,»fAta-present the parser'?
assumes one interpretation, and a. messajze is printed to " the student
indicating the aseumed-interpretation If it is. wrong,.'the student must

supply more context “in his request. In fact "i07" is taken as a load

' specification and:if the student meant the node he would have to use "at

10" “N10" or "Node 10", Later we will discuss _the mechanism that o

defermines to which complete thought an ellipsis refers.
D§INS_QQNIEKI_IQ_DEIEBHLHE_AEEEBENI_ o
Progouns and Deletions - , | |

Once the parser has determined the-existence ard class (or set' of
classes) of. a pronounor deleted object the context mechanism'is invoked
" to determine the proper referent. This mechanism has a history of studentf

interactions  during . the ~current 'session th1Ch‘ contains, for: each

'ﬂinteraction. the parse (meaning) or .the student's statement  and the

response calculated by -the system. Tais l1ist provides the range of

possihle referents and is searched in reverse order to find »an object . of

- ‘the proper semantic class ‘(or ‘one of the proper classes). To aid in the

search the context - mechanism knows how each of the procedural specialists

appearing in a parse uses its --arguments. For example, the specialist

_ MEASURL has a first argument that. must be ‘a quantity and ~a second argument

that musf be. a part, a junction, a section, a terminal or a node. Thus

when the” context mechanism is looking for a Peferent that can either~ be a

PART cr JUWCPTON it will 1look ,at the second argument of a call to
'MEASURE but pot the first.. Using the information about the specialists,

the —context mechanism looks in the‘present parse and then in the next most
recent narse, etc. until an object from one of  the specified classes is

found. : S

,. o ay
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. The ° significance of" using the speCialist to filter the search 1nstead .
of Jjust keeping a list of' previously mentioned objects is that- it avoids

mis interpretations due to objeet-concept ambiguity As an ‘example,

: consider the following sequence from the* sample dialogue in Chapter 3:

a

gs; What is the Current thru the CC when the VC is 1. 0?
6) What is it when it is .8?

~

Sentence (5) will;berrecognized by the following rules from the semantic

u.grammar: _ - o

2 <SIMPLE/REQUEST> := what is <MEASUREMENT>
aé <MEASUREMENT> := <MEAS/QUANT> <PREP> <PART> oo

5.
with a resulting semantic form of°

(RESETCONTROh (IDTQ VC 0\ - .*. sl
(MEASURE CURRENT CC)) Lot

' . 3

3 <REQUEST> 1= <SIMPLE/REQUEST>.when <SETTING/CHANGE> - -

<CONTROL> := VC ) .

N

]

RESETCONTPOL is a‘function whose first argument specifies a change to

f'one of the controls and whose secono argument consists of ‘a’ form to beé

evaluated in %the resulting instrument contex ' STQ ‘is u°ed to change th

setting of the one of the coutrols. The first. argument o MEASURE gives the Y

‘quantity to be measured. The second speCifles where it is to be measured

To recognize sentence (69, the application -of rules. $2 and $5 are changed'

~There 1is. an -alternative rule. for <SIMPLE/REQUEST> that looks for, those

anaphora.that_refer to a measurement. Thesz phrases, such as "1t",- "that
renult" or "the value", are recognized i by the -non-terminal'
<MEASUREMENT/PRONOUN>. The alternative to $2 that would be used to parse

<SIMPLE/RBQUEST> := what is <MEASUREMENT/PRONOUN> E . .
The semantics of <MEASUREMENT/PRONOUN> indicate that an entire measurement

nas been deleted. The alternative to rule $5 L ' 8
<CONTROL>- i= it | .,i
recognizes "it" as an acceptable way to speCify a control _ The resulting

A

semantic form for senterice (6) is: - | .

" (RESETCONTROL (STQ (PREF '(CONTROL;) .8)
(PREF '(MEASUREMENT))

<SETTING/CHANGE>. := <CONTROL> is <COVTROL/VALUE>{'F‘ o B



PO

. ’The function'“PREF searches back through the context of previous ‘semantic. v'Q"
' forms to find the most regent mention of a member one of the classes. ) Infﬂ "
the above -example, 1it. vill find the control vC but not CC because the
character imposed on the arguments of MEASURE is that. pf ‘a "part" not. " a.

e

J; _"control", (17) The presently recognized classes for deletions are - ‘PART, ib/f/

S TRANSISTOR FAULT, CONTROL, POT, SWITCH DIODE MEASUBEMENT and QUANTITY. L

) (The“members of. the classes . are derived from the .semantic _network
associated uith a circuit.) ' i o

~:

N

) - . .

. . ’ .
If the problem of\ pronoun resolution is looked upon as finding a
previously mentioned object\for a currently specified use, then the: problem
of ellipsis can be thought of as finding a previously mentioned use for a

currently specified object. For example-}fﬁ

2%; What is. the base current of QH? -

In G57 | B
RS [} -\.') . '.' ;‘ . . ’ s
xThe' given object is "Q5", and the earlier function is "base current" For
.a given elliptic phrase, the semantic grammar identifies ‘the concept, {or
class of. concepts) involved. In (7) - since Q" is recognized by the\_

non-terminal <TRANSISTOR/SPEC> thecclass would be TRANSISTOR The context

mecnanism then searches for aaspecialist in a previous parse that accepted

the given class as an *argument. When one’ is” found “the’ new phrase is
plaCed in the proper argument p031tion and the modified parse is’ used as

the meaning of the ellipsis.*

L The~method of semantic classification (to determine reference) is very

T I

- efficient znd works well over our domain. It definitely does not solve a11 3

the problems of reference,' Charniak has pointed out the substantial t:“

PR s e o
-l
e

" (1 77The character imnogition as describnd is toc strong For example:
: .What are the spees of Q57 . .
: 2 What.is the voltage at its emitter?
The-character imposed on Q5 in $1 is that of a part which means that - the
.context mechanism invoked b -\$2~wh1ch is looking for a transistor wont‘t
“findr 1t. -This example is andled by relaxing .the restrictions the
rocedural - gecialis in $1 .puts on its argument (i.e. 1t can. be either a
ART or a TRANSISTOR). 1In «vite of th weakness 1in the argument. Ca e
limitation : approach, we have found” it to be a -useful means of reducing the o
search:time and av01ding some obvious mis—interpretations. :

.-31---'
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problems of reference 1n a-domain as seemingly 31mple as children's stories'
(1972) One of his examples demonstrates how much world knowledge may be
required to determine a referent (1972 p. 7).
Janet .and Penny went to the store to get presents for Jack. Janet
said "I will get Jack a top" "Don't get Jack a top" said - “Penny. "He
‘has a top. He.will make you take it ack "
Charniak argues ‘that _to understand to which of the two tops “itﬂ
refers, requires knoWing about presents, stores and what they will take

hack, etc. Even in domains-where it may be possivle to capture all of the

’ necessary knowledge, classification may still lead to ambiguities. .For

example, consider the follow1ng

9). What is the voltage at Node 5 if the load is 100‘7
10; Node 67
11 7? : - '
In statement (11) the user means Node 7. In statement (10), he has
reinfdrced. the use of ellipsis as referring to node number. (For example,
leaving out statment (10), sentence (11) is much mbre awkward.) On the:

other hand, if statement (11) had been "1000" or if statement (10) had been

- "10?", things would be more.problematic: When statement (11) is "1000"," we

can infer that he means a load of 1000 because there is no.node 1000. If
statement” (10) had been "107?7", tnere would be genuine ambignity slightly
favoring the interpretation as a'load'beeanse that was the 1last  number
mentioned. The major linitation of the current'technique, which must be
overcnme in order to tackle significantly mone complicated domains, is its
inability to return more than one,possﬁble referent. It considers each one
individually until it finds one which is satisfactory. The amount of work.
involved in enploying a technique whicn allows comparing referents has not‘_

been justified by our experience.

EEL";QNSHIE IQ QTHER SEMANTIC SYSTEMS )

The relationship _between semantic grammars and purely semantic
systems (Quiliian 1969; Schank et al. 1975) and t¢ some extent Wilks
(197.a, 1973b) parallels the distinction between procedural and deolarative

knowledge. The relationspip t\\t exists bectween noces in the semantic

Ayetwork'structure contains little or no infurmatica about how these

'reiationships might te expressed in language. An interpretation mechanism

' -
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must‘decide'where the information is[useful While this is, in some sense,
more general (the same information can be used for several purposes given
the "proper interpreter), it 'is necessarily less efficient. (Wilks has
extracted some expressive.information,-primarily concept order, .into' his
o <templates.) A semantic grammar, on the other hand, is written for the
process offrecognizing concepts as‘ they are (expréssed in the surface

<

© structures. -

NESS '. h , . '?;" .
| Having the ‘grammar .centered around 'semantic categories allows the
parser to be 'sloppy about the actual words it finds_ in the statement.
Having a concept in mind, and being willing to ignore words to find,it, is
the essence of keyword parsing schemes. It is effective in those cases
"where the words ‘that have been skipped”are'either‘redundant, or specify
gradations of an idea that are hnot~.distinguished. by the system. For -
"example, . in _the' sentence: ;Insert "a very hard fault", "very" would be .
~ignored; this:is'effective because the system does not have any further'
structurev over the_ class "of hard faults; In the sentence: "What is the
'~voltage across resistor R8?" resistor can be ignored“hecause it is implied
by "R8".(18) 7 - o
One advantage that a procedural encoding of the gramwar (discussed.
later) has ove r pattern matching schemes in the implementation of fuzziness
is its ability to control exactly- where words can be ignored. - Thls
»tprovides'_the ability to blend pattern matching parsing of those concepts
that are amerable to it with the structural parsiﬁg required. by;;more‘
complex concepts. The amount of fuzziness ~= how many, if any, words in a -
row can be ignored -~ is controlled in two. ways.. First whenever a grammar
rule is invoked, the calling rule has}the option of limiting the number_of
words that can be skipped. Second each rule can decide which of its
constituent pieces 'or words are required and how tightly controlled the
search for them should be. In SOPHIE, .the normal mode of operationh of the
parser Iis -tight in.the beginning‘of a-sentence, but fuzaier after it hag

made sense out of something. - R

(18) The First of these examples could be handled by maﬁing "very™ a noise
word (i.e. deleting it from all sentences). Resistor however is not a
noise word in all cases (e.g. "What is the current through the current
sensing res1stor?") and -hence cannot be deleted.

-33-
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Fuzziness has two <c¢ther advantages worth mentioning brieflyﬁ‘ It
reduces the size. of “the dictionary benause alr known noise words don't have
to be included.  In those cases where the skipped words are meaningful,- the
misunderstanding - may provide ‘'some clues to. the user which allow him to

restate his query. = 7 ' S S S

' Before a statement is parsed, a ' preprocessor ._performs three -
operations. The first expands abbreviations, deletes known noise words,~
and‘nanonicaliaes similar words to.a common form. The second is a cursorx

'spelling correction. The third is a reduction of compound'words.
Spelling~ correction is attempted'on any'word of the'inout string that
the system’does not recognize. The spelling correction algorithm(19) takes
the possibly misspelled wWord, and a list of correctly spelled words, and
determines which, 1f any, of the corgect words is close to the misspelled
word.(using a metric. determined by number of transpositions, - doubled
letters, dropped letters, etec.). Dur1ng the initial preproces31ng, the
list of correct words is:very omall (approx1mately a dozen) and is limited
to very commonly m1sspelled’ words and/or words that are cr1t1cal ‘to the
understanding of a sentence. The list is kept small so. that the time spent
attempting spelling correction, prior to\attempting a parse, is kept to ‘a
minimum. Remember: that the parser has the ability to ignore words in_the'
input string sn'we do not want to spend a lot of time correcting a word
that won't be  needed 'in understanding' the statement. But. notice that
certain words can be critical to the correct understend*ng of a statement. _
For example, suppose that the phrase "t he base emitter current of Q3" was
incorrectly_typed as "the bse emitter current of Q3".' If "bse" .were not
recognized. asybeing "base" the'parser‘would ignore it and (mis;)understand )
the phrase as "the. emitter currentiof Q3",‘a perfectly acceptable but much
different concept.(20) Because of this probiem, words like "base", which
- if ignored ‘have been found to lead to misunderstandings, are considered

critical and their spelling is corrected_before any 'parse, is attempted.

“(19) 1ne spelling correction routines are-provided by INTERLISP and _were

. developed by Teitelwan i'or use in the DWIM facility (Teitelman 1969,i374).
. (20) To minimize the consequences.of such misinterpretation, the system
always . responds with an answer that indicates what question i is
answering, rather than just gziving the numeric answer :

- 3 -
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Note that there are a lot of words - “capacitor" "replace", “open", for’

example--- that if misspelled would prevent the parser from making sense ef

the statement, but ‘would not lead to any mis-understandings. These words'
therefore are not con°idered to be critical and wbuld be corrected in the
,second attempt at spelling correction that is done after a statement fails

"to parse.

. e . - l R o ’ ]
Compound words are single - concepts that appear_ in the surface

structure as a fixed. seriqs of more .than one word. Their reduction is very

question "what is ‘the ltage range switch setting?“ -“voltage range

' important to the efficient\;peration of the parser. For: example, in "the

switch" is rewritten as the single'item'"VR" If not rewritten, .“voltage"

would be mistaken as the beginning of a measurement (as in "what is the

. voltage at N4") and. an attempt would h\ve to be made to parse "range switch

setting" as a place to meaqure voltage. Of course after_this failed, the

. corrent parse can still be found, but“reducing“compound wards helps to

avoid backtracking; In addition, the - reduction jof; icompound' uords

_conceptual units. In this sense, the preprocessing ‘can be viewed as a

preliminary bottom—up parse that recognizes local, multi-word concepts.'

I

‘ p— _i

' Once the dependencies between semahtic concepts have been expressed in
the BNF form, each rule in  the grammar is encoded (by hand) as a LISP

.procedure. This encoding process imparts to“the grammar a: t0p—down control
- structure, specifies the order of application of the - various- alternatives

of ‘"each. rule, and. defines the process of pattern matching each rule. :The'

resulti ing collection of LISP functions constitutes a "goal-oriented parser

in a, fashion similar -to SHRDLU (Winograd 1973), but “without the

' backtracking ability of PROGRAMMAR. -

As has been argued elsewhere (Woods 1970; W1nograd 1973), en’oding the

grammars as procedures --.including the notion of process in tr. grammar -

has advantages over -using traditional phrase . structure gramtar

representations.' Four' of these advantages are:

1) the ability to co? lapse common Earts of .a grammar rule . while still
maintaining the p=rsnlou1ty of the grammar. o

-1

1=

. simplifies the grammar rules by allow1ng them to- work w1th larger



2) g%ﬁng?lllty to collapse slmilar rules by ﬂpassing _arguments;ﬂ(as"withie'

=5
i

3) the ease of" interfa01ng other types of knowledge (1n SOPHIE, rprimariiy_.w '
' the semantic network) 1nto the parsing process. _ . . N

T 4) the ability to build and save arbitrary structures duning the parsing
process. o :

-In. addition to the advantages it shares .with other procedural
’representations* ‘the LI§P encoding has the computacional advantage of" being
_'compilable directly into. efficient machine code The LISP ‘implementation

. is efficient because the notion of process it contains (one process doingi-
recunsixe descent) is close to that supported by physical machines, -while
those (of ATN and PROGRAMMAR are non-deterministic and hence not directly
translatable into ' present architecture See (Burton 1976) for a

'description of how it is’ possible to minimize this mismatch ) Appendix B -

. déscribes ‘the details of the LISP 1mp1ementation and provides an eiample'of '
.».a rule from'the-grammar;~ . '
In terms’of efficiency, the LISP implementation of the- semantic
grammar succeeds admirably..- The grammar written ‘in INTERLISP (Teitelman"

- 1974) can be block_compiled} Using this technique, the complete parser
takes about SK of- storage and parses a typfcal'Student statement consisting
of 8 to ‘12 words in around i50 milliseconds! Appendix C presents parses

and timings ‘of some of the sentences used in the dialogue.

(21) This ability Ls sometlnes providea by ailowing -augments on phrase
s.ructure rules. ) » _ . .

'.
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Chapter 5
A NEW FORMALISM - SEMANTIC AUGMENTED TRANSITION NETHORKQ

Using the techniques' described in- Chapter 4 'af natural language

front-endfzgcapable of supporting the’ djalogue presented in Chapter 3, and,
' requiringl;less than 200 milliseconds cpu ,t1me 'per queéstion, ‘was

- constructed. :In - addition,' these same techniques were used_tofbuild'a

front-end for NLS-SCHOLAR (Grignetti et al. 1974 Grignetti et al. 1975) °

© (built by C. Hausmann), and an interface to an experimental laboratory for:

exploring mathemat1cs using attribute.blocks (Brown et al. -1976 In the

construction of these “Varying« systems,l ‘the notion of semantic grammar

‘proved to be useful. The LISP implementacion however ‘'was found to be a'f

bit unwieldv. While exprhssing the grammar .as programs has benefits in the -

I o
area of efficiency.ard a110hs r‘omplete freedom to-explore new extensions,,

the technique is lacking in perspicuity. ".This- 'lack of perspicuity has o

three major drawbacks: (1) the -difficultv encouhtered when trying to

R modify or. extend the grammar? (2) the problem of try1ng ‘to communicate the

extent of the gramman to either a user or'a colleague- (3) the problem : of

~trying to re-implement the grammar on a machine uhat does not. support LISP.

These d1ff1cultirs have been part1ally overcome by using a second, parallel

representation cf the grammar in a BNF like specification language wh1ch is

-the representation we have been presenting throughout this report. Th1s,
however, ‘requires support1ng two different. representations of the same '

”informatlon and does not really solve “problems'(1) or (3). The -solution : -

to'this problem is a better fermalism for expressing and thinking aboutp

. LT
scmantic grammars. . . .
) . . : . 1

- . . A 1

ente ransition tworks T

Some years ago, Chomsky {919%7) . introduced the notion that the”

processes of language generation and language recognition could be viewed

in terms of a machine. One of the s1mplest“fV§uEh—models is the fin1te

hstate machine. It starts off in its 1n1t1al state looking at: the f1rst

symbol, or word, of its input sentence and ther moves from state to state
an it gobbles up the remainlng_input symbols. The sentence is acﬂeptgd if
the}qmachine .stops' in 'one of its finzl states after hdving processed the
entire input, string; otherwise the sentence is rejected. A convenient way

;

‘:
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. vai set of reglsters for hold1ng part1ally bullt structures (22)° Figur

~ lower case English descbiptions enclosed in angle' brackets.

<term act> := (TO <stated) \ S ' [

of representing a finite state machine is as a transition graph, in whizh [

‘thé states correspond to the nodes of the graph and the transitions between

'states correspond to its arcs. Each arc is labelled with a symbol whose .

-'appearance'in_the input can cause the given transltlon.

In an augmented transitior network, the notion of a transition graph

has been modified in three ways: '(1)'the.;ddition of a recursionxmechani

'.thatv'allowsl the labels on the arcs to- be non-terminal symbols that

correspond to networks- (2) the add1t10n of arb1trary condltlons on' he'
arcs, that must be satisfied in order for an arc to be followed; (3) the

1nclu31on of a set of -structure bu11d1ng actlons on the arcs, tog ther with

is a spec1f1catlon of a language .for r°presenting augmented tran 1tlon

networks . The spec1f1catlon is given in the form of an'

‘context-free grammar in wh1ch alternat1ve ways of forming a const1t
represented on' separate 11nes and the symbol "+" is used to

arb1trar11y repeatable constituents.(23) The 'non;terminal symbols are

symbols,_ except "+", are tenmlnals Non-term1nals not g1ven in

have names that should be self explanatory : ' Ty
B : Figure '5:1 .
A Language for nepresentlng ATNs _ . Ty

<transition network) 1= (<Karec set> <arc Tset>+) /

Karc set> := (<state> <arc)%)

<are> :z (CAT <category name> <test> <actlon>+ {term act>) -
WKD <word> <testd> <actiond>+ <term act>) . / e
PUSH <{state> <testd> <action>+ <term actd>) : o
TST <arbitrary label> <test> <actlon>+ <term agt>) LT

- (POP <form> <test>) : s
~+ (VIR <constituent name> <test> <actlon>+ <term act>) .
‘ JUMP <state>:<test> <actlon>+) :

SENDR <register> <form> . -

LIFTR <register> <{form> o
HOLD <constituent name> <form>) : I
SETF <feature> (form>) . /

’u<action? :=_ (SETR. <register> <form> ‘ . » ‘/

to "which the reéader is referred.: 17 the reader is familiar with the ATN
formalism he/she may wish to Sklp to the section "idvanteges to the ATN
Formali-m",

23) "+t is used to mean U = more.occurrsaces. whilé the acceptad usage
of "+" is-l.or more, the a.cepted symbol fur ¢ or "#v. has not been

(227 This discussion follows closely a similar dlscusszbn 1n Woods . (T970f

- used- to avoid confu51on w1th the use of the- symbol » 1n the ATN formalism.

<

- 36 -

4



o

-<form>‘;sLéGETR.Qregister>) S . /
. i L

GETF .<form> <feature>) : S .
BUILDQ <fragment> <reg1ster>+) : L
LIST <form>+). s ; .
{APPEND <form> <form>) i

QUOTE <arbitrary structure>) |

The first element ..f each are is a“word | indicat1ng tne type of arc.

For CAT wRD and 'PUSH arcs, the arc type together w1th the second element'.

’ correspond to the label on an arc of a state transition graph The third

element is an additional test. A CAT arc can be followed if the current

-1nput symbol 1s a member\of the lexical category named on the arce, and if |

. the test on the arc is satisfied. A ‘PUSH ;arc causes a recursive invocation
, of a lower level network beginn1ng at the state indicated if the " test is
satisfied. Tne WRD arc can be followed if the current input symbol is the

word’ named on the arc and-if the test is satisfied._ The TST arc can be

followed if the test is satisfied (the label is ignored) The VIR arc

"(virtual arc) can be followed if a conStituent of the named type has been

placed " on l.the hold list by a previous HOLD aotion and the constituent
satisfies the test. -In all of these arcs, the actions are ‘structure
building . actions, and ' the terminal action specifies the state to which

‘control is passed as a result‘of theﬁtransition.v After,CAT,. WRD and ' TST

‘arcs, the input is advanced- after VIR 2nd PUSH arcs it is.-not. The JUMP"

arc can be fo‘lowed whenever its test is satisfied, control being passed to

"the state. spec1f1ed in the second element o the arc without advancing . theJ

input. The POP arc 1nd1cataa the cond1.ions under which the state is to be
considered a final state and the form of the constituent to be returned.

.The actions,- forms and tests on an arc may be arbitrary-functions ot
the register contents. Figure 5.1 presents a useful set that 'illustrates
. major_features of the ATN. The first three actions specified in .Figure 5.1

cause the contents of the- 1ndicated register to be set to the value of the

indicated form.  SETR caus=s this td be done at the- current level of

computation, SENDR at. the rext lower ievel of embedding, so that
information can be sent down during a PUSH, and LIFTR at the ‘next higher
level of coxput itlon, so that additional information can be returned to
higher levels. The HOLD action plzces a form on the HOLD iist to bg used
Car a laier place in the compufat‘vn.by a VIF arc. SETF provides a means of

setting a feature of the constituent-being built. T
‘ -39 -

4y

-~



/ . S - . "\ ‘ '
GETR 'is a function whose value is he contents of the. named regibter

LEX is a form whose value is the current 1nput symbol The asterisk (%) is
a form whose value dependa on the context, of its use:" (1) 'in the- actions

of a CAT arc, the value of * is the root form of the current 1nput word

~.

.;J(Z). in the actions of .a™ PUSH 'ar:) it -i1s" the value of the rlower

Z:Lcomputation and” (3) in the actione follow1ng a VIR _are, the value of it

1s the conbtituent removed from the HOLD list., GETF is _a'_functlon which -
determlnes the value of" a.spec1f1ed feature of the-indicated form (which is
" usually ¥), BUILDQ is a general Structure;building form that places the
valves - of 'the given registers _.into 'a specified tree fragment

Specifically, it replaces “each occurrence of + in the tree fragment with

the contents of one of the registers (the first. register replacing the”j'

" first occurrence of +, the second regieter the seconu;"etc.) - In addition,
. EBUILDQ replaces occurrencea'of * by the value of” the form"' The. remainlng.
three forms make a list out of the spec1f1ed arguments (LIST),. append two
lists toge*her to make a 31ngle list (APPEND) and produce as a’ value the
(unevaluated) argument form (QUOTE). R ‘

Advantages of ATN Formalism '

" The ATN"formaliem was ‘geriously considered at the beginning of the
- SOPHIE project, but .rejected 'ae being too slow. In the course of
.developing the LISP'grammar, it became cléar that the pr1mary reason for a
significant difference in speed:between-an ATN.grammar and .a LISP grammar~
- is due- to 'the fact that proce331ng the ATN is an 1nterpreted prooess,
-whereas LISP is cowpilable and therefore ine t1me problem could be overcome
.'by oullding_anwATN.compiler. During -the period of evolution of“_SOPHIEﬂs
grammar, an  ATN compiler was constructed (see Burton 1976). In;the.neit
_-§ection we :will discuss_the advantages we hooed'to-gain by using the ATN
formaiism. ) _ o ._ .
- These advantages fall into three general areas: (1) conciseness;,(é)-
conceptual :frectiveness and 13) avai.anuic vaeilities. By concieeness we
méan that writing a grauwmar as an ATN takes less. characters than LISP.
The ATN formalism .gains conciseness Dy not requiring the specification of
. details in the parsing process at the same level reguired in LlSP.' Most of

'.these differenceé stem from the fact tnat the.ATN,aSSumes itfhas a machine

)
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~wbose operations are designed for parsing, while 'LISP assumes it _has' a

lambda ca‘culus mach1ne. For.example, a lambda_calculus machine,assumes'a
function has one value. A function call to look'for an ‘occurrence: at - a
non-terminal while pars1ng (in ATN formalism, a PUSH) must return at least
two values the stﬂucture of the constituent found, and the place in  the -
input where the pars1ng stopped. A good deal of - compaex1ty 1s added to thn
' LISP rules 1in order to maintain the. free variable whlch has to be
introduced to return the structure'of the constituent. Other examples of
unnecessary details ‘include the . binding of local variables. and the;

{specification of control structure as AND”, ORs and CONDsn:

PR VY

The conciseness of the ATN results in a grammar that is eas1er to’
change, - easier’ to write ,and debug, easier to understand, and hence -to
: communicate. We reallze that ccnciseness does not necessaxily lead to
. these results (APL be1ng a prlme example in computer languages mathematlcs
" in general being another), however, this 1is not a " problem. - The
correspondence. between the grammar Tules in LISP and ATN is very close.
The corcepts which were eVpressed as LISP code can be expressed in nearly
‘the same way as ATNs but in fewer symbols. _

~ The seccnd area of 1mprovement deals with conceptual effectiveness.
Loosely defined,. conceptual effectiveness is the degree to which a language )
encourages one to think about: problems in the right‘way. One -“example of
conceptual effectiveness can be seen by considering the 1mplementatlon of
case structured rules.(24) 1In a typical case structure rule, the -verb
expresses the function (or relation name)_ and the subjectf~while the
object:and prepositiunal phrases express the arguments of the"function‘ or
-relatlon. Let .us assume for the purpose of this discussion that we are,
v looking at four different cases (agent locatlon, means, and time) of ' the
verb GO -- John went to the store by car at 10 o clock In a phrase

stiucture rule- oriented formallsm one: would be encouraged to write:

<statement> iz <ac:or> feorionsverds Kivcationd <means> <time>

Since the last three cases can app- *~ in any order, one must also write '5'
other rules: .- ' : .

(eh) See Bruce {1375) for a discussion of case systems.
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<statement> := <actor> <aé£ion/9erb>_klocatiqn> <time> <means>

=

-~

In an ATN one is ineclined towards: - v PUSH location -

-

pUSH acto, | .puSH ocf/ve,.'b'

PUSH time

1I !

-which expresses more clearly,the case structure of the rule. There is no

~ reason why in the LISP version of the grammar one couldn't write loops.phat‘

are- exactly analogous to the ATN (the ATN compiler, after all, pboduées

sucnh code!). Lowever, 2 rule-oriented formalism cdoes nQt encourage one'to.'

'tﬂink this way. _AnialternativeArule implementation is:

<action>:= <actecr><action/verb><actioni)> - E . o~
<action1>:z <actioni1><temporal’ : : . "
"Caction1>:z <actioni><location> .

= <actioni1><means>

Lactiont>:

this is easier {shorter) to v-ite out it has the disadvantage of being

.lef‘,t:,:r'écur'sive. ‘To implement it, ,one is forced ‘to write the LISP -

equivalent of the ATN_ that creates a difference between the rule -

representation and the actual 'implementatibn. This method also has the

‘disadvantage of introducing an unmotivated non-terminal.

Another éonceptual advantage of. the' KTNT framework _s thgt it .

Eencoqfages the poztponing of aecisions 2bout & sentence Until a
.:differential,ppin; is reached, thereby allowing pntentially différént paths
to stay togethér. In the rule opienteOVSOPHIE grammar there aﬁe top' lével
rules . for <Set?, a éommand to cnange one of_the.qqntrol setpidgs and
<modify>, a ccmmand to fault fhe instrument in Somé?way,; Senteﬁgeﬁ(iz is a
<set> and sentence (2) is a <modify>. ' . .
é;g-Quppose the current contrbl iz nign.
) Suppose the cprrent_control lszéhorted.

- . 3

-

PUSH means
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The two parse ‘paths for«th°se sentences should be the same for the first

five words, but they‘ are separated immediately by the rules <set> and.
<modify>.(25) An ASN encourages structuring the grammar so that - the
. decision between <set>and <modify> is postponed so that the paths remain
together. It could be argued that the fact that this example occurred in
'SOPHlE's grammar. is .a complaint against top down - parsing,or semant1c'
- grammars, or Just our particular 1nstantiation of a semantic grammar We

suspect the 1atter out argue -that rale representations encourages this type

«

7of behav1or

Another conceptual ald “provided by -ATNs is their method of handling
ambiguity. Our LISP implementation uses a recursive descent technlque
(which can alternatively be viewed as allowing only one process) This
requires that any decision between two choices be made ‘correctly because .

xthere is no way to try out the other cholce g{tgr the dec1slon is made At
ch01ce points, a rule can, of course, "look ahead" and ga1n informatlon on
whichh to base the dec1sion, simllar to the "wailt-and-see" strategy used by
Marcus (1975) but there is no way to back up and remake a decision once it .
has returned o

- The effects of this can bé most easily seen'by considering the lexical
aspects of the parsing. A prepass ccllapses "cwmpound words, - expands
‘abbreviations, etc. This allows‘the grammar to be much simpler because it
can look for unlts like "voltage/control" instead of having to decode the
“noun phrase’ "voltage_control" Unfortunately w1thout the ability to handle
ambiguity,; this rewriting can only be done on_wordsrthat have no other

possible meaning. So, for example, when the grammar is extended to handle:

(1) Does the voltage*control the current limiting section?

the compound "voltage/control" would have to be removed from thewlprepass
rules and included in the grammar. This reduces the amount of bottom-up

processing that can be dune-and resuits in a slower parse. It also makes

(25) TEeAHegree to ,wnich the separation of paths is a problem can be
greatly reduced uslng a preprocessing "compilation" state such as ilovstad,

which (among other things) collaps=2s rules with the same initial parts. in
rour example, however this may not work  since the phrase "the current
control” may be parsed as ihe non-terminal <CONTROL> in (1) and as the
non-termina <PART> in (2). . Of course this would be a poor choice of
grammar rules, and no cne aware “"of sentences (1) and. (2) would handle it
this way. The prolem is recognizing where situations such as this.occur.
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compound rulés dlfflcult to .Write Dpecause alI p6531oleA uses of the

e

:1nd1¥&dual words must be con31dered to avold errors. Another eXample‘ is

e, v

pnef use" of the letter e as an abbrev1atlon Dependfng.on.context,-it

could possibly mean e;ther current, collector ,orL;Capaciton. Without

'allowlng Mamblgulty in the ‘input,. it- conii not be aiiowed ‘as  an-

abbrev1atlon unless expllcltly reﬂognleed by the grammar

The third general area -in which £’INs. have an advantage _is in “the

:aVailable facilities to deal with complei linguistioephenomena. While our”

grammar has not yet expanded tb‘ the point‘ of requiring any' of 'the
facllltles,‘ the availability of such facilities cannot be 1gnor°d ‘as an?f
argument favor .ng one approach over another A primary. example is the
gene:al mechanlsm for- deallng‘ with coordlnapion in English:described in
woods, (1973a) " | o ‘

Conversion to Sémantic ATN _ N

For the reasons discussed above, the SOPHIE semantic grammar was
re-wri%.en in the ATN formallsm We wWish to stress here“ that the

re- wr.tlng was a process of changlne torm oniy " The content of the grammar

remained the same. Since a large part o the knowledge' encoded by the
grammar continues to be semantic in}nature,vwe call thedresultlng grammar 3
"semantic ATN". - Figure. 5.1 presents thc graphic ATN representatlon of a
semantlc grammar non—termlnal - This is tne same rule presented in Figure
4.1, which ne:ognizes the plrases tor specifying reasurements. in a circuit.

The ‘actiors' and structure bu1ldln§ operatlon< on the arcs (whlch are not
showr in blgure 5.1) save the recognized constituents and construvct the
proper interpretation when sufficient information _has been collected.

Appendix E provides more examples of the semaniic ATN used in SGPHIE.

Figure 5.2 presents a simple example . of how the recognition' of

anaphoric deletions * can be ~capturea in ATN formalism.. 'The network in

'Figure 5.2 encodes the straightforward way of expressing a terminal of a

part in the. circuit -- the_base of (5, tne anode of it, the collector. By
the state TERMINAL/fY?E, bath the detcrmlner aid the terminal type -- base
anode have beern found. The first arc that leaves TERMINAL/TYPE accepts the

preposition that begins the specification of the part. The second arc
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(JUHP arc) corresponds to hypothesizing that the specification of the part ) \f\

LT ‘.has been*deleted as- in' "The base is? open." The action on the arc builds
a place-holding form uhich identifies ‘the deletion and specifies (from i',‘i_

: information associated with the terminal type which was found) the classes ‘

' of objents that can fill the deletion. . The method for determining the

"eferent of the deletion remains the same as described in Chapter 4.

-

a

- L ’ Flgu"S 5 2 . |
" . An AN which recognizes deletion S

TERMINAL/ :
. PREP

The .SOPHIE semantic ATN. is. then' compiled‘ using tha general .LTN
"compiling system described in Burton (1976) q?he SOPHIE grammar provides
the compiling system with a good cortrast to the LUNAR grammar, since it

_!does not use many of the potential features. In addition a bench mark of,

sorts, was available from the LISP implementat “on of the grammar that cculd
”E'- be used to determ-ne the computational cost of using the ATN formalism.

| .There .were iwo modifications ‘maae to the compiling system to improve
.its efficiency for»the SOPHIE application. In the SOPHIE grammar, a large
number of the arecs check for the occurrence of particular words ~ When
,there is more than one arc leaving as ate the ATN formalism requires
.that all of tnese arcs be tried even if more than one of these is- a WRD
arc¢s and. an earlier WRD arc has succeeded. This is especially costly, since
‘the taking of an are requires the cireation of a configuration to try the

remaining arcs. In those" cases when it is knoun that none of the other .
: ; s _
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arcs can succeed, .this should be avoided. As a solutinn to tnis problem,

the GROUP arc type was added. The GROUP arc allows é set of c¢ontiguous
arcs to be designated as mutually -clus1ve The form of the quUP arc is:
(GROUE_ arcl arc2 ... arcn). The arcs are tried, one.at a time, until the
conditions on one of tne arcs'are met,_‘This arc is then .taken,ﬂ and the
remaining arcs in the GROUP are forgotten ~- not tried._ If & PUSH arc is
“fncluded in the GROUP, it will be taken. i¢ its test is trve and the:
~remaining Harcs Wwill not be:tried'even if the PUSHed for constituent is rot
found. For. exapple, considerrthe'foilowing'graﬁmar state:

N

S/ 1 . h _-' : . Wy f .
(GROUP (CAT A T (TO S/2 . e
. . WRD X T, (TO S/B , o .
: TB T (70 s/4)))) oo . "

At;most, one of the three arcs will be foilowed. Without GROUPing them
=together””"it'is oossible that all tnree might be followed -- if the word X
had interpretations as both category A and category B. ' a g )

A fhe GROUP re also prov1des an efficient means of encoding optional
constituenf<.‘ The normal method of allow1ng options in ATN is to provide
an arc that accep's the option;l constituent and a second arc that Jumps to’
the next state without accepting anythinm For example, if in state s/2'

the word "very" is optional, the fo‘low1ng two ares would be created:

\

(sxa - '
§WRD VERY'T (™0 RESI-OF s/2))
JUMP REST-OE-“/? T)) -

The efficiency arises when the word "very" does occur The first are ,is
-taken, “but an- alternative-configuration that will try the second arc must
be_created,=and.poss1bly lgter ixplored.~_Eyv embedding ‘these ares in a
GROUP, the“alternative will not be cneated thus saving time,and space.. As
:a besult, it won't have to be explored- possioly. saving more time. =~ A
warning 'should" be' included here, tnat the GRCUP arc can reject sentences
.that might otherWise be accepted. in our example, "very" may be needed to
get out. of the  state REST-OF-SV?ig}Ju,this respect, the GROUP arc is a
.departure from the ohiginal ATN philosopny that ares should be independent .
and for this we'apoiogize. ‘However, for some applications, the. increased

efficiency can be critical.



uThe- otherx'cnange to the compil .ng system {for the semantiﬂ grammar

-
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'application) dealt with the preprocessins operatiuns. ‘The . preprocessing
facilities described in the iast chapter included° 1) lexical analysis-to
eitract'word endings; 2) a substitution mechanism to expand abbreviation

‘ delete noise words, and canonicaliZe synonyms; 3) .giptionary retrieval

routines; and.u)-a_compound worc‘mechanism'to collapsé“multi;word phrases,"

For  the SOPHIE application we added the ability to use the INTERLISP

spelling correction:routines and the abtility  to deriye word definitions

Te

from SOPHIE's semantic' net. The extraction of d2finitidns from the

‘semantic network for part names and node. names reduces "the size of the

' *d1ct13nary and simplifies the- operations of .changing c1rcu1ts. In

addition, a mechanism called MULTIPLES was developed that . permits string
substitution . within tne input. This is ‘similar to ‘ihe notion of

.compoundlng, but differs in that a- compound rule creates an alternative

o;lex1cal item _while the multiple rule creates a different lexical item.:

" After thefapplication of a compound rule, there is, an additional edge in

’the input .chart;s ‘after a multiple rule, the effect is the same as if the

user had typed in a d1fferent string. . .

EY

: : EA
. Fuzziness ' L . . ; ‘ .

' The one aspect of the LISP implementation that has not been
'incorporated into the ATN 'framework islfuzziness; the ability to igrore
words in.'the input. :-While ﬁe have . not worked"out the details, the
‘non determinlsm prov1ded by ATNs lends itself to -an interesting apprcach.
>In a one-pro"ess - recursive descent -= 1mpLementation, _the rule that
- checks for a word must declde (with information passed down from higher
rules) whether to try skipplng a ‘word, or -give. up. The. critical
1nformation that is.‘not available when this decision nas to be made is
-whether or. not there is another parse that would use that word. In. the
ATN,' it is possible to suspend a parse and come back to it-aftar all other
paths have been tried. Fuzziness could be implemented so that rather than
Sklp a word and ccntinue, it can skip a word and suspend waiting for the
othér parses to fail or suspend. The end effect_may well be that sentences
are allowed to get fuzzier because .there is no dangzer of missing the

correct p-rse. ‘ R
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~Comparison of Results o ' 3 R T o

could cer

The original motivation for changing to the ATN was its perspicuity

dAppendices?A and B show the BNF/LISP version, which can be compared with
"'Appendix E, that shows the ATN‘Versibn*““We suspect that the reader will

find that neither of them are particularl" readable, but then there~ ‘is no
~eason. to. expect ;nat this \should be the case. As Winograd (1973) nac

pointed . out, simple grammars are perspicuous in almost any {urmalism;

~complex grammars -are still complex “in any formalism} We found the ATN -

«formalism much easier to think in, _write in, and debug. The examples of

redundant proce531ng that were presented earlier in thisachepter were

ciscovered while - ‘converting to AIN. For a gross comparison on conciseness,:

the ATN grammar requires 70% less characters ' to _expreSs "than the LISP

ver31on - N . &

The efficiency results were surprising‘ Table 5. 1 gives comparison ;
) timings between the LISP version and the- ATN compiled version As -can be.
“ seen, the ATN  versisn is more than twice as fast. This was pleasantly
:counter-intuitive,'as we expected the Lléﬁ'version.to be much faster due to

the amount of hand optimization that "had beeh -done -while encoding: the

grammar'rU1es. In presenting the cowparison timingz, it should be mentioned

_that there "are three differences. between the two systems that tended to

favor the ATN version. (26) One.difference was the lack of fuzziness in the

"ATN .version. The LISP version spent-time testing;words other than the .

current word looking ahead to see if it were possible to skip - th1s "word,
which was not done in . the ATN ver31on The second 1s the creation of

_categori-s for words during the preprocessing in . the « ATN ver31on that

reduced the amount of time spent faccessing the semantic net and-hence :

reduced the time required to perfdrm a category membership test in the ATN

~ sYstem " The third was the simplification of the grammar and increase 1n

the amount of bottom-up proce531ng that ~ould- be done because of’ the‘
ambiguity allowed in the 1nput chart. In our estimatioa, the lack of

fuzziness is the only difference that may have had a .31gn1f1cant effect,

(2h) The exact extent to which each’ of these differences contributed 1is

aifficult to gather statistics on due to the block compiler which gains

efficiency by hiding internal workings. .The exact. contribution of each
tainly be determined but was not deemed worth the effort.

48
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and * this' can be included explicitly 1in the ATN in plates where it is
crltleal, by u31ng TST arcs and_'suspend actions, without a notlceable:
increase in processing t1me In conclxs1on, Wwe are very pleased with the‘
results of ‘the compiled semantlc ATN =nd feel. that the ATN compiler makes
the ATN formalism ‘computatlonally efficient ehough ~to be psed‘infteal

t ' .
systems. o : _ )

Table 5,1 o A
.. Comparison of ‘ATN vs LISP Implementation °

Times (in seconds) are "prepass" '+ "parsing"

1) What is the output voltage?

LISP - .02U4 + .018 = .02
ATN - .048 + .033 = .081°

2) what is the voltage between there and the base of Q67 -

o L - : . . =49- ' o S " ‘“'

LISP - 038 + (039 =. .07
ATN - .090 + .046 = .136

3) Q5%

LISP - .010 + .0U6 = .056
.. KN -7.073 7+ .060 = .073

What Ls the output voltage when the voltage control is set to .57 -

LISP L %045 + 1038 = .083

ATV T.096 = oué SN .

5) If (6l'has an open emitter- "and a shorted base colléctor Jjunction what
happens “to the voltage between its base and the ;unctlon of the voltage
liniting section and, :the voltage reference source? ,

LISP ~ .206 + .188 = Egu g
ATN - .259 + .090 =. .. o

<
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Chapter 6
'OBSERyATIONS‘ON STUDENT - USAGE

<

When - we ‘2 began deveIoping a.‘natural language processor for an

L instructional environmént we knew it had to be (1) fast, (2) habitable;

and (3) self- tnaching."The basic conclu31on that . hasarisen from the work

Tt

- presented here ‘is- that\it ‘is’ pos31ble to: satisfy these constraints. - The

notion of semantic grammar 6presented in Chapter u) provides a paradigm for

organ1z1ng ‘the knowledge requ¥ red in the understanding process that perm1ts
efficient par31ng. In aldition\ semanﬂlc grammar aids the habltabll ty by
ororiding -insights into.a useful class;of dialogue constructs, and permits
efficient handling of such phenomena\as pronOminalizations and ellipses.

The 4need for a better formalism for expressing semantic grammars"led to

the use of Augmented Transiticn Networks (presented "in ‘Chapter 5). The

‘ability of the ATN-expressed semantic grammar -to satisfy the above stated
4requirements is demonstrated in the natural language front-end for the
. 'SOPHIE system. ‘

A point ‘that needs to be stressed is that ‘the SOPHIE sy\tem has been

-(and is be1ng) used by uninitiated students in experiments Lo determlne the

pedagogical effectiveness. of its env1ronments. Whlle much has Peen 1earned'
about. the problems of us1ng a natural language interface, these experlmentsi-
were not "debugging" sessions ior the natural language componént. . The’

natural 1anguage component ‘has unquestiovably reached .a ‘'state at which il

.can be conveniently‘used to fac111tate 1earning about electronics. In this
4‘chapter we will describe the experiences of students us1ng ‘the naturai

EA 4

'language component, and. present some ideas on handllng erroneous 1nputs.

. Impre531ons, Experlences and QbservaLions

Prior to any exposure to SOPHIE, a grOUp of four students ‘were asked

to write-down.all of the ways , they could think of ' for requesting the

: voitage‘at a*particular node. Although thz intent of the-éxperiment was to

determine thewwrange of paraphrases that students might be inclined to use

v

before they were aware of the system s’ linguistic 1imitations, a more

1nterest1ng result emerged - Each, student wrote down one phras1ng very

quick

but had a d1ff1cultmt;me th1nk1ng of a second, even though the

)
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initial phrasing by three of the students were in fact different! dne /

mstudent quLt, exclaiming "But there is only one- way tob ask that'" ' Thisl‘
same inaoility to performﬂlinguistic_paraphrase carried over to the actual”
interaction with SOPHIE‘via terminal | Whenever the system did not accept a
: query, there was a marked‘delay before the student tried again Sometimes
lthe student would abandon his line of questloning cOmpletely. At the. sameﬁ
time, data collected over. many sessions indicated that there was no
standard -- canonical -- way to phrase a. question Table 6.1 prov1des some‘.

examples of the range of pbrasings used by" students to ask for the voltage
at a node. o o ‘

, : Table 6. '
~ ' Sample Student lnputs

L.

-The following are some of the input lines typed b{ students'with the intent
of discovering the voltage at-a node in the circuit : . .

What is the voltage at' node 17 . . - |
What .is the voltage at the base of Q5° @ . :
How much’ voltage at N10? < . :

And what 1s the voltage at N1?2.

-Ngo_‘._- -

V. at the neg side of C6°-

V11 is?" ~ N S _ ‘ ,

What is the voltage from the base of transistor Q5 to~ground? .- .
‘What V at N1€? i AN s e : '
Coll. of Q5? e 3 L R o
~Node 16 Voltage? ‘ . "
What is the voltage at p1n 1? : S .

Output° : . "

;As.'Table 6.1 shows, students are liﬁely to conceive of their questions in
many.ways and'to exprers each of these',conceptions in.'any of several
phrasings; " Yet other experiences 1n'iicate that they “lack the ability’ to
:easily convert to another conceptualization or phrasing. Since the'
'nonAacceptance of ouestions creates a ma jor interruption'in the'student‘s
thought process, the acceptance of many ‘différent’ paraphrases " is criticalr
to ma1nta1ning flow in the student's p"oblem solv1ng

_Another interesting -phenomenon that occurred during sessions was the
change@ih the linguistic behavior of the'students as they,used'the systen.
. lnitially, .queries were stated fas complete English quesiions, generally
stated in templates created by the students from the ;written examples of‘-~
sessions that ‘we had given them. If'theyﬁneeded to ask something that.did f
not exactly'fit one of ‘their templates, they would try a minor variant. As

o
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they became more familiar with the mode of nteraction, they began to use
abbrev1ations, to leave out.parts of theAr questions and, in genera‘ to
assume that the system was following their/interaction. After five hours
~of experience with che syscem, almost all of one student's queries

contained abbrev1ations and. nne in six d pended on the context established

by prev1ous~stduem nLs.

, EEEDBAC&_f wWhen -the Grammar Fails -

From our experiences w1th students u51ng ' SOPHIE, ~we have been

1mpressed with the importance of prov1d1ng feedback to unacceptable inputs
-- what to do when the system doesn't understand an input --. While it may
appear-‘_that' in a completely habitable system all inputs would be
understood, no system has ever attained-this goal' and . none will in ‘the
foreseeable future To be natural to 2 naive.user, an intelligent.system
should act lntelligently when 1t fails ‘too. The firsc stepltoﬁards 'having
a system fail 1n“°ll1gen*ly is the dentification of 'possible” areas of

error. In student's use of hTEWSOPHIE system, we have found the following'

types of errors to be common: _ T )

: . : ) : /

(1) Spelliug errors and- mis-tygings —‘"Shortt the CE og Q3, and opwn its
base";  "What 1sthe vbe Q57 .

(2) Inadvértent omissions - "What 'is the BE of" 059" (The user left out4the -
' quantity to measure. Note’that in other conte)ts this is a well formed
question -

\r4'
- . ) L

(3) Slight misconceptions that are predictable - "What is the output of

4 "transistor . Q37" (The outgut of a transistor is not defined); "What,
: is the current thru node {Nodes are. places where voltage is
measur2d. and. may have. numerous, wires, associated with them); . "What is

" RY?" (RV is-a-resistor); ."Is Q5 conductin%°" "(The laboratory section

of SOFHIE gives. 1nformat1on that is d1rect y available from a" real lab

such” as currents and voltages. ) : -

(4) Gross misconceptions whose underlying meaning\is well beyond de31gned

. system capabilities - "Make the output voltage\ 30 volts"; "Turn on the
power supply and tell me how the unit functions" "Wha time is it?". .

Tne.best tezhnique for dealing with each type of error is an open problem.

lnfthe.remainder of this section, we will discuss the sclutions used in the
SOPHIE system to provide feedback _ '

The use_ of a spelling correction algorithm (borrowed from INTERLISP)

has proven to be a_satisﬁactory solution to type 1 errors. _During cne

'astudent's session, spelling correction was reduired on, and resulted in

proper understanding'of, 10% of the. questions. 'The major failings of the
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INTbRLISP algorlthm ﬂare the restriction on the LJ/e of the target set of

correct words (time 1ncreases linearly w1th tle number of words) and its

failure to correct run-on words. - (The tlme requ1red to determ1ne if a word

Lo ‘may be two (pos31bly m1sspelled) words run together increases very qulckly‘
with the length of the word and the number .of possibly correct words. With
no contett to restrlct the’ poss1ble list of words, the computatlon 1nvolved
is proh1b1t1Ve ) A potential solutlon to both shortcomlngs would be to use
the context of tne parser to reduce the poss1b111t1es when it reaches the .
unknown word, - Because of the' nature -of the grammar " this would allow

- semantic context as well as syntactic context to be.used
« Of course, the use of ‘any spelling correction procedure has some
dangers. A‘word that is spelled correctly but that the system doesn': khow
. may.vpe changed through spelllng,correctlon to'a word the system.poes_know;:
For example if the system doesn't 'know the word“"top" but does'knou "stop",
.a user!s command'to""top °Verything“- can- be disastrously misunderstoodi
For th.s reason, words -like "stop" are not spelllng corrected )
" Qur solution . to- predlctable mlsconceptlons (type « errors) 1s to
‘recognize'them and give erro- nessages that are d1rected at correct1ng the -
: mlsconceptlon. We ﬂare currently us1ng two d: ffereut methods jof
recognltlon. One is to loosen up the grammar so that iz acc~pts plauslble
. but meanlngless sentences. This techn1que prov1ﬁe° fLhe procedural
specialistc 2nlred by the plaus1ble parse. enough contex» to make rele&ant
. comments, Fo: example, the 2oncept-of current through a node is accepted"
by the grammar ever though 1t 1s meanlngles The spec1a11st that performs *j
fmeasurements must then _check_ its. argument - -and .pPOV1de feedback if
necessary: . o . ' S - :
>> WHAT IS THE CURRENT THRU NODE 42 - o s
The 235"%?%82"&%2322 Lpnos deanineful since by Kirehof's lav
measured thru parts CURRE%T THRU C6) or terminals : ,
(e.g. CURRENT THRU THE %OLLECTOR_OF Q2). LT
Notice fthat the;response to the.question presents some examplesﬂof how to
measure the currents along wires. that lead into the mentioned node.
Examples of questions ~that will be accepted and are relevant to the

"student’s needs are among the best possible feedback.
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.Tne s2cond method of recognizing common misconceptions is ‘to ‘'key"

.ﬁeedback prf single words or groups of words, In the fcllowing'examples,

.the ‘‘Keys'" are "or" and. "turned on" " Notice that the response™ presents ‘a

‘‘general char\cterlzatlon of the v1olated llm1tatlons as uell as suggestlons

" that you say 'OR' indi catés that you ia be “'trying to - express two .
cencepts in the san=® sentence. May 2 you ean Lreak your statement

T

[T

for 3lteﬂxat1ve llnes of attack _
>> COULD Q1 OR Q2 BE SHORTED? R S

1 ¢&an only handle one question hypothesws,letc ‘at a time. The fact

1nto WO or more s1mple Snes.

«

>> 1\ THE CURRENT LINITING TRANSISTOR TURP ED CN?

" The laboratory section of SOPHIE is desl ned to provide the same

elementary measurements that -would be available in a real lab. If yo
want to ~determinz the state of a transistor, measure the. pertlnent
currents and. voltages. ,

i

These methods of handllng type 3" errors have proved _to" be Very' helpful.

" However, they recuire'that all of the m1sconceptlons must be pred1cted ‘and

the user types ”Jhat 1s the BE ‘of Q5"/. 1nstead of "What 1s the VBE ‘of Q5°"

.user may waste ‘a’ lot of time and ‘erlergy attempt*ng several rephrasings of
/

progﬁammed For in. advance. This llm1tat19n makes them lnappllcable to
i . - ; . -t .

novel s: tuations. = _ - /

<

'The _ ost severe problems a user has Stem from type. 2 (om1ss1ohs) and

R

type U (maJor mlsconceptlons) errors. (Type 3 errors _hat hayen't been -
predlcted are cons1dered type 4 errors.) After a simple omlssibn, the user,
may nhot see that he has left anyth1ng out arnd may .conclude that the system'

doesn't En, _that concept or phrasyng of that concept , For’example when .

he may dec1de that '1t is unacceptable oecause the system doesn't allow

-"VBE" as an abbrevlatlon of "base emltter voltage" - For type Y errors, the-

t
his query, none of wh1ch can be understood because the system doesn' t know

'tne cohcept th° -user is trying to express ' For example no matter how Ait_

1s phrased ‘the system won't unders»and "Make the output voltage 30 volts"

- because measurements cannot be d1rectly changed, only controls and
. (

speclflcatlons of parts can be changed _ o

‘ * The feedback- necessary to, correct both of these classes of errors must
.identlfy any conceptsqln thejstatement that are understood and suggest the
lrange-of“things that'can_be /done to/with these concepts. -For type 2

errors, this ‘will help the user see his omission. For type i errors, it
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may suggest .alternative COnceptualizations that wili allow the user to, get

. at the;_same ~information (for.ﬂexample, to change. .the 'output voltage, ...

.1ndirectly by chaaging one of the controls) or at least pravide' him with

,_f, enough information to decide when to quit. ‘
'.;?_,' The notion of semantlc gramaar may be useful in developlng a general
solutlon along the follow1ng 11nes A ‘bottom~up or island parsing scheme

could be used to 1dent1fy well- formed constituents. (27) Slnce the graqmaf

. is semantically based, the ccnstltuents that are found represent ‘"islands" _

of- meaningful phrases. The ATN representatlon of the semantic grammar can f

then be inspected to discover posslble ways of‘combinlng these islands. "If

ia good match is fuund the grammar can be used to generate a response- that

indicates what other semantic parts are required for ‘that rule Even 1f no
good matches are found, a p031t1ve statement .may be made that explains the
set of possible ways the recognlzed structures ﬂould be understood. - Much
* more work is requlred in the ai*ea of unaceeptable 1nputs before._natural

language systems w1ll feel really natural to naive users

.Y

(27) WllIiam Woods and’Geoff’Brown ‘are presentlg refining such al béftom—up
?ggg%ng technlque for ATN grammars for use in the BBN Speech project (Woods

_5 5-' . N < _~.’~ .'_ -5,."__?. ‘. .'“ ‘ . -
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Chapter 7
CONCLUDING DISCUSSION

' Future Research Areas _ _
The. SOPHIE. semantic grammar -system 1is designed’ for a particylar
context -- trouble shooting. -~ within a particular domain, namely,

‘ electronicsf‘ It represents the ‘compilation of those pieces of knowledge

wh.ich are general (linguistic) together witn specific domain dependent -,

‘knovledge. In its present form, it is unclear which knowledge belongs to

v

,whiCh‘area The development of semantic grammars for other’ applications

and extens1ons to the semantic. grammar mechanism to 1include other .

understood llngu1st1c phenomena will ~larify this d1st1nctlon ¥

“While the work presented in th1s report has dealt mostly on one~'area

¢

- of - applicatior, the notion of semantic grammar as a method of 1ntegrat1ng‘

knowledge -into- theé pars1ng process ‘has 1der : appllcablllty. Two

alterrative applications of the technlque hHave been. completed One deals o

with Simple sentences in the domain of% attrlbute blocks (Brown et al.

:.1975) -~ While the sublangdage accepted in the attrlbute blocks env1ronment

e - <

:13 very Slmple,'lt is noteworQ{? that within ‘the semantlc ‘grammar paradlgm -

- a simple grammar was_ quickly developed that. greatly improved the

flexibility of the input language The other completed application deals-
with questlons about the’ edltlng system NLS (Grignetti et al.- 1975) In:

vth1s application, most questlons ‘dealt w1tn editing commands and the1r
_,arguments, and fit nlcely 1nto the case frame notion mentioned in Chapter
5.- The case frame use of semantic grammar 1s belng considered for and may

\

have 1ts greatest impact on; command languages Command,languages are

typically case centered around the~command name that requires adtdilitional
arguments (its -cases). The comblnatlon of the semantic classification

prov1ded by the semantic grammar and the representatlon 'of case rules .

permitted by- ATNs should go a long way towards reduclng the rigidity of
complex command languages such as those requ1red for message processing
systems. The combination shonld also be a good representation for'natural
language systems in domains where"lt is 'possible to develop :a strong
underlying’ conceptuai space, such 'as"management information_ systems
{Malhotra 1975). | |

Q.



l1ngL1st1c processing techn1ques 1s ancther potentially frultful research
area. One c¢f the ways ‘semantic grammar gains -efficiency is to separate the
processing of”" syntact1cally s1m11ar sentences on semantlc grounds when it

is 'useful to do So. Hewever, . th1s prrrents the uniform 1ncorporat1cn of

for example, Wbodsl {1973b) solutlon to the -problems of relat1ve clause

tmodificafion - quantifiers and conJunotlon One means of integrating these

techniques would be to develop an 1ntermediate “target language that

maintains t 2 advantages of the semantlc grammar approach whlle allowing

;unlformmsolutidns to other*problems. It may even be possible to adopt.

Woods' query_'language, /allowing "the semantic - grammar to dictate the

functions ‘within the "propositions" and -"commands". An alternative ‘attack

would . be to wse an" yntactlc"kprocessing phase; incorporating the desired’

" GONCLUSIONS ' o -

techniques that\canohicalizes the input before it is processed by the

.semantlc grammar. In this method, the semantic grammar would- be v1ewed as -

a? 1nterpretat on phase of fhe understand1ng process but wh1ch works on a

mich less structured syntact1c parse than, for example the LUNAR system

<

A

In the course of ‘this report, we have described ;the evolution .of a

“natural language front-end from keyword beginnings'to‘a system capable of

using complex 11ngu1st1t knowledge. - The guiding . strand has been the

utlllzatlon. of semantic 1nformat10n to produce efficient natural languag°

'_’proceSSors ' There were several h1gh11ghts that .represent noteworthy polnts'

in the spectrum of useful ‘natural language systems Toward the keyword end‘;

of the scale, the -procedural encod1ng techn1que with fu221ness (Chapter 4

and Appendix B) allows simple natural language input to be accepted without,
introducing the complexity of a new ‘formalism. Encoding the rules as .
procedures allowed flexible control of the fuzziness and the semantic

1nature of.-the rules proyides the correct-places‘tovtake advantage of the

-flexibility. As the language covered by the system becomes more complex,

the additional burden of a grammar formalism wlll more than pay for itself

in terms of ease of development and reduction 'in complex1ty The ATN,”
\ complllng .system allows for the consideration of the ATN formallsm by

‘reducing its runtime cost, maklng it comparable‘ to 2 .direct procedural

N,
' AN
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i encoding.‘ The natural language front end now used by’ SOPHIE is constructedt'
~t;y compil.ng a semantlc ATN. . As the llngulSE1L complex1ty of - the language’
accepted by the svstem increases, the need for more- syntactlc knowledge in
Ethe. gramm.' cecomes greater * Unfortunately, . thlS often works at Ccross
purposes with the semantlc cnaracter of the. grammar. It onld be nice to
.hqve a general grammar for English syntax that could be used to preprocess
sentences, however, one 1s.not fortncomlng. T A general ‘solutlon' to the ‘
prcclem' of incorporating* sementics nith'the currént state of ;nco%piete .
“knowledge of syntax remains an open research problem.Q-In the foreseeable
* future, any system will have tc be an englneenlng trade-of f between
complexity and generallty on .onhe hand and efflclency ‘and habltablllty ‘on

the . otherﬁ We have presented several technlques that are v1able bargains .

in this trade-off.
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\ Appendlx A

. BNF Descrlptlon of Part of the.
e 'SOPHTE Semantlc Grammar

- f~

’ s Y R

This- appendlx 1ves a BNF-like- descrlptlon of part of ‘the language

accepted b SOPHIE. ° Included are all of the rules necessary to parse a

. "measuremen Examples of "measurements" are '"voltage at N1" "base

. emitter current R Q5",. and "output voltage". The grammar is *mpiemented.
as LISP functions and an example is llsted in Appendlx B, . :

o : In the descrlptlon, alternatlves on t t*haﬁﬁ’31de are separated
' b{ or. are listed on separate "lines, rackets [] enclose optional .
. ements . An asterisk * is used to mark notes about. a particular rule.
Non-terminals are des;gnateq by names enclosed_ln angle brackets <>.

) | .

“ lhe Grammar

s

\§01rcuit/place>°- <terminal> ! <node> Ve o ' S . s
<dlode/spec> := <diode> ! <zener/d10de> ‘
<sedtion> dlodev} <{section> zener/diode
<junetiod> 1= gunctlon/tyge> [of] <transistor/speec>
: < ransistor/term/typed>  and <tran31stor/term/type> [of]
[<transistor/spec>] .
<tran31stor/term/type> to <tran31stor/term/type> [of]
[<transistor/spec>]

<juhction/type> := eb ! be ! ec ! ce ! cb ! be

<meas/quant> := voltage ! current ! resistance¥* ! .power
_ *means .measured re31stance\

' (measurement> ::‘<sectlon>Loutput*][<meas/quant>]

' o " output* <meas/quant> [of] <section> : .
output* [<meas/quant> [of {transformer>]’
<transformer> <meas/guan >
.{meas/quant> between*¥ <01rcu1L/place> and*

<circuit/place> :
<meas/quant> of*¥* <part/spec>
{meas/quant> between output terminals
- <{meas/quant> of <junction>, :
. o @i e <meas/quant> of <circuit/place>
) ' . <meas/quant> from <junctiond> .
= <{meas/quant> of <section>
o <{meas/quant> of <pronoun>
: ' <gunct10n/ty€e> <meas/quant> [of <tran313tor/spec>]
ransistor/term/type> <meas/quant> of
[<transistor/spec>]
¥input also
#%fron~to also works
'**at thru, 1n, into, across and through also work

<{node> := junction of <part/sn¢c> *and <part/s§ec>
node uvgtween “i.ociu101> and <section Lo
[point] beLween <part/spec> and <{part/spec>
{node/name> !:[node] <node/number>
< {pronoun>

<num/spec> := "any positive number" [k] ! one

-<part/Spec> := {part/name> ! <load/spec> ! <section> <bart/typé9
: <{pronoun> )

(e
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<pdt(spéc>':::c6 ! ve ! cct : R AT i ks
<Bﬁohqun§:: it ! [ihat} "Lype“

{terminal> = oulput [termxnal] i <eastsistor/term> ) center/fap
' ' positive terminal ;“L*-'f>pvc>1'! positive one
noo negative terminal |«<nart/spec>| ! ncralive one
' anode t<dlode/gpec> ' cathode l(d‘ode/spec>]

“wiper <pot./spec>] .. o ] ‘ e

<transistor/spec>.:= <transistor> ! <scction> transistor ! <pronoun>’

<transistor/term>. := <transistor/term/type> [<transistor/spec>] _

-

'<transistdr/term/type> := base ! collector ! emitter

{transistor>, {capacitor>, ' <diode>, <resistor>, <transformer> and *
2 <zener/g*ode> all check the semantic network and parse correct nart names,.
e.z2. r qo. » . ) .

<seLLLon> uses the semantic network t.o deterwine if a word is a section of
. the unit, e.g. current/llmlter. : :
<part/name> uses the semant;c network to sec if a word is the name of a
part e. 7o .rb, o4, t2. .

<node/name> checks semanth network tor node names

’
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Appendix B

A LISP Rule from the Semantlc Grammar
. This appendlx describes ‘the method of encodlng the grammar ‘as "LISP .
procedures. The ways’. of expressing a: non-terminal are embodied -in a
rammar function. Each grammar function takes at . least. two arguments;
TR, -the list of -words to be recognized, and N, .the degree o' fuzziness
allowed. "The grammar function in effect, must’ determine whether the

‘beginnin of 'the string STﬁ -contains an occurrence of the correspondlng'

‘non-terminal. There are generally two types of ‘checks that 'a 'grammar

function performs. ‘One is a check for the occurrence of a,word or words -
which satisfies-. certain predicates. This -checking is done. with \two-
functions -~ CHECKLST and - CHECKSTR. ..-CHECKLST 1looks for a word in the

" 8tring matching any of a list of words,  CHECKSTR looks for a word -in the

~str1n%h satisfying arbitrary predicate. It is through these functions
e

that parser. 1mplements its fuzziness, For example, if CHECKSTR is

called with the.siring "resistor R9" and a predicate: which determines if a

. word is tne name of a part (e g. "R9"), CHECKSTR will succeed by skipping

the word "resistor", which in this phrase, is a nolse word.

The other usual type of .operation Eerformed by the grammar functions
is to check for the occurrence of other non~terminals., This is done b

calling Lhe Eroper function (grammar rule) and pa331ng _1t the correc

paesition in the input string. Ce ' ' >

If a rammar rule is successful the function passes back two pieces
of information. First, it returns some indication .0f how much of the input
string is accepted (i. e. where it stopped). The convention adopted is
that the grammar rule returns as its value a pointer to the last word in:
the_str1n§ accepted by the rule. Second, the function passes back  a
structural -description of the Ehrase that was parsed. - This structure is
passed back in the free varlable ESULT- (analogous to an ATN s "¥' upon
return from a PUSH. .

lested below is the grammar rule for the concept of a junction of a.

transistor. This rule accepts phrases such as "base emitter junction of
Q5", "BE of the current limiting tran31stor" or "collector ‘emitter
Junctlon“
(<JUNCTION>' - , Co .
[(LAMBDA (STR Ng ' . " , .
(PROG _(TS1 R1 . '
ERETURN
AND

_(? COMMENT A)

~ [ORK (AND (SETQ TS1 (<JUNoTION/TYPE> STR N))
- SETQ R1 RESULT))
"« (AND (SETQ TS1 (<TRANSISTOR/TERM/TYPE> STR N))
- (SETQ R1 RESULT)
SETQ TS1
({TRANSISTOR/TERM/TYPE)
(CDR (CHECKLST (CDR TS1) -
; QUOTE (AND TO)
(SETQ R1 (JUNCTION-OF-TERMS R1 RESULT]

v

n

(* COMMENT B)’

(CSND -
([SETQ STR é(TRANSLSTOR/SPEC)
(CDR GOBBLE éGOBB“ S1 (QUUTE (JUNCTION))).

~ o

OTE (QF))
(SETQ RESULT (LIST R1 RESULT))
STR)
s VT ‘

65



([SETQ REbULl (LIST R1 (LIST éQUOTE PREF)
1511)) QUOTE (TRANSISTOR]

~COMMENT A:

The first thing that is looked for is elther a <Junct10n/tgpe> (BE, -emitter
~collector etc.) or two {transistor/terminal/type>s
collector5 separated by the words "and" or "to". o If two términals are
i found the function “JUNCTION-OF-TERMS is called to determine the proper
junction. In either case, the place where the successful subsidiary rule

?tt off is saved in TS1 and the meaning of the accepted phrase is saved in
R1. . . , :

COMMENT B:

The next thing needed for a junction is & transistor <TRANSISTOR/SPEC>.
- {TRANSISTOR/SPEC> 1looks for an occurrence of a.transistor, e g. "Q5" or’
"eurrent limiting transistor". GOBBLE is a furction or SklpEln%
relational words when they are. not used to resirict the remalnlng par
the phrase. If a transistor is not found, a deletion is hypothesizéd and a
call to PREF is constructed.:- If the transistor has been pronominalized as
- in "the base emitter of:.it", <TRANSISTOR/SPEC> would recognize "it", In
either case the semanties of the recognized phrase (something like (EB Q5))

is.put into RESULT and a p01nter to the last recognized word is returned as
the value of <JUNCTION>. . .

There -are approxzmately 80 grammar rules in SOPHIE’s grammar,

f ST

ase, emltter or -



. Appe"1 « Lol
Sample Parses and Parﬁe Times Tor the LISP Implementat&on

, " This- appendlx presents some examp’es of sentences 'handled by the
natural language processor toge:ier with their parse times. Under each
Statement, the semantic lnterpre #tion returned by the parser 1is. given,
The semantlc 1nterpretatlon is = function call which when evaluated

performs the procéssing requirec¢ * - the statement, Parse times are given
~.in milliseconds. ' : : : ; _ :

Insert a fault.
(INSERTFAULT NIL)
85 ms :

‘What is the output voltage?
ggEASURL VOLTAGE NIL OUTPUT)
ms

What is the voltage between the current llmlt ing transistor
and the constant current source? o
(MEASURE VOLTAGE (NODE/BETWELN
{FINDPARI ‘CUAKENT/LIMITER TRANSISTOR) )
CURRENT/S.L{:IE)) » e
335 ms : . _ ‘ :

What is the volia e between there and the “ase bf-QS?
gEASURE VOLTAGE (PREF (NODE TEEMiwAL)} (5ASE Q6))
ms : .

52, . .
v (REFEEENCE « (TRANSISTOR) Q5))
60 ms’ - ..

Could the problem be that Q5.is fad?
- (TESTFAULT Q5 BAD)
100 ms p
Could it be shorted?
%%ESTFAULT (PREF (PART JLuT7¢N TERMINAL)) SHORT)
ms )

If R8 were ka ‘what wou. " the output voltage be?
(IFTHEN éﬂd 30000.0 VAL“z : ,

MEASURE VOLTAGE *IL OUTPUT)) .
. 220 ms .

If 72 were_.leaky what would the voltage across it be? -
{IF ' HEN EC{ LEAKY)
120 MEASURE VC...A<E (PREF (PART JUNCTION)))

ms .

what is the output voltage when the voltage control is set to .57
(RESETCONTR.L (STQ VC .5]
MEASURE . LTAGE NIL OUTPUT))

35 ms A

Wnat is it with Lt set at .67 C

(HESETCPNT oL (S;Q (PREF \POT LOAD SWITCH)) .6 ) ) : .

10 { REFERENCE NIL)) i ‘ -
ms . o .

If it is.set to 97
{RESETCCHNTROL ngQ

PREF (P 01 UAD SJITLH)) .9)
ENCE NIL .
135 ms
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. . Z /
What is the currant t ru the ce when Lhe ve is set to 1.07
(RESETGO TROL (STQ v

o . (MEASU%E CURHENT cc)) :
190 ms —

If Q6 has an opeu emitter and a shorted base collector
junetion, what n=pdgns to the. voltage between its base and

“the Junction of tne voltage:- llmltlng section and the voltaxe
reference sovs.m?

(IFTHEN /
(MULT ("MTF“ER 06) OPEN

) N
(fu,/ REF (TRANSISTOR))) SHORT)) :
(MEASURm JPLTAGE . .

o /BASE (PREF (TRANSISTOR))) -

100 NODE/BETWEEN VOLTAGE/LIMITER REFERENCE/VOLTAGE)));
' ms. .
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Appendix D

Examples of ATN Compilation

This appendix presents a simple'augmented”transition network: grammar
along with two dlfferent programs complled from 1t and a trace of the flrst
program par51ng a SQntence.k The ATN grammar was taken from (Woods 1970).
Both compiled versions of the grammar . sume a depth flrst-search'Stpategy\
,'and'use-configurations which.include the state; node, stack, registers;
features'and.hold list,

The first program does not support lexical ambiguity (neither ‘that
caused by compound rules nor that caused by multiple 1nterpretatlons under
the same . category) In additlon, it neither keeps a well- formed - substring
table, tests for'Ainputt before pushing nor returns features with popped
" .constituents. Thé second program, on the other band has all of- these
capabilities._ The listing'.of the second program alsc ;ngludes tracing

functlons the compiler 1ncludes in the program to allow-the user to follow

its operatlon. Both programs are glven in CLISP (Teltelman 197&)

.

_ The final section of the appendix contains a trace of the: first
_éprogram (using ! vers1on which did include traclng functions) discovering
all pos31ble parses of the sentence "John was ‘believed to have been shot by
Fred". Shown in _the trace are all of the arc transltlons taken by the
parser together with all register _setting operations, (The reader may

compare this with the analysis of this sentence given in (Woods ‘1970).)
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Thé grammar

S/ .
(CAT AUX.
. ESETR vV ¥)
SETR .INS (LIST (GETF * TENSE))) _ :
ESETRQ TYPE Q) : - _ .
TO Q1/)) : c - _
"(PUSH NP/ T . :
SETR SUBJ %)
SETRQ TYPE DCL)
TO Q2/)

(PUSH NP/ T S ' <

ES ETR"SUBJ ¥) _ '
))) '

v

’ TO Q37
(Qa/
: T (CAT V T .
o - - (SETR V *)
: { SETR TNS (LIST (GETF * TENSE)))
(T0 @3/)))

3/ ~
(CAT V (AND (GETF * PPRT)
(EQ EGETR V)
C ' QUOTE BE)))
o HOLD (GETR SUBJ))
) SETR SUBJ (BUILDQ (NP (PRO SOMEONE))))
SETR AGFLAG T)
(SETR V ¥)
(T0 Q37))
(CAT V (AND EGETF * PPRT)
- EQ §GETR V)
QUOTE HAVE)))
(SETR TNS (APPEND EGETR NS)
' QUOTE (PERFECT))))
SETR .V .¥)

TO Q?/))

(PUSH NP/ TRANQ (GETR V))
ESETR OBJ *)
TO Qu/))

(VIR NP (TR%NS (?ETR V))

. 5/y) )
(POP. %BUILDQ (S + + (TNS +) (VP (V +)))
TYPE SUBJ TNS V)
(INTRANS (GETR™V))))

U)
m
-3
:U
os]
[
*®
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(vp

Q5/

(QM/

(WRD - BY (GETR AGFLAG)
SETR AGFLAG NIL)

Q7/))
(WRD TO (S TRANS (GETR V))
TO Q5/))

(POP - BUILDQ (S + + (TNS +) (vP- (V +) +))

. TYPE SUBJ TNS V OB
T)) ‘

(PUSH VP/ T !
SENDR SUBJ (GETR OBJg)
SENDR TNS. (GETR TNS)
SENDRG TYPS pCL)

T 8es5%)"

6' .
-(WRD BY (GETR AGFLAG)

"(SETR_AGFLAG NIL)
(TO

Q7/)
(POP (BUILDQ (S + + (TNS +) (vp (V +) +))
'T)) TYPE'uUBJ TNS V OBJ)

/
(PUSH NP/ T

§SETR SUBJ #)
TO Q6/))) !
(CAT V (GETF * UNTENSED)
) ESETR Vo
o TO Q2/))
(NP/ ‘
(CAT DET T
ESETR DET #*J
TO NP/1))
(CAT NPR T."
) %SETR NPR #)
; ' TO NE/3)))
UNP/Y
- (CAT.ADJ T
: B ’gADDL ADJS *)
TO NP/1))
(CATNT
] ESETR N *) .
TO NP/2))) /
(POP (BUILDQ (NP (DET +§ (ADJ +) (N +))/
_ DET ADJS N /
. . !
(POP (BUILDQ (NP (NPR +)) I
NPR) P LEYs -



< . - ’
) : ‘ Version I
" (PARSER : |
(LAMBDA éACF)
'(PROG STATE NODE STACK REGS HOLD * LEX)

The current status of the machine is kept in five global
variables; (19 STATE, the state/arb in the ggammar (2)
NODE, the pointer-.into’the inﬁ (3)\ REGS, list of
re ister name-value pairs ) 8TACK, the réturn. stack, and
. (5)°HOLD, the: hold list. ﬁuttln% the 'machine into a given -
- confi fration , involves assigning wvalues of these five '
variables, - .

SPREAD-ACF ‘
éSTATEe(CP STATE ACF)) -
REGS«(CF.REGS ACF))
éSTACK«(CF .STACK ACF))
HOLD«( CF .HOLD ACP))
ENODEe CF.NODE ACF))
LEX(TEDGE WORD (FIRST.EDGE NODE)))

5 ST .BRANCH dmspaféhes control to the label specxfled by STATE.
e P This is the method of executing an arc,

A

EVALARC
(BRANCH STATE SUCCESS DETOUR S/ S/- 2
. o Q1/-1-PUSH .Q2/ Q3/ Q3/-2 Q3/
o ' Qg/ -3-PUSH Q47 Q4/-2 Q4/-3 Q
: - Q7/ Q7/ 1 PUSH VP/ NP/
NP/ NP/ 1Y NP/1 2 NP/2 NP/3)

SUCCESS checks to make sure all of ‘the input has been
pracessed,  If not it detours., - ‘ ' '

& succzss
(if (EMPTYP.NODE NODE) .
then (RETURN *)
else (GO DETOUR))

DETOUR decides which alternative to try next. In 'this case
the alternatlves list is a stack. o

DETOUR .
(if ALTS .
then ACF«(ALTS.FIRST) Lo
(ALTS.BUTFIRST .
. (GO SPREAD-ACF
else ¢ RETURN (FAILURE] ))

ThlS is the beginnlng\of the code whlch is com iled from the
arcs. The first arciof each state has a label which is the
same_ as the state name in the AT The otner arcs -have a

D

label which is the \state name followed by "=-" and the arc ~

' ’ number, Labels which.end in ,"-PUSH" 1ndicate the actions.
. ‘ ., and tarmination action'of PUSH arcs. .

.S/ (if (ARCCAT AUX) Y
~ . then gALTARQ S/ 2)
] SETR V *) -
STTR_ TNS <(GETF * ""TENSE)>)
SETRQ TYPE Q)
DOTO Q1/) .
GO Q1/)) ) .o

Y . - Y h _ 9

e

~I
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S/~ 2(DOPUSH NP/ S/-2-PUSH)-

(GO -NPY/) | 5 -*
S/-2-PUSH - .

. : : SETR ‘SUBJ *)
. o SETRQ TYPE DCL)

S DOPTO Q2/)
GO Q2/) .
01/ DOPUSH NP/ Q1/-1-PUSH)

e a ‘o:/-1 PUSH :
T SETR “SUBJ *)
DOPTO 03/)

°oQ2/ % ARCCAT V) : .
_ ' " “then SETR Vo#) .
; S \ SETR ‘TNS <(0ETF * “TENSE)>)
- : L éDOTO Q3/) ,
0'Q37))

: EGO DETQUR)
. Q3/ (while (ARCCAT V) and gGETF » °PRT)
o ‘and (GETR V)="bc
. . 'do (ALTARC Q3/-2) .
4 HOLD (GETR SUB.) )
: SETR" ,SUBJ (BUILDQ (NP (PRG SOMEONE))/)
: : SETR AGFLAG T) .
' - SETR ‘V
~(poTo 03/7

3 ‘ﬁ B
(if (ARCCAT V) and- EGETF * “PPRT)
and GETR ¥)= "HAVE ~
t hen’ ALTARG Q3/-3). . . - :
SETR TNS <1 (GETR INS) ! ‘(PERFECT)>)
SETR 'V # ST - :

" - .- (DOTO Q3/) .
43/ (GO Q3/)) .
o ?if.(TRANS (GETR V))

then EALTARC Q3/-U4) '

o T

a0

DOPUSH NP/ Q3/ ﬁa PUSH)
GO NP/)) -

(if (HOLDSCAN HOLD NP (LRANS (GETR V)))
then (ALTARC Q3/-5) o
(PREVIBACTS) .
SETR OBJ %) R N .
, R ~ . (DOVIRTO Q4/) -
] . Q3/-5 - (GO Qu/)) a ;
(if (INTRANS (GETR V)) ‘
then (DOPOP (BUILDQ (S % +(TNS +) (gg (V +)))

23/-4

TYPE SUBJ TNS V
(GO EVALARC)) -
e (Go DETOU : .
L Q3/-3-PUSH,
SETR “OBJ #*).

. DOPTO Qu/) .

QU/ (if %ARCWRD BY) and (GETR AGFLAG)
then sALTARQ Qi/-2)
SETR AGFLAG NIL)
- $DOTn Q?
- GO Q7/))




- QU/=2

Amkéxs(uopop (BUILDQ (NP (NPR +§)

(i (ARCWRD TO) and (S- TRANS (GETR V))
then (ALTARC Q4/-3).
DOTO Q5/7) <
GO Q5/))

%DOPOP (BUILDQ (S + +(TNS +) (v
TYPE SUBJ TNS V
GO EVALARC)

Q5/ ‘(SENDR _SUBJ (GETR OBJg)
SENDR “TNS (GETR TNS)
SENDRQ TYPE DCL) -

. DOPUSH VP/ QS/ -PUSH)

N SREGS NIL) '
GO VP/) .

Q5/-1-PUSH, . : ‘
SETR “0OBJ *) . ) ®
DOPTO 06/)

)

Q.A

Q67 E 9 %tlurn BY) and (GETR AGFLAG)

then (ALTARG Q6°-7) R
SETR “ACEL: & NIL) '

DOTO Q7/)
s GO Q7/ )
(DOPOP (BUILDQ (S + +(TNS +)
(VP (V +)+))

TYRE SUBJ TNS ¥ i 0BJ))
- (GO EVALARC)
DopUSK NP/ Q7 /-1- PUSH)’

_3e PUSH
(SETR SUBJ *)
EDOPTO 06/ .

ARCCAT V). and (GEIF * “UNTENSED)
then (SETR %) , s
DOTO Q /)
GO Q3/))
E?? DETOUR)

NP/ (ARCCAT DET) .. -~ | -
. ‘then (ALTARG NB/-2)!
SETR DET *) ~
.« .. (DOTO NP./1)
¢ GO NP/ 1))

NP /-2 - ~
. (1f {ARCCAT NPR) S ,
then” (SETR ~NER *). -
DOTO NP/ ) '

0 NP/3) '~—v~——*~f—*‘*\_
(GO DETOUR):

ADDL “ADJS *)
DOTO P/1))
NP/1-2 t

(Ee-(arceaT ) . ‘ T
then ESETR v - |

’ND/*\whlle (ARCCAT ADJ) do §ALTARC NP/1-2)

DOTO NP/2
, - (GO Np/2))
(BO DETOUR) )
NP/2(DOPOP (BUILDQ (NP (DET +) .-
. o . (ADJ +)
_ (N +))
DET ADJS N)Y)Y o
(GO EVALARC) 8 a2

NPR
(GO EVALARC))))



Version II.+ -

{(PARSER v . . . o T
(LAMBDA gACF) r .
(PROG (STATE NODE STACK REGS FEATS HOLD * LEX: SRhGS =
K - SFEATS FEATURES TEMP).
If the function is called with an ar%ument of ‘GO, it looks
for _another parse, This allows he user to get out more
than the first parse.
(if ACF GO
then (GO DETOUR)) )
~-The current tus of the machine is Kept n s five, glob l
variables: ?13 E the state/arc pi“ the gramma% a .
NODE, the pointer into the 1nE (3) REGS, the list :
register name-value pairs ) éTACK the-return “sfack, and““
.~ {5) HOLD, the hold list, éutt % the'machine into "a given
N conf-Turation involves assign ng values to these five
-variables. _ : . ' :
. SPREAD-ACF e :
CHANGESTATE (CF. STATE 'ACF)) BRCS .
REGS«(CF.REGS ACF)) ' ~

FFAT§+§CF .FEATS ACF;g U ’ : .
axACK+ CF.STACK ACF ' . S -
OLD¢(CF .HOLDR ACF)) ’

LEXe EDGE WORD (FIRST EDGE NODEg(CF. NODE ACF)))) -

TRACEALTSTART is one of the traeing functions provided to
‘allow the user to follow the operations of the parser. The
others are TRACEARC and ABORT. None of these. result in any
code when a fast version of the parser is produced. _

ETRACEALTSTART) Sy ) . '

GO EVALARC) : v s s
NEXTLEX - oL o : :

' If the current node has more th.:: one lexical- interpretation .
\BUTFIRST EDGE), the code setx HOvZ to try the next one.

(if (BUTFIRST,EDGE NODE) v RS
then LEY*(EDGE WORD* (FIRST,EDGE : : R
HODQT(BUTFIRST EDGE -

: NO DE))) . -~
p (GO EVALARC)) = 9 . Lo
BRANCH diSpatches control to .the label specified by STATE.
EVALARC -
- (‘BRANCH STATE succsss DETOUR 'S/ S/-1 CONT /-2
S/-1-CAT S§/-2 PUSH Q1/ Q1/-1-PUSH Q2/
:Q2/-1-CONT. 02/ 1-CAT Q3/ _Q3/~-1-CONT
. Q3/-2 Q3/<=2 CONT Q3/-37Q3/=4 Q3/-5
; ~.Q3/-1-CAT Q3/-2-CAT Q3/-3-PUSH QU4/ Q4/-2 Ql/- 3
. Q5/-Q5/-1-PUSH Q6/ Q67-2"Q7/ Q7/-1-PUSH
VP/ VP/-1-CONT VP/-1-CAT NP/ NP/-1<-CONT .
NP/-2 ,NP/-2-CONT NP/-1-CAT NP/-2-CAT
. NP/1 NP/1-1-CONT NP/1-2 NP./1-2-CONT .
o, NP/1-1-CAT NP/1-2-CAT NP/2 NP/3) / . ) .
St RETURN NoDE) | T e
. . AR ; ///
- ~. ~ VARERR N
e

’——~-_——"—‘" . ) R 7. .. ' - - 75 . - ~—*‘—\———-—-—.~___~\_ _______



Ty

.5ETOUR chooses an alternative from the .ALTS list.” In this

"version the ALTS list is" a stack, The detouring mechanism

. from the list of SUSPENDED alts {aken, - The suspended
alternatives ars- maintained in order by welght :
., ORT _;" i . . . . ] . .
(ABORT) ' ABORT is a tracing function.
' OUR ' : c - .
(if - ALTS

could be .changed by redefining ALTS.FTRST and ALTS.BUTFIRST.
If there are no more alternatlves the first alternative

then ACFe(ALTS.FIRST) . . \ o

(ALTS. BUTFIRST; LT ‘ - .
(GO SPREAD-ACF

.= elseif SUSPENDEDALTS : . BN
“then ACF«(SUSPEND.POP)

else (RETURN (FAILURE)))

(GO SPREAD-ACF)

- ' S/ (1f (ARCCAT - AUX °
. else (GO s/-2)) .
éALTARC S/=2)
TRACEARC CAT AUX S/ 1)
S/-1-CONT

SETR

SETR “TNS <(GETF * “TENSE)>)

ALTCAT S/)1 -CAT)

SETRQ TYPE Q)

' GO Q1/) B s
S/-2{(if (STRINGLEFTP)

TRACEARC PUSH 'NIL S/- 2) X
DOPUSH NP/ S/-2-PUSH)
(GO DETOUR)) . -

then %NEXTLEXALI S/) . o o

(CHANGESTATPQ S/)

(GO NEXTLEX) - . v : e

S/-1-CAT

gAHCCAT AUX)

T e
‘).' )

A .. . Ce

TRACEARC ALTCAT AUX S/~ 1)
: (GO _S/-1-CONT)

S/-2~PUSH

SPREAD/WFS) S C ’
(SETR SUBJ *)7 . '
SEIRQ TYPE DCL)

DOPTO Q2/) .

?QTRINGLEFTP)
then (NEXTLEXALT Q1/)

GO
C1/ (if

~

TRACEARC PUSH NIL Q1/-1) -
DOPUSH NP/ Q1/-1-PUSH) | - . .
GO DETOUR)) . : - : o

%CHANGESTATEO Q1/) . S
(GO NEXTLEX) . B A
Q1/<1=PUSH
SPREAD/WFS)’
_ SETR 'SUBJ *)
« ° (DOPTO Q3/)

. GO
g2/ (if

/i

3/) . ’ D ;
ARCCAT V) ' !

else ECHANGESTATEQ Q2/) : o /

GO NEXTLEX)) : /

S &NEXTLEXALT 92/) T y
_ TRACEARC .CAT V' Q2/-1) _ C

P



i
(

'(
(

|

Q3/-2:

(
Q3/ é
(it
(
$

gQ3/ -4

Q3/-5

T

§

ZCONT

ALTCAI 02/ 1-CAT).

SETR V.

SETR TNS <(GETF * "TENSE)>)

DOTO Q3/)

(GO Q3/

—CAT

“(ARCCAT V)

TRACEARC ALTCAT v Q2/-1)
2/-1-CONT)
(&RCCAT- V)

else ¢{GO-Q37-2)) -

ALTARC Q3/-2)

TRACEARC CAT V Q3/-1)

ALTCAI Q3/-1-CAT) :

if “((GETF * PPRT; and (GETR V)- BE)
then (GO ABORT)

HOLD (GETR SUBJ))

SETR SUBJ (BU%LDQ (NP (PRO SOMEONE))))

SETR : AGFLAG
SETR "V *)™s
DOTO Q?/)

0 Q3/

£ (ARCCAT V) .

else (GO Q3/ 3))

LTARC Q3/-3)

RACEKRC CAT V Q3/ 2)
2CAT Q3/-2-CAT)

then (GO ABCRT) .

TR “TNS <! (GETR TNs; !
(PERFECT >

ETR 'V %)

0T0 Q?/)

0 Q3/

if (STRINGLEFTP) and (TRANS (GETR v))

then (ALTARC Q3/-4)

ETRACLARC RUSH NIL 03/ 3)

DOPUSH NP/ Q3/-3-PUSH)

(GO DETQUR)) .

ALTARC Q3/-5)
TRACEARC VIR NP Q3/- -4)

PREVIBACTS)
SETR "OBJ %)
DOVIRTO Qu/)
(GO Q4/))
if (INTRANS (GETR V)) . .
then-gNEXTLEXALT Q37/) d
TRACEARC -POP NIL Q3/-5) -
(DOPOP (BUILDQ (S + +(TNS «?
_ (VP (Vv +)))
TYPE SUBJ TNS
) (G TR POPFEATS))
(GO DETQUR)) !
CHANGESTATEQ Q3/) o L
GO NEXTLEX) ‘ .

i
A
T
AL o o
if “((GET® * PPRT; and (GETR V):HAVE)
SET
‘s
D
G

v’

e

(_f‘;g P gHOLDSCAN KOLD ‘NP (TRANS (GETR V)))
. ~hen .



]
ARCCAY V) |
TRECEARC ALTCAT V Q3/-1) -
G0:Q3/-1-CONT) .

-2-CAT

ARCCAT 'V). |

| TRAGEARC ALTCAT vQi/-2)

- GO Q3/-2-CONT) » )
Q3/-3-PUSH: : -
SPREAD/WFS)

SETR "OBJ *)

DoPTO Ql/)

1f ?ARCWRD BY) and (GETR AGFLAG)
- then (ALTAREC Q4/-2)
. . {TRACEARC WRD BY QU/~ 1\
. SETR "AGFLAG NIL)
-~ DOTO Q7/)
GO Q7/))
Ql/-2

TRACEARC WRL TO QU/ 2).
DOTO Q?
GO Q5/))

Q4/-

- UNEXTLEXALT Qu/).
‘(TRACEARC POP NIL Q4/-
DOPOP (BUILDQ (S + +(

. (ve
TYPE -SU
(GETR POPFEATS)
(Go DETOUR)
nQS/ (if (STRINGLENTP)
then gNEXTLhXALT Q5/)

then %ALTARC Qu4/-3)

)
V 0BJ)

TRACEABC PUSH NIL Q5/-1) -
SENDR “SuBdJ (GETR OBJg)
SEKDR “TNS (GETR TNS)
SENDRQ ‘TYPE’ DCL)
DOPUSH VvP/ QS/ -PUSH)
. SREGSe&NIL T
.~SFEATS+NIL ) .
(GO DETOUR)) -
( CHANGESTATEQ Q5/)
: (GO NEXTLEX) o
Q5/-~1-PUSH :
SPREAD/W¢S) T,
SETR “0BJ *) : '
DOPTO 06/) '

06/ 1f ?ARCWRD BY) and (GETR AGFLAG)
. then ﬁALTARC Q6/-2) -
: TRACEARC WRD(BY Q6/-1)
SETR “AGFLAG NIL)
DOTO Q7/)
G0 Q7/ )

2
gNEXTLEXA'T 06/)
TRACEARC POP NIL Qb/ 2)
_ (DOPOP (BUILDQ (37+ +{TNS +)
(VP (V +)+))
TYPE SUBJ TNS V 0QBS)
. {GETR POPFEATS)) o
(GC DETOUR) .-~

~

Q6/

78 wd

(if (ARCWRD TO) and (S=TRANS (GETR V))



Q7/ (if (STRINuLEFTP) ,
hen (NEXTLEXALT Q1)
TRACEARC. PUSH NIL Q7/-1)
DOPUSH NP/ Q7/-1-PUSH)
GO DETOUR))
§"HANGESTATEQ Q74)
: GO NEXT.EX) -
Q7/-1-PUSH -
ESPREAD/WFS)
SETR ~SUBJ #)
DOPTQ Q&%)
GO Q6/) - -
vP/ (if (ARCCAT V)
- else sCHANGhSTATEQ vv/)
© + "7 (GO _NEXTLEX))
(NEXTLEXALT VP/)

" NP/

hd AEEARG ! LY A RV T W
\Tn 247 T vyi7 7

VP/~1-CONT CT

1= \
gAYTCAT VP/ nAEib

TRACEARC ALTCAT 7 'iP/-9)
GO VP/-1-CONT) ~ -
if (ARCCAT ‘DET!

- else (GO NP/=2):

(ALTARC NP/=-2)
* (TRACEARC CAT DET N2/--1)

NP/-1-CONT

(ALTCAT NP/-1- CAT)

%SETW DET *)

1
éARCCAT V)

DOTO NP/1)
GO NP/1)
Np/-2 -
T (ARGCAT WPR) :
- ise (CHANGFSTATHQ NP/) v
(50 MEXTLEX) o
(NEX 'LEXALT NP/) o = ‘-
(TRZCEA<Z CAT NPR N¥/-2) - o
2 CO’.L o M
iA CCAT NE/-.G-CAT) :
SETR""NPR *)
EDJLO NP/3)
GG N'/?) :
NP/-1= . .
AR("AT DET) _ . .
TRA. SARC ALTCAT DET NP/-1) BRI
‘ GO NP/-1-CONT) . :
NP /-2-

TRACEARC ALTCAT NPR NP/-2)
GO NP/-2-CONT) o
NP/1(if (LRCCAT ADJ) : .-
else (30 NP/1-2})
%ALTA?C NP/1-2)
TRACEARC CAT ADJ NP/1-1)
NP/1-1-CONT ©
(ALTCAT NP/1-1-CAT)
gADDL ADJS *)
~ (DOTO NP/1)
(GO NP/1)

EARCCAT NPR)

CAT : o -



NP/1=2
(if (ARCCAT N)
else éCHANGESFATEQ NP/1)
GO NEXTLEX))
$NEXTLEXALT NP/1)
© . (TRACEARC CAT N NP/1-2)
NP/ 1-2-CONT
ALTCAI NP/1-¢-CAT)
SETR .
DOTO NPAZ
: GO NP/2)
o ~ NP/1-1-CAT
"~ (ARCCAT ADJ)
TRACEARC ALTCAT ADJ NP/1-1)
GO NP/1-1-CONT)
NP/1-2-CAT
ARCCAT N)
TRACEARC ALTCAT N NP,1 2)
CONTY}—

NP/2(NEXTLEXALT NP/2) T
: TRACEARC POP NIL NP/i<1)
. {DOPQP, \BUILDQ ¢NP Dgg +§
~ +

) B
ET AEJS N)
, (GETR POPFPATS))
- GO DETOUR) ‘
T NP/3 NEXTLEXALT NP/3)
: S TRACEARC POP NLL NP/3-1)"
{DOPOP (BUILDQ (NP (NPP.+))

NFR o
(GETR POPFEATS))
(GO DETOUR))))




Irace of Version I PaPSIDg a Sentence
PARSE((JOHN WAS BELIEVED TO HAVE Bth bhOT BY PRED))

bLartlng alternative 0"
At arc
" Node = (((JUHN NFR (&)) ((WAS V & AUX &) (& &))))

The sentence 1is converted into  a chart format. The., .cnart
‘contains information about the possible parts of speech of each
word. NoLlce that '"was" can be.either a verb (V) or an auxiliary
verb AUX) (An "&" is used to indicate a futher structure.)

Taking PUSH arc S/-2

The trace indicates the arc tgpe and 1ts location in the vrammar.
No alternative 1s .stored ecause " S/-2 is the last arc in the
~..—_stat= S/ and there_are no lexical alternatives.

} PUSHing for NP/
- Taking-CAT NPR arc NP/-2
. Setting NPR to JOHN

. Thé trace also indicates where registers get set.

Entering state NP/3
Node = (((WAS V (&) AUX (&)) ((BELIhVED v &) (& &))))
Taking POP arc NP/3-1 s
Trying to POP
(Continuing arc S/-2-PUSH)
Setting SUBJ to (NP (NPR JOHN)/
Setting TYPE to DCL =
EnLerln% state “2 |
Node = (((WAS V (&) AUX (&)) ((BELItVED Vv &) & &))))
Taking CAT V arc Q2/-1 "
Setting V to BE
Settlng TNS to (PAST)

T Qntean% sfate Q3/
: Node = ((( BELIEVPD V (&)) ((TO PREP &) (& &))))

The alternatlve confzguratlon to try the second arc leaving  Q3/
(Q372). is created and saved after the test has succeeded on the
first arr but before the arc is taken. This is alt 2 because .
configuration- 1 was created during the earlier PUSH arc &1 e,
the number-is a conflguratlon nunber)
- Storing alt .2 fom»arc Q3/ 2
- Taking CAT V.arc Q3/-1 . .
" HOLD*ng (Np (NPR~ JOHN)) . L .
Setting SUBJ to (NP (PRO oOMEONE))
Setting AGFLAG to T -
Setting V-10 BELIEVE

) Enterln% state S
Hode = (((TO PREP (&)) ((HAVE V %) (& &)))) .
s . Storing alt 3 for arc Q3/-4 - "
'Tak*nv PUSH arc Q3/-3 , ‘
PUSHing for NP/ - - - ) . . o

BLO”KFD . , o

bLartzng alLerna*LvL 3
At arc u%’

S - T S
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¢

! . : ‘ :
Node = (((TO PREP (&)) ((HAVE V &)=(& &))))
-Storing alt 5 for arc Q3/=5
- Taking VIR NP arc Q3/-4
(NP (NPR JOHN)) removed from H(L) list
Setting OBJ to. (NP (NPR JOHN,) :

Entering state Q '
Node. =78 (218 Srip’ (2)) ((HAVE V- 1) (2 D))
Storing alt for arc Q4/-3 .
-Taklng WRD TO arc QkL/-2 :
Enterln% staté
Node = .{((HAVE v (& ) ((BEEN V&) (& &))))

Taklnﬁ PUSH :arc Q5/-1

Ding SUBJ value. of (NP (NPR, JOHN))
SENDing TNS value of (PAST)
SENDlng TYPE value of DCL

‘PUSHing for VP/
Takin ng—GAT V arg UD/ 1 i - ~

Sett1n5 V tO HAVE -
Enterlng state Q3/
Node = (((BEEN v (%)) ((SHOT vV &) (& &))))
' Storing alt 8 for arc Q3/-3
Takln% CAT V arc Q?/-Z _
ting TNS to (PAST PERFECT)
Setting V to BE

“Entering state Q3/
Node = .( ((SHOT V (&)) ((BY PREP &) (& NIL))))
Storing alt 9 for arc Q3/-2
. Taking CAT V arc Q3/-1
"HOLDlng (NP _(NPR JOHN))
7. Setting SUBJ to (NP (PRO SOMEONL))
Settlng AGFLAG to T
Setting V to SHOOT

Entering state Q3/
" Node = (((BY PREP (&)) ( (FRED NPR &) NIL))) -
Storing .alt 10 for arc Q3/-4
~ "Taking PUSH arc Q3/-3 .
. PUSHing for NP/
- BLOCKED ,
Startin alterna*lve 10
At arc %
Node = (((BY PREP (&)) ((FRED NPR &) NIL))
Storlng alt 12 fcr arc Qi/=5
Taklng VIR NP arc Q3/-U
(NP "(NPR JOHN)) removed from HOLD 1is!
Setting 0BJ to (NP (NPR JOMHN:

Elnter'lnr state Qu/
Node = (((BY PREP| (&}) k(FRED NPR &) NIL)))
-« Storing alt 13 for arc QU4 :
Takln% WRD BY arc|Qi/-
. ting AGFLAG {to NIL

Enterlng ‘state Q7/ .
Node = (((FRED NPR (&)) NIL))
Taking ' 'PUSH arc Q7/-1
PUSHing for NP/ ! !

" Taking CAT NPR arc NP/-2

Setting NPR to FRED

~




Entering state NP/3
Node = (NIL) - , LT
Taking POP arc N2/3-1 - ) '
Trying to PQOF '
(Contimiing arc .Q7/-1-PUSH)
Setting SUBJ to \NP (NPR FRED))

‘Entering state 6/ . : . *
Node = (NIL) '
Taking POP arc Qb/ -2
Trying to POF
(Lontlnu;ng arc -Q5/-1-PUSH)
Sett ng OBJ to (S DCL (NP (NPR FRED))
Tgb (PAST PERFFCF))

(v SHOOT) (NP (NPR JOHN)))) S

Enterit state \.,10/ : R : : . o
Node -I%NIL) : ) o
Taking POP arc Qb6/-2 :

Trying to PCP

Trylng to SUCCEED

S DCL_ : co

NP PRO SOMEONE - -

“INS PAST

VP V BELIEVE

S DCL - . i
NP ‘NPR FRED . One successful parse. Parser.continues
TNS PAST PERFECT L o because it was beinr run in a mode which
~ VP V_SHOOT

. NP NEFR JOHN . ' returns all possible parses.

Starting alternative 13 - : L
At arc Q4/-=2 - - '
Nede = (((BY PREP (&)) ((FRbD NPR &) NIL)))
Taking POP arc Q&/-3

Trying to POP

(Continuing arc Q5/-1-PUSH)
Setting OBJ to (S DCL (NP (PRU SOMEONE)) . N
L - (s (PAST PERFECT)) '
(V SHOOT) (NP (NPR JOHN)))) . A 7
EnLeblng staLe Qb6/ . ' o :
- Node = [ ((BY PREP (&)) ((FRED NPR &) NILY))
btorlng alt 15 for arc Qb/- : ' o .

'Taklhg WRD BY arc J6/-1 . .
ting'AGFLAG to NIL ' : S ‘

.Enterln% state Q7/
Node ((FRED ‘NPR (&)) NIL))
‘Taking PUSH arc Q7/-1
PUSHing for NP/
‘Taking CAT NPR arc NP/-2
Setting NPR to FRED

Entering state NP/3

Node = (NIL) S ' . : :

Taking POP arc NP/3-1 . - . _ )
"Trying to POP . - o
(Continuing are Q7/- 1-UU5H) ! '

Settine SUBJ Lo (NP (NPR FRED)) el




Enterln state Qb/
Node , =" %N

Taking PQP arc Q6/-2
Tryihg to POP

Trying to SUCCEED

S DCL ..~

NP NPR FRED.

TNS -PAST _ o o

VP V BELIEVE : Second possible parse.

S DCL : .
NP PRO "SOMEONE .
TNS PAST PERFECT - : S .
VP V_SHOQT : -
NP NPR JOHN

At arc Q6/-2

Starting alternatlve 15
Node = ({{BY PRE

\ (Do pn 2
3 VAT DTN X

P\ &7/

Taking POP art Q6/-2 v .
Trylng to POP . o o -
ing to SUCCEED _ . I . .

B..0CK D . C ' ' ot

Starth§ alternatlve 12=

At arc -5
Node = (BY PREP (&)) ((FRED NPR &) NIL)))

"BLOCKED .

At arc 'Q3/-2

Node”= (T(SHOT V (&)) ((BY PREP &) (& NIu)))) 3 R o
BLOCKED C -

Startiné?alternatlve 9

Node =
BLOCKED

Starting alternative 8 » -
At arc %% -3 | |
(BEEN V- (&)) ((SHOT ' &) (& &)))) o

Startin alternative 6 : o ,
At arc %4/-3 C
Node = (¢(TO PREP (&)) ((HAVE v &) (& &))))

' . Taking POP arc Qi/-3
Trying to POP

< .

5 to §UCCEED -

CKED e .
Startin alternative 5 S :
At arc % ‘ :
Node—= ((To PREP (&)) ((HAVE V &) (& &)))) . .
BLOCKED
Startin alternative 2 L
At arc %?/—2 : ] '
Node. = ({(BELIEVED V (&)) ((TO PREP &) (& &))))
BLOCKED- L K o _ .

NIL
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Grammar Compiler Declaralions

R

Specification of Features

Some featu}es of the geheral ATN ‘pafser'-require‘ a good deal of
bookkeeping. For .example, SYSCONJ requires a parser Lé sévg Lhe path that
Lt-takeé through the grammaf.. This more Lhan.doubles the ambunt of storage
‘overheac, To relieve the burden of those features, sucn as SYSCCHJ, .which

» N

. -increase the overhead, and wh.2h a particular application may;not reguire,

the wuser can ‘'specify which features nis grammar uses, The compiler will,

t hen tailor the object .code to  those needs, The user 'speéificatiqns
consist of a collection of flags which are set at compile time. A

description of .each flar i.gether with its default setting is given below.

-HOLDELG: If the grammar does nct use the .HOLD facxllty setting this flar.
to NIL will ellm rate one field ‘n a configuration, Default is T.

FEATURESFLG: If the grammar doesn “t use the feature facility, setting this
flaq to NIL will el~m1naLe one I; Ld in a conf_.guration. Default is T.

WFS”rLG If +he grammar uses Lhe well-formed substrﬁng feaLure, WFSTFLC
should be non-HIi., " Default is NIL.

ALTCATSFLG: If tnis flaz is NIL, the compiler w111 noL ‘com Lle the abLl

to handle multiple ‘nLerpreLaLLons of ‘a word within a single categor: Jf
ALTCATSFLG is a list, it will compile this ability Lnto those  CAT “arcs
whose categories are members of the list. If T, will compile this

ability into all CAT arcs: Default is T. ™Y

-SYSCONJFLG: If the vrammar~uses the LUNAK SYSCONJ congunctlon handlln? .
.fdc’llty SYSCONJELG " should be non-NIL. Default is NIL. (SYSCONJ has' not .
been implemented yet. : ‘

STAE;STATE: TThisushould'BQ the start state of the-zrammar. Default value
is §/. : o ' ‘

NULLPUSHFLG; If NULLPUSHFLG is non- NIL a PUSH arc will never be taken Cif
there is no inppt left. ' Default sett;ng is T.

_UNAMBIGUOUS-CHART: If the input chart is never mblguous, etf*n?t-th is
flag. to a non-NIL value will avoid the checklng for an- a¢Lernat.Ve ILK cal
*rterpretat.on Default is NIL. :

A //y"

1 [ . A .
- This ng ins to leglslate out. PUSHes which do not use any of the .
inputs. . In. prac‘-cax terms, this means that .a FUSHed to network has .to do

., more than just take constituents off the hold list. In theoretical _terms,
it eclosesg one of the holes which \may allow an ATN grammar’ to be
undeCLdable ‘e ) -

s . y
A K . ‘ .
~ . B n b .
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o
R that it can xeep track of the registers whlch are used in the grammar.

i

Declarations for Arc Tests and Actions - .r

;

The te« . and act ions on an arc can be arbitrary LISé'expressions. To
compile . thess iunction calls, .the grammar compiler must ‘know which -
arguments get evaluated. In general the grammar 'compilervcgets this

information from " the same declarations about functions that the'LISE
compiler uses (NLAMA, NLAML, FNTYPE, etc.). In ‘addition a facility is
brovided wnich allows the user to tell the gnammar compiler how to compile
the 1nd1v1dual arguments to partlcular funct.ons. Usinv this facility it
is QOSSLble' Lo wrlte functlon calls in the mrammar which’ lmp1101tly QUOTE
EOme of their arguments and evaluate others or ' even 'which call anotherv
functionr to decode’ their arguments. The compiler is told how to_compile
the”argumenté’to a funcGion by putting a epecification as the value of the
property . GHAMMARARGINFOE on the property list of the function name. The

value of GRAMMARAR&INFO property should be one of the follow1ng

1) LAMBDA: the function evaluates all .of its arguments. \ (This is the
default case,)

.2) NLAMBDA: the functlon doesn L eValuate any of its arguments. This
can also be done bg putting the Iunttlon on either of the lists NLAMA
or NLAML (see INTER ISP compiler

3) A list whlch specities how eacn argument should be treated. Each
element of the list, can be:

. . %) Eor NIL - ‘This argument pos'tlon will be evaluated This is the
usual case where the ‘aciion expects its argument to be evaluated and.
w tells the grammar - compll io scan the argument for embedded calls.

:.’:r

2) QUOTE - This argument is embedded in QUOTE, Thls rovides a
-convenient way of automatlcally quot ing certaln argumen positions
“ in-a function- call ‘ 9\\ .

3) # - The argument is not cemleed by the grammar compller but is
mr rely copled c-iNotet. Arguménts which occur-in this position should
rot . havewanv 8= edded Iunctlons as?tneoe will not- be scanned by ‘the

_comp er., g : . oo :

) Any otheffatcm <The atom is the name of a function 'which when\
APPLYed to the argunment returns the compiled form?¥ c

&

Examples: The yrammar funct on SETH whlch sets the: 'value of a register

ving a/GRAMHAFAHGlNrc property of (QUOTE EI"2 The

"

“hay

could be compiled b
arc action (SETR ANAPHORFLG n would compile into (SETK (QUOTE ANAPHORFLG)

T).' SETR is derlned as a LAHBDA functlon (L e. the 1nterpneter evaluates

2 SETR is, in fact, recognized specially by the grammar compiler so

.

”

.
« e Lo
Iy




e Lo o, ...

Ve

its Arguments) whlch avoids the expllclt call to EVAL which° results . from-

',hav1ng SETR be a NLAMBDA functlon (i.e. the lnterpreter doesn t;EV81Udt€
DAY ) ) i ey PO
its arguments). - ' .

.

In the LUNhR grammar many of the~'arc' functions ‘use 'EVALLOC to

' .

evaluate one or more of their arguments. EVALLOC. has three optlons (1)

« . 1if its argument'ls "*? or NIL, it gets the value of the curreht thinmj- X
| (ZY‘.if':the argument is atomic;.it is a reglster whose . value is retrleved'. ff;=_f
. and (é).if the argument is a list it 'is; evaluated . This’ allows ithe

- grammar to be clearer and less’ cluttered w1th predlctable functlon calls. “,

R P

- To accompllsh the same reoults uslng the compzler,\ a “vers:on of EVALLOC"

- N

(CEVALLOC) is’ provided - which returhs the form for‘the decoded argument: |
- The funct*ons'whlch use it are. %hen qtven GRAMMARARGINFO property. o} .
CbVALLOC for those argument pos1tlons which need decodlng. This means that o
the decodlng process takes place once at compile t1me lnsteaa of each time
the arc is tr’ed. - For example, ln the LUNAR, grammar the. functlon MARKER _
hasoa GRAMMARARGINFO property of (CEVALLOC QUOTE) This allows ‘the zrammar
< to. have. " (MARKER N MASS) ~ as . an ,-action- 'whlch complles .'gpto )
(MARKER (GETR N) (QUOTE MASS)) and avo*ds an' explicit call to EVAL-. by
aﬂARK&B Not.ice that by us:ing th s ttchnlquef the grammar wrlter can eaSLlyiv-i~'
;speclfy default arguments to 'acttons Iin hlw grammar (at very llttle ‘

u" @
. ~

oomputatlonal cdst) and greatly 1mprove the rcadablllt, or- tre grammar. : Co

-y N ' . * ' H o d’

.
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