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ABSTRACT
-

One of. the major stumbling blocks to the'more effective educational
use of coMputers is the lack of a natural means *of communication between
the student and the computer. This report addresses the 'problems of,
deVeloping.a system that can understand natural langdage (English) for-,
adanced . computer-based instructional systems. Training environments
impose the following requirements on a natural language Understanding
systeM: (1) efficiehey (2) habitability, (3).self-teachability, -and (4)
awareness of ambiguity. The major-leVerage points that allow these

. -. requirements to be met are: (1) liMited domain, (2)-limited activities
within that domain, and (3) known conceptualizations of..the domain. In
other words, we must.know the probleM area, the type of problam the' student
is-trying to solve and the way he should be-thinking about the problem in
order to solve iL

The notion of semantic grammar is introduced as a paradigm for
rganizing the knowledge required to understand language. which permits

efficient parsing. In setantic)grammar, hon-terminal categories are formed
on conceptual rather than syntactic bases. This allows semantic knoWledge-
t* be integratedAnto the parsihg prbcess whenever.it is beneficiaf. The
semantic grammaralsb lends itself to a simple yet powerful' method of
handling pronominalizationsi ellipses 'and other sentence fragments that
arise natUrally in'a dialogue situation.

The need for a succinct fonmalism for expressing semantic\krammars led.
to the use of the Augmented Transition Networks (ATN). r. The ability of
ATN-based' semantic grammars tb perform satisfactorilY in an educational
environMent is demonstrated in the natural .language front-end for the7'.

,

SOPRIE system.'



oTreface

With the-advent of knowledge-based instructional, systems .that can

answer trainees' questions, critique their hypotheses and automatically

provide remedial hints, the' need for a manrmachine interface that

facilitates rither than hinders a student's communicLition with the machine

becomes ever more'pressing. Thisreport deScribes'a general technique for

generating "friendly", efficient and robust natural language front ends.for

advanced instruttional systems. The generality of thiS technique has been

proved by its sudcessful applioation in a range of instructional systems;

its efficienty has turned out to rival the keywords parserS which underly

mOst of the classical CAI systems; its robustness has been attested to by

the fact that it has been able to handle nearly every serious query posed

'to our electronic' instructional systems in the course of a lesson or

exercise.

In this report we first discuss the essential properties that comprise

a "friendly" natural langutge front-end for an instructional system. Next,

we discuss some.prior systems that have some, but not all, of the desired

capabilities .and then we' focus on the technical' details underlying

"semantic' grammars° -- a new technique for produc.ng the desired

manrmachine interfaces. Although there is little emphasis placed on the

analysis of how studem4 ,used theapabilities afforded by this kind of

n'atural language interfte Amadp IokSsible by semantic 'grammars), a'

COmPanion report contains the a-halysis.ofnearly twelve thousand natural'

language interaotions'collected. from students using' instructional' *Stems

built around' this technique.
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Chapter 1

.

REQUIREMENTS FOR A NATURAL
LANGUA.GE INTERFACE FOR INSTRUCTIONAL SYSTEMS'

Thib research -arose from the need'for natural language interface! to \
complex instrudtional systems whiCh underly.reaCtive training environments.

As used here, the term "reactive training environment" refers to flexible
c

.problem solving, laboratory-like situations that.have been implemented on

computer. The envirOnment is reactive in the sense that the computer can

(in addition to implementing the laboratory) monitor ther student's

.activities and provide tutorial feedback during tt;e solution of problems.

A characteristic of such systems is that the .computer-naive students .are

involved in a training sitUation which the computer is merely the

.,pedium. Most certainly these students are not interested in state-of-art

man-machine. communication; they must ,be free to concentrate on.solving

thr,ir problems and.learning from their solution paths and errors.

This A.nstructional environment places constraints on a. natural

,.language understanding system that exceed the capabilities of all existing

systems. These constraints include: (1) efficiency (2). habitability

self-teachability and (4) the ability .to exist with ambiguity,--In-the

.remaindpr of this chapter we will explore whyhese are important,: and then

provide an overview of the remainder of this report.,

aecuirements

A primary requirement for a' natural language processor, in. an

.instructional situation. is speed... Imagine the following setting: 'the

-student is at a termihal actively working ona problem. decides that he,

needs another piece of information to ..advance his Solu.tion, so he

formulates a query. Once he has finished typing his,question, he will-wait

for the- system, to give him an answer before he continues working on his.

solutions. During the time it takes the system tc parse his query, the

student is apt to forget pertinent infOrmation and: lose interest.

Psychological experiments. have Shown that response delays longer than two

seconds have serious effects on the performance of complex tasks via

terminals (Miller 68).. In these two seconds; the system, must understand

the_ Auery. deduce, infer; lookup or calculate the answer; and generate a

- 1 -
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response.(T)

The second requirement for ,a natural language frotzt-end fs
habitability. Any natural language system written in the forsee6bIe future

9

.is not going to be.able to understand all of natural language. What it

must do is characterize and" understand a useable subset ol" the language.

Watt (1968 p. 338) defines a "habitable" sub-language an ."one in 4hich its

users can express.themselves without straying over the language boundaries

into Unallowed sentences". Very intuitively, for a system to--0é habitable

it must, among otaer things, allow the user: to 'Make- local or minor

modifications to -an accepted sentence and get6anOther accepted sentence.

Exactly_hoW-much modification constitutgs-a minor change has )lever been

_---s-pecified. Some examples may provide more insight into thisnotion.

Is anything wrong?
'Is there anything wrong?
-Is there something wrong?
Is there anything wrong with section 3?
Doea it look to you like. section 3 could have a.problem?

If a problem solving system acCepts sentence 1, it should also aOlept the

mOdifications -given in sehtence 2and. 3. -Sentence 4. presents a minor

-syntactic extension which may have major repercussions in the semantics but

Which-shoUld -also be accepted. 'Sentence 5 is an example Of a possible

paraphrase of sentence 4 whftch is beyond the intendedtt. notion of

habitability. Based on the acceptance of sentences 1-4,_tne uier has no:

reason to 'expect that sentence 5 will be handled.

'Any-subrlanguage.which does not maintain a. high degree of habitability

is.apt to 'be-worse than-no nttural language capability at all. BeCause, .in .

addition to the problem he is seeking'information about the student is

facedq?.. sporadically, with the problem of getting the system to understand

his query.. This second problem can be disastrous both tecause it 'occurs

seemingly at random and because it- is ill-definecL In an.infdrmal

experiment to test the habitability of a:system, the authovs asked a group

of four student's to write down aa, many, ways as possible of asking a_

(1) Another effeot of poor response time which is critical to intelligent -monitoring systems is that more of theestudent s searching Tor the answer
is done internally (i.e..Aith6ixtughg, the .system). This decreases the
amount of information.the-Autoring=system receives and inereasesthe-aMount
of induction that must 'le performed- making the problem of figuring out
what the student is 'doing mizich harder .(ez..g. the student(won't "show his
mork".wnen solving a problem;\ he willjOst present the-answer).
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particular question. The original idea was to determine how many .of the

various paraphrasing would be accepted, students eaph came up with one

phrasing very quickly but hAd tremes 6ifficultY thinking, of any others,-

even though three of the first p.'zinLls weve different! This experience

demonstrates the lack of .student'4 abilit7: to do n.inguistic" _problem-,

aolying and points out the importance of accepting the student's first

phrasing.

'An equally importa.i, .,aspect of the nabita§ilitY problem is 'the

multi-sentence (or dialogue) phenomena.. When students USeji-system,that

exhibits "intelligence" through its inference caPabilitie6,, they quickly

Start . to asSume \that the system. must also .be intelligent in its

conversational abilitieS a6 well. For example, they will frequently4elett

\ partaLof their statements which they feel'Are obvious, giVen-the context of:.

the preceding statements: 'Often they are totally unaware of.such deletions

and show-surprise And/or anger when the SyStem failajo. utilize -(bwtextual.

infOrmation:-as 'clearly as they (subconSPioUsly) do. The use'of-Context
_

manifeSts itself in the use of such linguistic phenomena as

pronOthinalizations anaphoric ideletions And ellipses. The. f011owing

sequence of questions exemplifies these problems:

6 What is the population of.Los Angeles?
7 What is it f r San Francisco?
8' What about San Diego?

\

ThOthird.requirement for a natural language processor is that it be

self-AeaChing. As the Student uses the system,.he snoUld begin to feel the

range and limitations of: the sub-language. When the student uses a

sentence that the system can't understand, he shoUld receivefeedback that

will-enable him to determine whyit Can't. There are At leaat two kinds of

feedback, Thg aimplest (and most often seen)- merely provides some
,

indication of what parts of the sentence caused,the problem .(e.g. .unknoWn

word or phrase)._ A more' useful kind-of feedback goes on.to provide a

response,based oh those parts of the sentence thatdid make sense and then
.

indicate (Or give examples of) atepossibly reld,, acceptable sentences. It,

may even be advantageous-to have the system reCoinize comton -unacceptable' . .7

sentences and in reSponse to them, explain why they are not in the ,

sub-language. (See chapter 6 for:further discussion of this point.)
,



The fourthrequirement for a natural language system is that ,it be

aWare, of ambiguity.. Natural language gains a good deal of flexibilltyand

power by not forcing e(iery meaning into a different, surface structure.

This means that the program that interprets natural language se!:tences

must be,aware that more than one interpretation is possible. For example,

when asked:

(9) Was John believedto have been,shot by Fred?
--

-one Of the most potentially-disastrous responses is "Yes". The user may.

o not,be 'sure whether Fred did the shooting or the belieVing or: 'both. 'More

likely, the user,being unaware of any ambiguityl- aSsuMes an interpretation

.that may be different than the system's'. If the system's.interpretation is

different, the,user thinks he has received the answer to his query when in
.

fact he has received the answer to a completely independent query.-

-ither of the following s a much better reaponse;

(10) Yes, it is believed that Fred shot John.
(11) Yes, Frea believes that John was shot.

'The'system need not necessarily have tremendous, disambiguation skills, but

it must be aware that misinterpretations-are possible and inform the user

of its interfwetation.: In tho'se caseswhere the system makes-a mistake_the

results may be annnying but .Should not beloatastrophic.

This report presents the development of a technique that we..have named

"semantic grammars" for building natural language processora that satisfy
'

the above constraints. Chapter 2 diacUsses other systems which attack'some

of these problems. -Chapter 3 presents a dialogue from the "intelligent"

CAI system SOPHIE,'-that we used ta:refine and demonstrate this technique,

This dialogue provides concrete examples, of the kindsof linguistic.

-capabilities,that can be achieved using semantic. grammars-. Chapter 4

describes Semantic gramaar as it'.firet evolved in SOPHIE, and points out'

how it '-allows .semaptic idformation to be Used to handle dialogue

constructs, and to allow the directed ignoring of words.ip the input:

Chapter 5 diacusses-the limitations that were encountered in the evolution

af' semantic grammars in SOPHIE as the.range of entences was increased and'.

how these. might t9 overcome by using a different formalism -- augmented

'tvansition networks (ATN). Chapter 5 also reporta_on the conversion of the



SOPHIE semantic grammar to an AIN, and the extensions to the ATN.formalism

:which were nebesSary to maintain the Sblutions -presented in chapter -4.

Chapter 3 also includeS comparison timingfi between the two versions of the

natural language Processor. Chapter 6 describes experiences We have had
:

with' SOPHIE, -and presents-techniques developed tO handle Problems in the

area of non-understood sentences. Chapter 7 suggests directions for.future

work.

a

5 -
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. Chapter 2

RELATED SYSTEMS

In this chapter we will describe a number of different techniqUes that'

have evolved.fromresearch in,the area of natural language understanding as

.appli:d to practical tasks. Our purpose is to describe a. Set of techniques

that have been developed.to handle a natural language -input throughout

range of complexity. We aiso .seek to dispel -the ideaothat there is a

_flnaturallanguage" as it applies to.interfacing to computer syStems, or

that there exists one "best"techrique for every application.

2

KEYWORD.SCHEMES-

Perhaps the 'oldest and simplest method of dealing with unrestricted

natural language was- through..keyword parsing. The technique was, introduced

by Weizenbaum (1966a) and has been used and extended by others (0..g.,

Weizenbaum 196615,'' EtroWn et al.- 1973, Shapiro t al: 1975, Colby et al.

1974.). Usi:Ig this-15arsing scheme, n input sentence is searched for "key',

words. Each keyword is associated with a collectionof patterns that are

then tested against the complete input. .if a pattern maUches, an action

a.ssociated with that pattern .(typically..a reassembly.rule whidh constructs

an output sentence by reassembling. 'pieces of. input). is execided. This

action represents the "meaning" of the sentence to L%-le system (i.e. the

sentence s semantics).

Keyword analysis schemes have the advantage of being fast afld of

allowing the taSer great 'freedom of expression since any number .of

-extraneous words.. cam be inclpded as long as the keywords Ippear. A

partiL.:..lar parser can also be changed'easily (by adding new ruies)' until

such time as the rules begin int;racting, at which point it is.unclea.

whick i. rule to use. When interactions do begin to occur, keywords can be'

assigned an "importance" number and the rule.with the Lighest number can be

:used. However, conflicts may still arise when different key4:ords of equal'

importance appear in the same sentence.

Keyword techniques work well in situations where the actions that the

syst(?j wishes to take in response to a sentence correspond.in a simple way

to the words (i.e. the concepts are not typically expressed as multiple

word phraSes, and words do not have multiple interpretations).. However,

- 6 -
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they are weak.in situations in which: concepts are complex énougli to

require- embedding or in which quantification(2:) is-required, since their

semantic interpretation is essentially one level. In'these cases, keyword

. patterns beaomp more cumbersome 'and inefficient to use than more structural
_

techniques. For example, consider the sentence:

(1) I think Q5 has an open_emitter and a shorted baSe collector junction.

To .recognize thisisentence requires very detailed keyword 4)attern which

.cobld be "keyed" equally Well, Or equally poorly, off. any :cf- 'the words:

think," Q5, open, emitter, shorted, :baSe or collector. The main failineOf

the 'keyword technique is that-it's inCapable' of caPturing any Of' the

structure of the language it is trying to characterize.

.--PARRY

PARRY is a ongoing project to develop a. dialogue, system that simulates
. _

paranoid behavior (Colby 1973, Colby et al. 1974). The systeni must respond

to any'possible question and must "understand" the questions well enough to.

exhibit paranoid: behavior. To these ends Colby has.extended the keyword:

,parsing teOhniques introduced by Wsizenbaum by adding a second level of
1

matching. After 1 a preprocessing phase collapses Compound words,

canonicalizes Similar words, performs minor spelling correction and deletes

Unrecognited words, . the input .is segmented at certain keywitrO,

boundaries.(3) Each segment' is then matched against a colleclAon of

segment patterns. The resulting list of recognized segments is then

matched to a collection of comPlex patterns.. Patterns have reassembly

rules associated with them that construct the response.

. Two important restrictions that should be placedon the application of

keyword schemes to avoid mis7..understandings to avoid having patterns

apply when they shouldn't) have arisen from Colby's work. One is that, at

() Quantification refers to the problem of having a noun p rase that can
range, over a set of values, e.g. "some cars haye engines", "all cars have
engines". .0ne of the problems with quantification 16'determiaTig the scope
of the quantification with respect to.the rest of the sentence,. esgecially
.when the rest of, the sentence contains another quantifisr.
(3) The fragmentation technique (whic -is critical to proper operation) was
developed y Wilks working in maciife translation (1973a, 1973b). The.list
of - segmentation words in des punctuation marks, Subj.inctives,
conjunctions and prepositio

,
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most, one element should beA.gnared at each level of matching.. Segment'

) matches shOuld- dcbcount for all but one word. Complex Patterns should~-
account416r all 'but one segment. The other restriction is that pattern's

.

should': require that their elements occur in a particular order. The

following example (from Colby et.41.. 1974) demonstrates the usefulness of
\

ignoring words such, as "well)! dn Sentence 3, and the importance of. word

order; without word order restrictions, any pattern that matched 2 would

also match 3.

(2) Are yoUwell?
(3) Well,,areyou?

PARRY has ,%demonstrated, 'the capability of dealIng with a relatIVely

large number of cbhcepts at a.shallow level: 'The power in PARRY's apProch'

lies in -its ability .to. tolerate unknown words, As mentioned, -this,

fuzzines. s is :implemented by allowirg the deletion of single elements from
.

both levels of,matching. Unfortunately the underlying semantics' of PARRY's

task, indeed the .goals of the task itself, are vague, which makes

attribUtes sudh as scope and habitability hard tb-,VAI.Tate. Furthermore,.

. the two-leve1 l pattern matchingtechnique laaks the precision required in, a

problem solving situation in Which many--rpgulerities cannot be captured by

one-level embedding.

NLPQ
, ,

, Heidorn (1972,1974,1975) developed an "automatic programming system

Called NLPQ which allows users to describe simulation problems in English.

The. system takes an English partial description of a' problem and fits it

:into an internal description language; building pieces bf the problem.

From the partial internal description, questions are generated that request
,

missing pieces of 'information. When the description is complete,the

system dan generate a GPSS program or an English description of, the model

it has budlt from" the 1.1er's description. The user can also ask questions ,

about the present model, and make changes and additions to it. The English

' processing is done using augmented phrase structure rules. The phrase

, structure component is syntax-based. -- it locks for things.likP nbun

phrases .with semantic restrictions being carried along in features .that

arP' tested in conditions on the phrase structure rules. The structure

-



building augmentations create semantic/conceptual network .,structures,

called Segments; .that represent the Semantics.of the phrase. Much orthe'

system's success appears to be its,olose match between the, structure of

segMents .and the . way.English is used,ta deacribe,modelling:Problems,:Ao-
,

-,-: information on-the use Or-NLPQ by:naive. usera has been published, so it

difficult toevaluate.the system's habitabili.

CONSTRUCT

OONSTRUCT is. a general :systeM to do 'natUral language procéssingi

developed at the Institlite'fOr Mathematical Studies in the 'Social Sciences .

'at Stanford-.University (Smith-et al. 1974). Its major application Is in. a

text-based,question answering system for elementary mathematics (Smith,

' N.W. 1974).. The system answers questiOns such as:

C?1) Are there any even-prime numbers'that are greater than'2?

(5) Is Ihe'sum bt 5 and 2 less. than the product of 5 and 2 but greater
than the difference of 5 and.2?.

The semantic basis of the- system is a, Collection. Of ,proCedurea for

:generatingahd manipulating sets and numbers., ,The sdmantiCs. of question 4

would be "areLthere any eletents. in the set Created by intersecting the set

of even ;numbers, the set of pnime numbers and the:setof numbers greater

- than 2?" As all of the sets in the example are infinite, the procedures

Icnow: about dealing-with intensional'as well as extensional descriptions of

seta.
.

,The meaning of a sente0d Is-=;determined by the following process.

First a preprocess phase OcOur;:4- 'daring whiCh,U1 abbreviations are-

expanded, (2) synonyms are canonicaldigd, (3) compound'. word ,and common

. phrases !are collapsed to-a single word representation, '(4) nOise words are
. /

eliminated and (5) each word is 'replaced by, its lexical' category.-. The,
.

input is_ then parsed with a context-free gramtar with the semantic;

interpretation occurring in parallel via semantic construction functions

-'asSociated with each gramMar rule. Whereas this procedure is clearly

inadequate if a traditional syntactic grammar is used -- no reasonable.
,

semantic function could be associated 'with the rule S UP VP -- the

CONSTRUCT grammar is built around the.semantic rules using categories that .



capture concepts in the,. appiicatiOn domain. For example, the grammar

contains the grammatical Category SOBST which coreesponds to the semantic
,

!-'. --
concept of a Constructive set. This cuts across traditional-.category

-
hOundaries as seen in the sentences from (Smith et al. 1974):

Is- 2 a factor of-4?
How many factors of 12 are even?
Give me,the factors of 12 tEit7-are between land 6.

,

The underlined portions would all be parsed into the- SUBST. category,_ .

althpUgh 'their-traditional categories would be noun phrase, adjective, and
_

.prepoSitional phrase.

RENDEZVOUS.

Codd (f974) ia.designing a natural language system, called RENDEZVOUS,

to support the needs of casual users of-d4a bases. ',Ohe peoblemthat'Codd

has addressed, which tas been neglected impreVious s5iStems, is what action

to take ifa user's qUery-is.beyond the restricted language understoo.d,:by
-

the system. A, central notion to'Codd's proposeds§iution to this problem

.is that of a "clarification dialogue" Ya systexcinitilted dialogue that 7

incIudes'queries about an unacceptableutterance that attempts.toarrive-at

-the 'user's meaning. Codd points Out that a clarifidation dialogue must;be

embarked upon very,carefully For examYple, if the .systew encounters the

unknoWn -,word "concerning", ohe of the worst posilble responses is "What do
,

_you-mean hy the word 'concerning'?"- AImost_any'response to such a question

would be beyond the capabilities of the system. Any- clarification dialogue.

Must be of ,"bounded scope" and guided bY those pagts of the queri which the

system-can understanth RENDEZVOUS alsoemploys re-statement Of a User's

query to confirm the'intent of the ,query-and to point out ambiguities. The

range of language accepted by RENDEZVOUS, indeed even the method used to

extend the rahge, .iS unclear. ..The aspect of .RENDEZVOUS that cs'Of-interest

here is the extent to whAch it has been designed as a "friendly" system.

LUNAR

Thp LUNAR sYStem (Woods 1973a; Woods' et al. 1972) .is a natural
,

language understanding .implementation that combines' a.general semantic'
t,-

,

interpretation mechanism (Woods 1967,1,968) with a large scale grammar of

EngliSh .(Woods 1970; Wods et'al. 1972).1 LUNAR was designed to.allow a'
, 1.
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lunar geologist to use English to query the chemical analysis data

collected from the moon missions. TypieRl questions the system answers

i are:

What is.the average concentration of aluminium in high alkali rocks?

Which sampleSitave;greater than 20%.4)dal 'Plagioclase?

The processing of. a query,bccurs..in three major phases. During.the

.,first phase, the syntactic component derives the "deep structure" of the' .

. sentence:(4), The syntactic codponent uses a general transfórmational

gramMar of English syhtax.expressed.as an augmented transition network (see
4,

Chapter. 5). -In: the_ second phase' a.,. general, rule-driven semantic

interpretation procedureProduces the representation of the meaning of 'the

sentence as a program in a formal'retrieval langUage.(5), be semantic

interpretation rules are tree-structured.pattern-Matching rUles that are

usedin groups to . extract the meaning of different pieces 'of the syntak

--tree.. .The thind phase .is the execUtion of the formal expression to produce

the answer to the reciuest. Thejormai query language is a' generalization

of.c.the predicate calculus that haS been carefullY designed to allow natural
I

translati6n,:rrom English. The strength of the,LI.J.NAR. system lies in its

mechanisms to-,deal with- quantification, conjunction, and relative clauseS,

land' these 'are direct 'results of the carefully 'designed formal query,

language.

;Discussion

The notion of an augmentechphrase structure grammar p;.ovides a useful

.1 base .for, comparison between these systems.(6) An augmented phrase

structure grammar contains ,two components. One is a set of apintext,tree

phrase' structure rules., The other is .a corresponding set of functions,

(4) This is the'linguistic deep structure hypothesized by 'CTibmsky (Chomsky
1965) which haS a central'role. in-the theory of transformational grammar.
.(5) The notion that the meaning'of. a sentence is a prbgram: is -generally
called "procedural semantics". Procedural semantids is in general use for
question answering apPlications. It does not; however, constitute a
complete theory .of meaning. In particular it does not account for such
phenomena:as declaratives, Uses of temporal references, and belief
structures. _

.

, (6) The idea..of.associating additional information with a phrase structure
grammar has appeared:in various forms since earLy compiling systems,(Irons
1961).



sometiMes arbitrary, sometimes restricted, 'apgmenting each of.the rules .

that can be used to block the application of the contextfreerules and to

maintain structures. While the paradigm of augmenting phrase structure

grammars,is followed by a large number of natural 'language' systems,

important diff.erences exist with respect to what type of information is

encoded.in the .grammar. For example, .the. LUNAR System':Uses a. purely

syntactic grammar(7).and uses the augments to perforM syntactic operations'

such ,a8 'subject-verb agreement and to maintain the 'structureothe

syntactic .tree. NLPQ uses a syntactic grammar 'restricted by usually

semantiö features and uses the augmenta' to perform parallel Semantit

interpretation. CONSTRUCT performs the semantic-interpretation in parallel

with aset of context-.free .rules that are semantically oriented.' PARRY's

patterns, if viewed as limited, phrase-structure: grammar rules, .are

directly linked,to the semantics lf the system. The' decision about how

much semantic informatioh to encode in the grammar:is a trade-offtbetween

efficiency and generalitY. tEachof the systems presented. here represents a

defensible position along this spectrum.

When we -began developing the $OPHIE,- system(8) we explored the

pOssibility of using, intact, the syntactic coMponent,of the- LUNAR system.

Since the LUN4R syntactic component was building a linguistically motivated

'description, as .6pposed to thetask oriented deseriptions being built by

'the other 'systems, we felt its transferability to other domains would be

We'foUnd the graMmar to be very adequate, parsing many of the most

.c.O0lioated sentences we felt SOPHIE would ever need to .understand.
6:7

'1.1nfOrtunately, on simple,,..Sentences it provided more information about the

sentence than we 'needed: For example, tehse'information was seldom needed

and in ,those 'cases where 'needed, it could be extracted from, the

relationshipS. between concepts. The .quantification and relatiTe clause'

mechanisms were oriented towards Woods' formal query. Ianguage which.'was not

(T) The augmented transition ne-twork is an extension og a recursive
transition network that has the power of-a phrase structure grammar. For
this reason We can claSsify it here as using an augmented phrase structure
grammar. We Will argue later that the transition network haa'Conceptual
advantages over phrase structure rules .but this does not affect this
discussion, which points out thP difference in the kind of information
.captured in the -grammar.
(8) A SOPHisticated Instructional Environment for teachin'g electronic
troubleshooting. , Chapter 3 provides Pxamples of SOPHI, E s language
requirements.

\



natural for our use. The ,,Use of conjunction in our domain is

straightforward ,and relatively. J:redictable, unlike its use in the LUNAR

Allin,all we had the feeling of using a microscope when we only

needed a magnifying glass! The underlyingsemantic structure_of pur system .

could. not 'take advantage of subh.detail. , Added detail is acCeptable (it

Pan-alwaYS be ignored$ except that-the. :perception of sUch .detail takes

time, Which is a,. =arce cOmmoditY. The LUNAR syivem-was taking 2 or 3'

seconds to syntaCtically parse a sentenCe and another 5 to semantically
_

interpret it; This experience ..led .us to:::.explore ways-An.which,the

semantics of the system could.be used to Speed the underStanding process.

The technique we developed (described in' Chapter.4) has much in-common

with 'bOth NLKYand CONSTRUCT. HoweVer, significant differences Arise from

. the emphasis we have, placed on dealing With .dialogues,..and. on the

construction of A.friendly system. 'This has- caused us to eXploit two uses
.

.

of semantics (during:parsing) not found in,these Other sYstems. One' is the..

insight'provided.into the nature' of ellipsis and deletion in dialogues.

The other is: the basis provided for. characterizing.a habitable language.

"In Chapter 4,, we.shall discuss our concept of a semantic grammar. and how it

allows exploitation of .tbese two advantages. Before . we 'get ,inte the

letails of .how pis is-Accomplished, we present in the next chapter an

example of what has been accomplished'.

13 -
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Chapter 3

SAMPLE DIALOGUE

Before.delving into_the structaral aspects and technical details of

the semantic grammar'technique, we would first like to provide a concrete

example of the dialogues it has supported. This chapter presents an

annotated dialogue% of. a Student using the "Intelligent" CAI System

SOPHIE.(9) SOPHIE was developed to exPlore the -use 'of artificial

intelligence" techniques in providing tutorial feedback to stOdents .engaged

in problem:solving activities: The particular probIem_solving activity.

that SOPHIE is concerned with is the troubleshooting:of a malfunctioning

piece-of elctronic equipment. SOPHIE models the -piec e. of equipment- and

answers sthe student's requests for measurements and other infvmation to

aid.him in debugging the equipment. Mcire important, throughoutthe problem

solving sessiOn. SOPHIE can eyaluate the logical,conSistencysof a'StUderit's

hypothesis or,generate hypotheses.which areconsistent: with the behaVior

the student has thus far observed,-(10.) In the 'dialogue, the "student's :

typing 'underlined. , Even though the dialogue.deals with electronic.

jargcn,.the linguistic issues it exemplifies odour- in all. domains. The.

annotations (lower case) indented) attempt, to point out, theSe probLemS and

should be understandable to:the non-electronics orientee'reader..

WELCOME. TO SOPHIE-- A.SIMULATED ELECTRONICS LABORATORY..

The circuit,(Figure 3.1) is based.-on the,Heathkie IP-28 power supply'.
The IP-28 is a reasonably sophiStieated power supply with .both .current
limiting and voltage limiting behavior. These two intrerelated
feedback loops make troubleshooting this circuit nonrtrivial, ;

>>INSERT A FAULT
. .

The student tells SOPHIE to give him- u fault which he can
troubleshoot. SOPHIE randomly selects a fault,_ inserts it in.t9 a model
of _the . instrument and tells the studentl howthe front panel-controls
are presently set.

THE INSTRUMENT HAS A FAULT AND-ITS PRESENT CONTROL SETTINGS ARE':
CC 1.0 CURRENT CONTROL-FROM 0.0 (MIN CURRENT).TO 1.0
CR HIGH_ CURRENT RANGE SWITCH, HIGH=.1 AMP, LOW=.1 AMP
LOAD 000 LOAD RESISTANCE IN OHMS
VC '1.0 "VOLTAGE CONTROL-FROM 0.0 (MIN VOLTAGE) TO 1.0.
VR,. HIGH VOLTAGE RANGE SWITCH, HI,GHr.30, LOW=10, VOLTS

(9) The dialogue is intended to demonstrate .SJFHIF s. . finguistic
capabilities and while it touches upon the major features of.SOPPIE). it is
not meant to exhibit.the logical or. deductive capabilities the sytn.
(10). The reader is encouraged to seF (Brown,and Burton . 1975) for further
examples and descriptions. Bf SOPHIE s tutorial, . and inferr-ntial
capabilities.
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>>WHAT IS THE OUTPT?
OUTPT :-:OUTPUT
THE OUTPUT VOLTAGE IS 1.2 VOLTS.

SOPHIE corrects the student's typing mistake.
Notice that "the output" was disamblguated as the output voltage.

IF'IOU ARE NOT SURE WHETHER, A VALUE IS CORRECT, YOU CAN ASK "IS THAT'
VALUE CORRECT?"

The system points out a--Teature that the studentmay not otherwise be
p.ware of. °Correct" here, means what it is in a working instrument.

. . .

>>IS THAT. RIGHT.-
.IN A WORKING CIkUIT THE OUTPUT VOLTAGE IS 30.1 VOLTS.
THAT VALUE.IS INCORRECT.

"That" here refers to the value of the previous measurement. SOPHIE,
in additiOn to the faulted instrument, has a working circuit Which can
be used to take reference measurements.

>>WHAT IS THE VOLTAGE BETWEEN THE,CURRENT LIMITING TRANSISTOR
...AND THE CONSTANT CURRENT SOURCE?

THE VOLTAGE AT N4 IS-2.48 VOLTS.

Tn addition to specific part names, SOPHIE recognizes references to
parts by 'their section, Notice that although the sentence :a.ys
"vOltage between x and y", it really Means "voltage at z with rp.ect
o ground". The output routines rephrase the input in a simplerorm
!(1..e.Oetween x and y reduccs to.N4). ,

>>WHAT -IS IT BETWEEN THERE AND. THE BASE OF Q6
THE VOLTAGE BETWEEN NW AND N5 1S 1.23 VOLTS.

HereJJ-It" refert to "the voltage" and "there" refers to N11.
Also notice that "between" has tc be treated differently,
i.e. two nodes are explicitnow.

.>>IS THERE ANY RIPPLEIN THE VOLTAGE AT THE BASE OF Q4?
I M SORRY, I DU NOT RANDLE AC CHARAUTERISTICS.

SOPHIE recOgnizes that the student is moving into an area that it is
. .

'unable to handle. .This is currently done by keyword recognition (e.g.
ripple) but points out a technique tnat should- be incorporated _in
other aspects of .the_system as well.

.>>WHAT I.S.THE EASE CURRENT. CF ga
THE BASE CURRMT-77-71 IS 12 MICROAMPS.

SOPHIE -can answer questions about current, resistance, and power
dissipation.as well as vOltage. The oUtput and input routihes knOw
about unit prefixes.

>>THRU-THE EMITTER?
THE EMITTER CURRENT OF Q3 I5 --.26 MILLIAMPS.

This is .a type Of sentence ,fragment that occurs frequently in
dialo,guez that we will refer ,to as an ellipsis. Rather than
specifying a complete thought, an ellipsis only gives that piece of
the thought which contrasts an earlier thought. Notice that the
referent cannot bP determined .on syntactic grounds (as is possible
with the ellipsis "the emitter currenti; yet this is the ,sort of
statement a student might make if the last answPr had caused-a slight
shifting Of his thinking.

>>COULD THE PROBLEM BE THAT Q5 IS BAD?
.

PLIASE BE MORE SPECMC ABOaT.HOW Q5 rS FAULTED.

- 16
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The student develops an idea abOut what is wrong and asks to have it
evaluated.

>>COULD IT BE SHORTED?
THE SHORTED MODES OF.:11 TRANSISTOR CURRENTLY IMPLEMENTED'ARE: ALL
JUNCTIONS SHORTED OR ONE JUNCTIOWSHORTED-WITH TEE OPPOSITE
TERMINAL MUELLED OPEN.

A hypothesis must be completely (or non-ambiguously) specifie before
evaluation can take place. Even though the last statement ge erated
an emir condition, it is still used to determine possible brorioun
referents.

,

SHOULD Q5 HAVE ALL JUNCTIONS SHORTED?
> NO
WHIUH TERMINAL SHOULD BE MODELLED OPEN?
. THE'BASE
OK, JIL LET'Q5 HAVE ITS EMITTER COLLECTOR JUNCTION SHORTED AND ITS BASE OPEN

At this point, sopHIE looks back over the student's measurements to
determine if he should have "known better". See (Brown And Burton
1975) or (Brown et al. 197t.:) for further description.

HMMM, LET FE CCMPUTE ON THAT FOR A.MINUTE.

When tne System knows there maybe a long wait, a "delaying" message is.
printed tf, let the student know .something is happening.

WHEN THE SETTINGS WERE:
CC=I.0, CR=HIGH LOAD=1000, VC=1.0, VeR=HIGH,

THAT FAULT CONFLICTS WITH THE FOLLOWING MASUREMENT.
YOU OBSERVED THAT THE VOLTAGE BETWEEN N4 AND N5 WAS 1.28 VOLTS.
IF Q5 HAD ITS EC SHORTED AND ITS BASE OPEN IT WOULD BE 1.1 MILLIVOLTS.
IN A WORKING CIRCUIT IT IS 1.43 VOLTS.

'BUT THAT FAULT DOES.EXPLAIN THE VALUES YOU OBSERVED FOR
THE OUTPUT VOL7AGE, THE VOLTAGE AT N4, THE VOLTAGE BETWEEN N4 AND N10,
THE EMITTER CUP.RENT OF Q3 AND THE BASE CURRENT OF Q3.

>5WHAT COULD BE WRONG

'The student cannot go further and asks for assistance. . SOPHIE
. .proPoses some possible hypotheses for the ettdent to explore.-

THERE ARE LOTS OF FAULTS WHICH WOUL5 EXPLAIN THE AEASUREMENTS YOU
HAVE TAKEN: HERE ARE SOME POSSIBILITIES:
THE RESISTANCE OF R8 CHANGES
THE LEAKAGE RESISTANCE OF C4 CHANGES
THE BETA OF Q3 CHANGES
R15 IS OPEN
Q6 IS FAULTED

''..>>IF R8 WERE OK WHAT WOULD THE OUTPUT VOLTAGE BE?
.I f : ml so., ...

:

'UNDER THE .PRESENT SETTXtNGS, THE OUTPUT VOLTAGE WOULD BE,.904 VOLTS.
IN A WORKING CIRCUIT IT IS 30.1 VOLTS.

.

The student doesn't believe one of the possibilities so he checks it
, using a hYPPthetic..al stateMent. Even though the voltage in 'this case

, and that th the case of a faulted circuit are not the samecthey
qualitatively agree.

- 17
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.>>REPLACE Q6

The student guesses maybe Q6 is bad and tries to replace it. When the .

student replaces a part SOPHIE queries him to insist- that, he know how
it is faulted.

.

.

LAM.GOING TO ASK YOU SOME QUESTIONS ABOUT. HOW Q6 IS FAULTED:
ARE ANY JUNCTIONS SHORTED?
> YES
WHIM JUNCTIONS ARE SHORTED?
> ALL

If the response to a _query is not understood, further specification-o
the expected response-is given. .

PLEASE SPECIFY THE JUNCTIONS ASEC EB AND CB (SEPARATED BY SPACES).
WHICH JUNCTIONS ARE SHORTED?
> EC EB AND CB
Q6 IS NOT FAULTED IN THAT MANNER.

. .

The part would be replaced if any of the junctions had been shorted.
SOPHIE would normally have critiqued the student's hypothesized faUlt.
This was not included in the dialogue to savespace.

Q6 NOT REPLACED.

>>VOLTAGE DROP ACROSS R5
THE VOLTAGE-ACROSS R5 IS -.028 MILLIVOLTS.

Some noun phraseUtterances are recognized as questions.

.>>WHAT ABOUT R3? .

s

THE.VOLTAGE ACROSS R3 IS 71.6 VOLTS,'

Another ellipsis.' ,The context of the previous question is uSed
determine "what!' about R3.

>>REPLACE
IS R3 OPEN OR SHORTED OR DOES IT HAVE THE WROUG VALUE?' -.
>=IIS OPEN.
R3 REPLACED

0

>>IS THERE ANYTHING ELSE WRONG
,NO

After fixing the fault, the stu ent uses SOPHIE to explore other
,aspects of the- circuit s behavior.

>>IF C2 WERE LEAKY, WHAT WOULD THE VOLTAGE ACROSS IT BE?

The referent to. "it".in this case'occurs earlier in the same sentence.

IS IT
.

OKAY IF I USE 10000 TOR THE LEAKAGE RESISTANCE OF C2?
> 1ES /
I F T HE LEAKAGE RESISTANCE OF C2 WERE 10000
UNDER THE PRESENT SETTINGS, THE'VOLTAGE ACROSS C2 WOULD BE 26.3 VOLTS.
IN A WORKING CIRCUIT IT IS.28.'9/VOLTS.''

>>WHAT HAPPENS IF 'C1 SHORTS? /
.UNDER THE SETTINGS:

CC=1.0, CR=HIGH, LOAD=1000, VC=1.0, VR=HIGH,
IF Cl WERE SHORTED, D3 WOULD BECOME OVERLOADED.

In the case where nothing more interesting happens, "what happens"
questions default to the output voltage.

>>IF 06 HAS AN OPEN EMITTER IND A.SHORTED BAE COLLECTOR JUNCTION
,...WITAT -HAPPENS TO THE- VOLTAGE- BETWEEN ITS BASE- AND THE JUNCTION OF



.THE
BAE => BASE

NITAGE LIKTING SECTION AND TH4'...A...BEFER'ENCE SOURCE?

VOLTGEA => VOLTAGE'

.Several examples of the ..,-use-of conjunction. Imagine ihe student-s
frustration if he is forced to type this query over because of
sOelling mistakes. ,7

IF.Q6 HAD ITS BASE COLLECTOR JUNCTION SHORTED AND ITSEMITTER OPEN,
UNDER THE PRESENT SETTINGS:

CC=1.0, CR=HIGH, LOAD=1000, VC=1.0, VR=HIGH
THE VOLTAGE BETWEEN/N5 AND N13 WOULD BE THE SAME, I.E. 28.9 VMS.

- /
A hypothetiCal question is first tried under the present settings. If
no difference is noted, other settings are tried.

LET ME TRY/ANOTHER CASE WHICH USUALLY POINTS OUTLPROBLEMS IN THAT
SECTION,OF THE ZIRCUIT.
UNDER THE SETTINGS:

f.CC=.9, CR=LOW, LOAD=10, VC=1.0, VR=LOW,
THE VOLTAGE BETWEEN N5 AND N13 WOULD u 8.94 VOLTS.
IN A WORKING CIRCUIT IT IS 9.57 VOLTS.

>>WHAT IS THE OUTPUT VOLTAgE WHEN THE VOLTAGE CONTROL IS SET TO .5?
WITH THE VOLTAGE CONTROL NOW SET AT .5
.THE OUTPUT VOLTAGE IS 15:6 VOLTS.

A hypothetical question ban inVolve the,changing of a Oontrol. If
this happens.the control is left at the new setting and the student is
told so.

>>IF IT IS SET TO-.7? .

WITH THE VOLTAGE CONTROL NOW SET AT .7
THE OUTPUT VOLTAGE IS 21.4 VOLTS.'

Context determines which measurement should be taken and which control
should he set.

>>.9?
WITH THE VOLTAGE CONTROL NOW SET AT .9
ThE OUTPU1 VOLTAGE IS 272 VOLTS.

>>WHAT IS THE CURRENT THRU THE CC WHEN THE VC IS SET TO 1.0?-
wiTE177WVOLTAGE CONTROL NOW SET AT'1.0
THE CURRENT THRU THE CURRENT'CONTROL IS 30 MILLIAMPS.

CC and VC.are abbreviations-. .fttice that controls 'are also "parts"
that can be used inkmeasurements.

>>WHAT IS IT WITH IT SET.TO .8?
Wrrff-TET-ITOITErTONTWOL NOW ITT AT . 8
THE CURRENT THRU THE _CURRENT CONTROL IS 24 MILLIAMPS.

Here the system must correctly inStantiate two occurrences of "it".
The referent to the second "it" could be either CC or VC since these
are both contrOls:

>>GOODBYE
GOODBYE

-



Chaptef. 4.

..SEMANTIC GRAMMAR -

-INTRODUCTION:

In. Chapter 1 we described the requirements for a natural language

processor in a learning environment. 'Briefly, they are efficiency and

friendliness over the class of sentences that arise in a dialogue

Situation. The major leverage points we have that allOw us to satisfy.,

these requirements are' (1) limited domain, (2) limited.activities withiri

that domain, and (3) known conceptualizations of the domain. In other.

..woras, we know the problem..area, the type of prOblem the student is trying

to solve, and the way he should be thinking a6out the problem in order to

solVe. it. knat 'we are then faced with is taking advantage Of these

constraints in oraer to provide an effective communication channel.

Notice. that all of these constraints relate to:concepts underlying the

student's activities. In SOPHIE, the concepts include voltage, current,

parts, transistors, terminals, faults, particular parts (e.g. R9, 05,'

etc.), hypotheses, controls, settings of controls, and so on. The

(dependency) relationships between concepts include things such as:

voltage can be measured at,termil.alS, parts.can be faulted, controls can be

set, etc. The student,in formulating a query or statement, is requeSting

information or stating belief about,ope of these relationships (e.g.

"What is the voltage at the collector of Q5" or "I think R9 is open".) It

occurred to uS'''that the beat way to characterize the.statements 'USed for

this task was in terms of; the concepts themselves as. 'opposed to the

traditional syntactic structures. Thejanguage an be,descriheci by'a set

of grammar rules that gharacterize, for each cOncept or relationsnip, all

of the wayS of expressing it in terms ofother constituent, concepts. For

example, the concept of a measurement requires a quantity' to be measured

. ,and something against which to measure it. A measurement iS typically

expressed by giving the quantity followed' by a preposition, followed by the

thing that specifies where to measure (e.g. ."voltage across C2", "current

thru D1", "power dissipation of R9", etc.) These phrasings are captured in
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the grammar rule:(11)'
!

<MEASUREMENT> :=.<MUSUREABLE/QUANTIY> <PREP <PART>.

. I

The concept of a measurement can," in turn, be uSed as part of other'
1 ;

conc, epts, e.g. to request a measUrément "What is the voltage across C2?";
_ .

. .

or to dheckr-ameasUrement"Is the r,urrent thru D1 correct?". we. call this

type of grammar a "semantic grammar" because the relationships it triel to

characteriz:J'are semantic/conceptual as Well as sYntactic.

Semantic grammars have two advantages over traditional:_synteCtic

gtammars. They' elloW semantic-constraints to-be.usedLto make Predictions
-

during the parsing process, and they provide a useful dharadtetization of

those Sentences that the system should try to handle. The-predictive

aspect is important for "qour reasons -4,41) It reduce s. the numbet of
! _

alternatives that must be checked -at i'given time; (2) it reduces the

,amount of syntactic .(grammatical) ambiguity; (3) it allows recognition of

ellipsed'or deleted.phrases; and (4) it permit's the parser to akip wOtds at,

cOntrolled places in the input (i.e. itenables a reasOnable specification

/of control). These points will be discussed.in detail in a later section.

-The .charadtprization,. aspect is important fo
1

r two reasons: (1) It
. ,

. provides a ,hahdle on.the problem'of constructing a habitable sub-language:

The system knor4s how to deal with a particular 'set of tasks oyer a

particular set of objects. The sub-language can beipartitioned by tasks to

accept all straightforward'ways of'expressing those/ tasks, but does not

need to worry about others; .(2) It allows a reduction in the number of
. I.

sentences that mdst be accepted by the languagewhile still maintaining

habitability, There may be syntactic constructs thaVare used freqUently

with one concept (task) but seldom with another. for_example, relative

clauses may be liaeful in explaining .the reasons for performing, an

experimental test but are an.awkward (though possible) Way of requesting

measurement.. By separating the processing along semantic grounds, 0.4. may

gain efficiendy by not.having to accept the awkward phrasing.

(11) This is not actually a rule from the grammar but is merely intended,tp
be suggestive.
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Representation of Mcanin.K.

Since natural language communication is the transmission of concepts

phrases', 'Ithe "meaning" of a phrase is its correspondent in the

conceptual Space. The entities in SOPHIE's conceptual space are objects,

relationships between objects,, and procedures for dealing with objects.\.

The meaning of a phrase can be a simple data object (eg. "current limiting
.

..

transistor") or a cOmplex data Object (e,g. "C5 Open", "Voltage at node

1"). -The meaning of a question is a call to a procedural specialist.that

knows how,to determine th7e answer. The meaning of a' command is a call to a
,
procedUre that performs the specified action.(12) For example, the

procedural specialist DOFAULT knos how to fault the .circuit'and is used to

represent the meaning, of commands to fault the circuit. (e.g. "Open.R9",

,"Suppose C2 ,shorts and R9 opens"). The argument that DOFAULT needs in

.order tO perform its task is an instance of ,the ,concept of faults ,that

specifies the particularphanges to be made) e,g. "R9 being open". These

same concepts of particular faults also serve as- arguments to two other

specialists: HYPTEST-.---:Which-:determines .the .consistencyT of a fault with
----

respect to e present context, e.g."Could. R9 be open"; and, SEEFAULT..

.whiet1jecks .the actual-status of the circuit, e.g. "Is R9 open?".

,

Result of the'ParsinR ,'..

Basing .the ,gramMar on conceptual entities ,allows the semantic

interpretation (the 4etermination of the.Concept underlying a phrase) to

proceed in parallel' with the parsing. Since each of the non-terminal

\

...

. categori sin the grammar is based on a semantic unit, each grammar. rtile7.
1 ,
,

can specifythe semantic description of a phrasethat it recognizes ih mu&I

ihe, swim way that a syntactic grammar specifies a syntactic description .

fittly-conStruction portion of the rules is'iprocedural. Eacn -rule has the
l

freedom., to ''decide how' the semantic descriptions, returned by the

constituentitems of that rile, are-to tiL put together to form the correct

meaning".

02) Declarative statements-are treated as requests because the pragmatics
of the situation imply that the student is asking for verification of ;his
statement. For example, "I think C2 iS shorted".is taken to be a re,Iest
to have the hypothesis "-C2xs_shorted"pritiqued.
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For. example, tha meaning of the pErase "Q5" is the data base object
-r-

0. The meaning of.theA)hrase-.."the-oollector of Q5" .is (COLLECTOR Q5)

where COLLECTOR is a funotion thitTetUrns the data base itemithat is the

nollector ,of the .given trandiston. 'For a more compliCated example,

consider the non-terminal <MEASUREMENT> shown in Figure 11.1

Figure 4.1 .3

A.Semantic' Grammar Rul.e(13)

<MEASUREMENT> := ontput <MEAS/QUANT> [of- <TRANSFORMER>] I
<TRANSFORMEM <MEAS/QUANDA ,

<MEAS/QUANT>-between <NODE> and <NODE> 1

.<MEAS/QUANT> <PREP> <PART> ! .
<MEAS/QUANT> between Output:terminals 1

<MEAS/QUANT> <PREP> <JUNCTION> 1

<MEAS/QUANT> <PREP> <NODE>1
<JUNCTION/TYPE> <MEAS/QUANT>

of <TRANSISTORYSPEC> 1

<TRANSISTOR/TERM/TYPE>XMEAS/QUANT>
ofT<TRANSISTON>

The goal for this non-terminal'is to capture all of the .Viays' that a student

can specify a measurement (voltage,,across D3, output current, .etc.). To

specify a measUrement, there must,be a qUantity to be measured:<MEAS/QUANT>

(e.g. voltage, current, resistance, power clesipation),- tand something'to

measure (e.g. with respect to a part, <PART/SPEC>; a transistor junction,

<JUNCTION>; or possibly a .Toint in the circuit, <NODE>). The rule for.
I

<MEASUREMENT> exPresses all of the ways that .the 'student can give

measurable quantity and .also supply itd required arguments. The structure
.

,1

which reSults from <MEASUREMENT>,is a function call to the.function MEASURE
I

which supplies the' quantity being measured apd other ,arguments,-.specifying

where to measure it. Thus the meaning of the phrase 7the voltage at the

Collector of Q5" is .(MEASURE VOLTAGE (COLLECTOR Gt)) which was generated
.

from the control structure:

e ru e s expresse n a :' . e nota op w e s an a
of the actual rule .(see next' section). NOn-terminal6 are in capital
lettera and enclosed.in angle bracketS, Tertninal are in lower. case.
Brackets enclose optional elements. Alternative right hand sides are
separated-by a "1".
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MeaSurement\
meas/quant node

1

voltage terminal

terminal/type .pa4

I .

collector Q5

A careful exami-riation of Figure .4.1 reveals that <MEASUREMENT> aiso

acCepts "meaningless" phrases auch as "the' powerdissipation of Node

In addition', .it acdepts 'pome meaningful phrases such asY1the resistance

between Node:3 and Node 14" which SOPHIE does not calculate.. This results

from generalizing together concepts which are ot treated identically in'

the'surfacestructure. In this 'case, voltage, current, resistance and

poWer dissipation.were_generalized to the concept of a measurable quantity.'

Allowing. 'the zrammar to accept more .statements and having the

argument-checking .done by the procedural specialists has the advantage of

allowing the.semantic routines to-provide the feedback as to why a sentence

cannot be interPreted or "understood"; -It also keeps the grammar t'rom.

t.being 'cluttered :. with special- rules :for-blocking meaningless,phrases.

Carried to the 2iu4t, the. generalizatioh strategy wOuld return the, grammar

to being ."syntactic" again (e.g. all data objects are "noun phraaes"). The

trick is to'leave semantics in the grammar when it is-beneficial -- to stop
-

extraneoua:parsings early', or tighten the range, of a: referent for an

ellipsis or deletion.. This is obviously a task-specific trade-off(14)

(14) Bobrow and Brown
consider this trade-off.

escri e an interes ing para
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. The relationship between',a phrase and its. meaning .is usually

straightforward. However . it is not limited.to simple embedding.- Consider

-the phrases "thebase emitter of.Q5 shorted" and "Lhe base of Q5 shorted to

.the emitter". The'thing which is "shorted" in both of.these phrases is the

11base.::emitter junction of. Q5.". The rule.that recognizeS both of these

phrases, <PART/FAULT/SPEC>.--Can handle the first phrase by. invoking its

constituent :concepts of <JUNCTION> .(base emitter.of.Q5) And '<FAULT/TYPE>

(shorted) and combine their.results.. In the 'second phrase, howeVer, :it

must constrUct the-proper junctiPh from the separate occurrences of the two

terminals inyOlved., FigUre 4.2 gives the rules uied to recognize these two

situations. The situations are :distinguished by the occurrence of the

optional constituent in the secondiphrase. (As Will be

the rules are procedurally toncoded,, .which

building sep-rate semantic forms for the, two

parser: does some.paraphr&sing,.as the "meaning" of the

provides

cases.)

same.

Figure 4.2
prammar Rules

.<PART/FAULT/SPEC> <FAULTAHLE/THING> is "<FAULT/TYPE>
[to <TRANSISTORKTERMINAL/TYPE>]

<FAULTABLE/THING>, <JUNCTTION> ! <TERMINAL> ! <PART>

<FAULT/TYPE> := open l'shor ed

<THANSITOR/TERMINAL/TYPE> := base I emitteP 1 collector

discussed. later;

a. natural way.of

Notice. that -the

two phrases is the

..This discussion has b en 'presented' as if the concepts were defined

priori' by the capabilities of the system..;_ Actually, for,the system to

remain at all habitable, the concepts' are: disdovered'An the ;ititerplay

between the statements that aee made in the'domain and?the capabilitie.- of

the System. When a particular English construct is difficult to handle, it

is probably anindicatiOn that the concept it is trying CO exPress has: not

been 'recognized properly by the system., In our example "the base of Q5 is

Shorted.to the emitter", the relationship between ;

i

the phrase and its

meaning -is awkward becatAe the present concept of shorting re4uires'a part

or, a junction: The example is getting at a concept of shorting, in which

any two terminals can 'he shorted together (e.g. "the ,OOSitive terminal of

R9.is shorted to the anode Of D6"), This is a viable conceptual -view of
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t"shorting", but itS'impl,mentation requires allowing arbitrary changes in.
-

the topology of.the circuit whiCh is.heyond the afflciency limitationS of

SOPHIE'S simulator. Thus, the system we Were working with led us to define

the concept intoo -limited a Way.

USE OF:SEMANT C INFORMATION -DURING PARSING

Prediction,..

Having,.described the notion of a semantic grammar, we will now

describe the ways it allows semantic ihfortation to be used in the

understanding . process. One use of semantic grammars in to predict-the

possible alternatives that must be checjced at a given poiht. Consider, for

exaMple the phrase "the voltage at. xxx". After the word "at" is reached

in the top-down, left-to-right parse, the grammar rule.corresponding to the

concept "measuremeht" carrpredict very specifically the conceptual nature'

'of "xxx": it.must be a phrase that 'directly or indirectly 'Specifies

location in the circuit.. For example, "xxx" could be "the junctions of the

.current limiting section and the Voltage reference.aource" but cannot be 3

ohms".

Semantic -gramMars' also have the 'effect of reducing theamount of

grammatical ambiguity. In the phrase "the voltage at ':xx", trv.

prepositional phrase ."at xxe.will'be associated with the Roun 1!voltage'

without nOnsidering any alternative parses that associates it someplace

higher in the tree.

Predictive information is also used to aid in the ,determination of

referents.Tor,pronouns. If the above phrase were "the voltage a .the

grammar would be able to restrict the class of possible referents to

By taking advantage of the 'available Sentenc e. contexts tO

predict the semantic class of possible referents, the referent'

determination process is greatly simplified.

(Is) Set the voltage control to .8?
(1b) What is the current thru R9?
(1c) What is it with,it set to .9?

For example:

In '(ic), the grammar is able' to recognize.that the first "it" refers to a'

measurement that the student would like re-taken under slightly different

conditions. Trie grammar'can also decide that the second "it" refers to



.either a potentiometer r to the Ioad resistance (i.e. one of those things.

whichcan be set). The referent for the first "it" is the measurement

taken in (lb); "the cUrrent thru R9". The referent for the second "it" is

"the yoltage control" which is an instance of a potentiometer. The-context

,mechanism that selects the referents Will be discussed later.

Simn;e Deletion
-

The semantic grammar is alsoused to recognize simple deletions. The

gr4mmar xule for each conceptual entity knows the nature Of that entity's
,

constituent concepts. When a rule-hannotfind a constituent concept, it

can either:

a) fail (if ti:e missing concept is considered to be obligatory in the
Surface structure representation) or,

b) hypothesize that a deletiOn.has occurred and continue.
.4

For example, the concept of arTERMINAL has as one of its realizations the

constituent concepts of a TERMINAL-TYPE and a PART. When its grammar rule

Tinds only the phrase "the collector"; it uses this information to posit

that a part has.been deleted (i.e. TERMINAL-TYPE gets Instantiated tO.."the

collector" but nothing gets instantiated to,PART). , The. natural; language

processor then uSes the dependencies.,between the oonstituent concepts to

determine that'the:deleted PART must be a TRANSISTOR-. The "meaning" of

this phrase is then "the collector of some transistorw. Which transistor

is determined when the meaning is evaluated in the present dialogue

context. In particular, the semantic form returned is,the TUnction PREF

4nd the classes of Possible referentsi in our example the7:-form .would be

(COLLECTOR APREF t(TRANSIST0R))).(15) The . operation of PREF will be

discussed later..

Elliosis

. Another use of the semantic grammar alloWs the processor to recognize

elliptic utterances. These are utterances. that do not expreSs complete

thoughts -- -a completely specified question or command -- but only give

(15) The language LISP- will be used in examples throughout this thesis. In
LISP, a function call is expressed in Cambridge-Polish notation: as a
parenthesized list of the function name followed by its arguments.
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Offerences between the- intended thought and Jan earlier one.(16) For

example, 2b, 2c and 2d are elliptic fitte-randes.
-,'

2a) What is the voltage at Node.5?:
2b) At Node 1? .

2c) and Node 2?.;,.
2d) What 'about betWeeh nodes 7 and 8?

ElliOses can begin. With dnthoductory phrases such as "and"-in 2c or "whAt

. about" in 2d; however this ie not required as Can be -seen in 2 . Part of

the ellipsis rule,is givenin Figure 4.3.
c

Figure,4:3 .

.
Ellipsis liule

,

<ELLIPSIS> [<ELLIPSIS/INTRODUCER>] <REQUEST/PIECE> I

L(ELLIPSIS/INTRODUCER>) if <PART/FAULT/SPEC>

<REQUEST/PIECE: ]:= [<PREP>1 <NODE> !

, L<PREP>] <PART>
'between <NODD'and XNODE> !

;.<PREP>] <JUNCTION> !

,etc.

The grammar rule identifies Which eondept or class,of concepts are possible

from the context available in the elliptic utterance.

- "While the parser is usually Ole to determine the intended concepts

from the context available in an elliptic utterance, this.is not alwayS the

case. Consider the folloWing two sequences of statements.

pa.) Wharis the:voltage at Node 5?
3b),10-?

(4a) What is the output voltage if the load is 100?
(4b) 10?

In (3b)i "10" re.fers to node 10, while. in (Lit, it refers to a load of 10.,

The problem this presents tothe parser is that the concepts underlying

these two elliptic utterances have nothing in common except their surfaCe

realizations: The parssr, which operates from conceptual.entities, does not

.,have a concept that sincludes both o.f these interpretations. One ':-.solution

would be to have the parser find all parses (concepts) and then choose

between them on the basis of context. Unfortunately, this would. mean that

time is wasted looking for-more than. one parse for the large percHltage'of

sentences in which it 'is not nedesSary to do. so. A better solution would

(16).The standard use of the word "ellipsis" refers to any deletaon.
Rather than.invent a new word, we shall use the restricted meaning here.
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be to elloW struCture auong the concepts, so that the.parser Would

recognize "10" as a member of the:coneept."number". Then the routines that

find the referent would_knowthat numbers can be either node .numbers or

values. . -Thie type of recognition could profitably be performed by a

bottom-up approach to parSing. However, its advantages crier the present

-scheme are not enoughto justify the expense incurred by a bottom-up parse

to find Ail,possible Well-formed constituents.... ...,Afpresent, the parser

assumes one interpretation, and a. message iS printed to'the student

indicating the Assumed,,interprttation. If it is. wrong, the student must -

supply more context in his request. In fact, "10?" is taken as e load

specification and'if the student meant the node he would have to. Use "at

10", "N10" or "Node 10".. Later we will discuss the mechanism that

determines to which complete thought an ellipsis refers.

.115,14ci_URIEXL12_12LIEELLTX_IiiEfattr

Prouuns Delettons

Once the parser,has determined the-existence and class (or set. of

Classes) of. a pronoun.or deleted object, the context. mechanism is invoked

to determine the proper referent. This mechanism has a history of student

interaction8 during . the current session which contains, for each

-interaction. the parse (meaning) ,of .the student's statement and the

response calculated by .the system. This list provides the range of

possible referents and is searched in reverse order to find an object. ,of

the proper semantic class '(Or one.of the proper classe6).. To aid in the

search, the.context mechanism knows how each of the procedural specialists

appearing in a parse uses its .argumenta. For exaMple, the specialist

MiAURE has a firsf arguMent thatmust bee quantity and a Second argument

that must be. a part, a junction, a section, a terminal or ,a node. Thus

when the'Context mechanism is looking for a referent that can either :be a

PART or a JUNCTION, it will look .at the second argument of a call to

-MEASURE but not the first. Using the infOrmation about the specialists,

thecontext mechanism looks in the 1":resent parse and, then in the next most

recentparse, Stc. until an object from one of the specified classes id

found.
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The significance of-usini the specialist to filter the search instead

of just keeping a list ofpreviously mentioned objects is that, it avoids

mis-interpretations due to object-concept ambiguity. As an example,

consider'the 'following sequence.from thesample dialogue in-Chapter 3:

(5).What is the current thru the CC when the VC is 1.0?
(6) What is it when it is .8?

aentence (5) will be:recognized by the following rules from the semantic

grammar:

aTUEEPREUrE0

1

WhNUMMgAgRgIEN>
3 <MEASUREMENT> := <MEAS/QUANT> <PREP> <PAR .

4 <SETTING/CHANGE> := <CONTROL> is <CONTROL/VALUE-
j <CONTROL> := VC ,

with.a resulting semantic form of:

(RESETCONTROL(.STQ VC 1.0)-
(MEASURE CURRENT CC))

RESETCONTROL iS a fdnction whose first argument. specifies a change to'

one of the Controls and yhose second argument consistq ,,lof 'a' form to be

evaluated .in ttie resulting instriument context.. STCris used to,change the.

setting ot the one of the Controls. The first.argumemt.to MEASURE gives the

'quantity be:measured. The second specifies where:it is to be .measured.

To recognize sentenCe (6),'the applicatiom-bf rules,$2 and $5 are thanged..

' There is, an .alternative rule. for. <SIMPLE/REQUEST> that looks for, those

-anaphora that refer to a measurement. The:le phra"ses, such as "it", Pthat

result" or "the value", are recognized by the 11On-terminal

<MEASUREMENT/PRONOUN>. The alternative to $2 that would be used to parse

(6) is:

<SIMPLE/REQUEST> = what iS <MEASUREMENT/PRONOUN>

The semantics of kMEASUREMENT/PRONOUN> indicate that an entire-measurement

has been deleted. The alternative to rule $5:

<CONTROL>- := it

recognizes "it" as an acceptable way tO speCify a control. The resulting

semantic form for sentence (.6) is:

'(RESETCONTROL (STQ (PREF '(CONTHOL))'
-(PREF '(MEASUREMENT)))

7 :30 7
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'The functibn PREF searches back through the context of'previous -semantic.
. 1

forms to find the most reaent mention of a Member one of the classes.

the above .exaMple, it. will find the control VC but:hot CC because the'

character imposed on'the arguments of MEASURE is that.Of 'a "part" not..a.

"contrOl".417) 'The presently recognized classes for :deetions are.. TART,

..TRkNSISTOR, FAULT, CONTROL, POT, SWITCH, DIODE, MEASU,REMENT and QUANTITY,'

(The-MeMbers of the daises .are derived from the .semantic network

associated with a circuit,)

Referents for E11joss

If, the .problem Of, 'pronoun resOlution is-lOoked'upOWas finding a

praviouSly- mentioned nbject,for a'currentiy Specified use, then thepro'blem

of ellipsis can be thought of,as finding.a 'preViously mentioned use for a
,

currently specified object. . For example:.

inatAs.the base current of Q4?

G

,The given object is "Q5", and the earlier function7is "base. current". For

a given elliptic phrase, the sema4ic grammar' identifies the ccincepti, (or

olass of& .concepts) involved.- In (?).i.Since 'Q5: is recOgnized by the,:.

non-terminal <TRANSISTORtSPEC>,.the.bclasa would be TRAIMISTOR.. The context

mechanism thenisearches,forspeCialist in a previous .parse-,that accepted

.the. given :claSS as an --ar6ment. When one.ialburid,Ahe'new phrase is

plaCed-in the proPer argument positiOn and the .modified parse is' used as

the meaning of the ellipsis.

Limftations to.tffe-Context Mechanism

The Method of semantid classification (to determine reference) is verY
4

efficient nd wOrks WellOver our .domain. It definitely does not solve all'

the probleMs of reference. Charniak has pointed out the substantial

J

i

(1 ) YEi-Character imf;Tilionascg. For example:
1) What are the spcs of Q5?

.

2) What is the voltage at its emitter?
Tne character imposed on Q5 in $1 is that of a part which means that the
oontext mechanism invoked by-'142.twhich ia looking for a transistor won,-t
TincDit. -This example is hanned by relaxing the restrictions the
probedural .specialist in $1 puts on its argument (i.e. it can-be either a
PART or a TRANSISTOR). In 4:i.te of this weakness in the argument
limitation approach, we have found it to be a-useful means of reducing the
search ,time and avoiding some obvious mis-interpretations.
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J.S
problems of reference in aAomain as seemingly simple as children's stories

(1972). =One of his examples demonstrates how much world knoWledge may be

required to determine areferent (1972 P. 7).

Janet .and Penny went to the Store to get presents for Jack. Janet
said "I will get Jack a top" "Don't get Jack a top" said -Penny.. "He
'has a top. He.will make you take it back."

Charniak argues that to understand to which of the two tops "itl'

refers, requires knowing about presents, stores And what they Will take

back, etc. Even in domains.where it may be possiJle to capture all of the

." necessary knowledge, classification may still lead to ambiguities. .For

example, consider the following:

9) Wh&t is the voltage at Node 5 if the load is 100?
10) Node 6? -

11) 7?

In statement (11) the ,user means Node 7. In statement (10), he has

reinfdrced,the use of ellipsis as referring to node number. (For exaMple,

leaving out statment (10), sentence (11) is much 'gore awkward.) On the

other hand, if statement (11) had been "1000° or.if statement (10) had been

' "10?", tbings would be more problematic:- When statement (11) is "1000"i=7we `

can infer thAt he means a load of 1000 because there is no.node 1000. If

statement' (10) had been "10?", there would be genuine ambiguity slightly'

favoring the interpretation as a load because that was the last .number

mentioned. The major limitation of the currenttechnique, wt-Och must be

overcome in order to tackle significantly more complicated domains, is its

inability to return- more than one,possible referent. It considers each one

individually until it finds one which is satisfactory. The pmount of work

involved in employing a technique which allows comparing referents has not

been justified by our experience.

REL,'-:ONSHIP TO OTHER SEMANTIC SYSTEMS

The relationship .between semantic grammars and purely semantic

systems (Quillian 1969; Schenk et al. .1975) and to some extent Wilks

(197a, 1973b) parallels the distinction between procedural and declarative

knowledge: The relationship tha exists between nodes in the semantic

network structure contains little or no information about how these

reiationships might be expressed in language. An interpretation mechanism



must decide where the information is useful.. While this is, in some sense,

more general (the same informatiOn can be used for several purposes given

the proper interpreter), it is necessarily less efficient. (Wilks has

extracted some expresdive, information,-primarily concept order, into his

templates.) A semantic grammar, on the other hand, is written for the

Process of recognizing concepts as they are expressed in the surface

structures.

FUZZINESS

Having the 'grammar .centered around semantic categories allows the

parser to be'sloppy about the actual words it finds in the statement.

Having a concept in mind, and being willing to ignore words to find it, is

the' essence of keyword parsing schemes. It is effective in those cases

where the words that have been skipped are either redundant, or specify

gradations oP an idea that are not.,distinguished by the system. For'

'example,..,in the sentence: "Insert a very.hard fault", "very" would be

ignored; thisA.s effective because the system does not have any farther

structure over the class -of bard faults. In the sentence: "What is the

'4-voltage across resistor R8?" resistor can be ignored'because it is implied

by-"R8"..(18)

One advantage that a procedural encoding of thc grammar (discussed.

later) has over pattern matching schemes in the implementation of fuzziness

is its ability to oontrol exactly- Where Words can be ignored. Th:is

,-provides the ability to blend pattern matching parsing of thote concepts

that are amenable to it with the structural parsiiig required by:7more

complex concepts. The'aMount of .fuzziness -- how many, if any, words in a
.

row can be ignored -- is controlled in two,ways. First, whenever a grammar

rule is invoked, the calling rule has the option of limiting the number.of

words that can be skipped. Second, each rule can decide whi.ch of its

constituent pieces or words are required and how tightly controlled the

search for them should be. In SOPHIE, the normal mode of operation of the

parser is tight in.the beginning.of a sentence, but fuzzier after it has

made.sense out of something.

(18) The first of these examples could be handled by mak ng "very" a noise
word (i.e. deleting it from all sentences). Resistor however is not a
noise word in all cases (e.g. "What is the current through the current
sensing reskstor?"),and -hence, cannot be deleted.
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Fuzziness has two cther advantages worth mentioning briefly:- It

reduces the size.of the dictionary because alr known noise words don't have

to be included.. In those cases Where the skipped words are meaningful,- the

misunderstanding .may provide some clues to,the user which allow him to

'restate his query,

PREPRoCESSING

Before a statement, is parsed, a preprocessor .. performs three

operations. The first expands abbreviations, deletes known noise words,

and oanoniealizes similar words to.a common form. The second is a cursory

s!:,elling correction. The third is a reduction of compound wordS.

Spelling correction is attempted'on any word of the input string that

the system does not recognize. The Spelling correCtion algorithm(19),takes

the'possibly misspelled riord, and a list of correctly spelled words,. and
.

determines which, if any, of the corwect words is close to the misspelled

word (using a metric determined .by number of transpositionS, doubled

letters, dropped letters, etc.). During the initial preprocessing, the

list of correct words is.very smo.41 (approximately a dozen) and is limited

to very .commonly misspellet words and/or words that are critical to the

understanding of a sentence. The list is kePt small so.that the time spent

attempting spelling correction, prior to,attempting a parse, is kept to a

minimum. Remember that the parser has the ability to ignore words in.the.

input string so we do not want to spend a lot of time correcting a word

that won't be needed in understanding the statement. .But.notice that

certain words can be critical to the correbt understanding of a statement.

For example, suppose that the phrase ".the base emitter current of 43" was

incorrectly typed as "the bse emitter current of Q3". If "b8e" .were not

recognized as being "base" the.parser would ignore it and (mis-)understand

the. phrase aS "the.emitter currentof Q3", perfectly acceptable but much

different concept.(20) Because of this problem, words like "base",, which

if ignored have been found to lead to misunderstandings, are considered

critical and their spelling is corrected before any parse is attempted.

.T-07-1,1e spelling correction routines are.'provided by INTERLISP and were
developed by Teitelman l'or use in the DWIM facility (Teitelman 1969,1974).
(20) To Minimize the consequences.of such misinterpretation, the system
always .responds with an answer that indicates what -question it is
answering, -rather than just ziving the numeric answer.
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Note that there are a let Of wOrds "eapaCitor", "replace", 'N)Pen", 'for'

example-- that if miespelled weuld prevent the parser from making'sensepf

the statement, but would nOt lead to any mis-understandings. These words

therefore are not considered to be critical,,and would be,corrected in the

second attempt at spelling- correction that is done after a statement fails

to parse.

CompOund words are single concepts that appear in the surface
. .

structUre as a fixed series of morethan one word. Their reduction is very

important to the efficient\operation of the parser': For: example, in.the
,

question ".what .is the v ltage range' switch sett,ing?",ry,Oltageinge

switch" is rewritten as the single'item "VR". If not rewritten, ."voltage"

would be mistaken as the beginning of a Measurement (as in "what.is the
.

*.f

. voltage at N4") and an atteme would have to be made to parse "range switch

seti.ing" as a place to measure voltage. Of course after this failed, the

corrent parse can still be found, but'reducing.compoUnd wnrds helps to

avoid backtracking. In addition, the reduction .oir compound words

simplifies the grammar rules by allowing them, to work. with larger

conceptual units. In this sense, the Preprocessing can be viewed as a

preliminary bottom-up parse that recognizes local,.multi-word concepts.

IMPLEMENTATION

'Once the dependencies between semantic concepts have been expressed in

the BNF form, each rule in the grammar is encoded (by'hand) as a LISP

,procedure. This encoding.procese imparts to-the'grammar a top-down control

structure, specifies the order of application of the .various alternatives

of 'eaoh, rule, and. defines the processof pattern matching each mile.' The

resulting colleetion of LISP functions.constitutes a ',goal-oriented parser

in a, fashion eimilar to SHRDLU-:(Winograd 1973), but iwithout the

backtracking Ability. of PROGRAMMAR..

As has been argued elsewhere (Woods 1970; Winograd 1973), en.upding the

grammars as procedures --,.including the nOtion of process in tr, grammar --

has a(vantages over -using .traditional phrase structure gramthar

representations. Four' of these.advantages are:

1) the ability to coflapse common parts Of a grammar rule while still
maintaining the pi:rsnisuity of the grammar.
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2) the ability to collapse similar rules by ,passing arguments- '(as-. with
SENDR). 1

3)'the easeorinterfacing other types of knowledge (iir SOPHIg, :Primarily..
the semantic network) intd the parsihg proceSs. . .

_

4) the 'ability to build and save arbitrary structures during the parsing
proCess.

(21)

In. addition to the advantages it shares with other procedural

'representations., the LUP,encoding has the-coMpatational advantage Of:being.

: compilable directly into.efficient machine coae. The LISP :implementation
4

is efficient because the notion of process it contaIns (one procesS doing.

recursive descent) is close to that supported by physical machines, .whiIe

those of ATN and PROGRAMMWare non-deterministic and hence hot directly

translatable into present architectUre. See (Burton 1976) for a

description of how, it is'possible, to Minimize this mismatch-.) Appendix. B

describes the,details of the LISP implementation and provides an eXample'of

a rule from.the-grammar,.

In terms of efficiency, the LISP implementation of the semantic

grammar succeeds admirably. The grammar written in INTERLISP (Teitelman-

1974) can be block.compiled. Using' this 'technique, the complete parser

takes about 5K of-storage and parses a typical 'student statement consisting

of 8 to 12 words in around 150 milliSeconds! Appendix C presents parses

and timings'of.sOthe of the sentences used in the dialogue.

(21) This ability is sometimes'providea by allowang augments on ihrase
s...ructure rules.
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Chapter 5

A.NEW FORMALISM -- SEMANTIC AUGMENTED TRANSITION NETWORKS.
,

Using the techniClueS: described in Chapter l, a. natural language,

frOnt-endcapable bf.supportingthe'dialogue presented.in Chapter 3; and.

requiring.less than 200 milliseconds cpu .:time "per question, was

constructed.. :In addition, these Same, techniques were used to,build a

frOnt-end for NLS-SCHOLAR (Grignetti et al. 1974; Grignetti et al. 1975)

: (built byp. Hausmann),...and an interface to an experimental laboratory for

exploring.mathematics using attribute blocks (Brown et al. 1976). In the

construction of. these 'Varying, systems, the notion of semantic-grammar

Troved to be useful. The LISP implementation, however, was found to be a ,

bit unwieldy. While expressing the grammar,as prOgram6 has benefit6 in the :-

area of efficiency.and allows complete,freedom tO explore new.extentions,:

the technique is lacking in perspicuity. ..This-:ladk of perspicuity. has .

4three major drawbacks': (1) the difficulty encountered,whentrying to

modify.or.extend the grammeri (2) :bit4roblemHof trying to communicate the

extent of the gramtar to either a user or'a colleague; (3) the problem of

trying to re-implement the grammar en 'e machine thatddes not. Support LISP.

These difficulties have been partially overcoie' by using'e second, parallel

representation cf the gremmar in. a BNF-like specification language whidh'is

the repreSentation we have-been presenting.throughout this report.. This,

however, requireS supporting two different representatiOns of the same

information and does not really solve problems (1) or .(3). The eolution

to this problem is a better formalism for expressing and thinking about,

s..mantic grammars.

Augmented Transition Networks (ATN)

Some years ago, Chomsky (19F7). introduced the notion that the

processes of language generation and language recognition could be viewed

in terms of a machine'. Ont of-the simples rt 1moels i8 the finite

. state machine. .It starts Off in its initiai state looking . at . the first

symbol, or word, of ts input sentence and then Moves from state to state

a it gotbles. Up tha remaining:inOilt symbols. The sentence is accepted if

the, machine stops in one of its final states after,having processed the

entire input string; otherwise the sentence is relected. A.convenient'way
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of repreenting a finite state machine is as a transition graph, in' whiCh

the states-correspond to the nodes of the graph and the'transitions between

. states correspond to its arcs. Each arc is labelle&mith a symbol whose

appearance.in the input can cause the given transition.

Id an augmented transitior network, the nbtion bf a transition gra

has been modified in three ways: (1)the.addition of a recursion,mechanip
/

that allows the labels on the arcs to, be non-terminal symbols t at

correspond to networks; (2) the addition of arbitrary conditions on he

arcs that must be satisfied in order.for an arc to be followed; (3) the

inclusion of a set of.structure building actiOns on the arc's, together with
. .

set of registers for holding partially'built structures.(22). Figur/e 5.1

is a specification of a language' for representing augmented tran ition

networks.-. The sPecification is given in the form of-_an- ex ended;

t arecontext-free gr4mmar in which,alternative:ways of fbrming a constit

represented orlseparate lines and the symbol "+" is used to ndicate

arbitrarily repeatable constituents.(23) The non-terMinal sy bols are

lower case Englih descriptions enclosed in angle brackets. 1 other

symbols,. except "+", are terminals. Mon-terminals not given in igure

have names that should be self-explanatory.

Figure 5:1
A Language for Representing ATNs

<transition network> := (<arc set> <arb,',Set>+)
.<arc set> := (<state> <arcY+)
<arc> := (CAT <category name> <test> <action>+ <term aot>)

WRD <word> <test>--<action>+ <term act>)
PUSH <state> <test> <action>+ <term Act>)
TST <arbitrary label> <test> <action>+ <term act>)
POP <form> <test>)
VIR <constituent name> <test> <abtiOn>+ <term act>)
(JUMP <state>"<test>,<action>+)

,<action? :=.(SETR <register>-<form>
SENDR <register>XforM>
LIFTR"<regster> <form>
HOL-D <constituent name> <form>)
SE.TF <feature> (form>)

<term a:et> := (TO <state>)

(22) This discussion follows closely a 'similar discussi1bn in Woods. (1970)
to 'which the reader is referred.' If the reader is amiliar with the ATN
formalism he/she may wisp to skip to the section "Adv ntages to the ATN
Formall:m".
(2i) "+" is used to mean U m'cre.occurroces. Wlile the accepted usage
of "+" is-1.or more, the au.cepted symbol Cur 0 or mere has not been

_used u.td avoid confusion with the se of the-symbol i the ATN formalism.
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<form> :-- (GETR .<register>)
.

LEX
: *

BETEDQTingM e=ur4e)giSter>4.)
LIST Xform>+) . ,

APPEND <form>. <form>) .

_ QUOTE .<arbitrary structure>)
I

._ . .

The first elementf each arc is s'wordlindicating the type of arc.

For CAT, WRD-and PUSH arcs, the arc type tOgether with ple second eleMent

correspond.to the label.on an arc of a stte transition graph. -The third_.

element is .an additional test. AT arc can be followed,_if 'the current
,

1

input'. sYMbol is a membeibf the lexical.category named on the arc, and if

the teSt on'the arc is satisfied. A.FUSH:arc causes a recu-siVe invocation

of a loWer level'network beginning at thestateindicated, if the test is
/

satisfied. The WRD arc can be followed:if the Current input symbol is -oie
/

word.named on the arc and.if the test is satisfied. The TST arc can be

followed' if the test is .satisfied (the label is ignored). The VIR arc

(virtual arc) can be followed if a conStituent of the nameCtype has been

placed on
i

th
e

hold liSt ny a preVious HOLD action and the constituent

satisfies the test. -Ip all of these arcs, the actions are structure

building, actions, and. the terminal action specifies the state,to which

control is.passed as a result of theltransition. Aftee.CAT, WRD and TST

arcs, the inaut is advanced; after VIR end 'PUSH arcs it-is.not. The JUMPT

arc can be followed whenever itetast is satisfied, control being passed to
. .... ,

the state-specified in the second element of the arc without advancing. the
-

input. The POP arc indicater, theicondi'Aons under which the state is to be

considered a final state and the form of the constituent to be returned.

+The actions,- forms and tests On an arc may be arbitrary functions of

the register contents. Figure 5.1 presents a uSeful set that illustrates

majorfeatures of i;he ATN. .The first three actions specified in.Figure 5.1

cause the contents of the-indicated register to he set to,the value of.the

indidated form; SETR causas this to be done' at the- current level of-

computation, SENDR at the rext lower level Of embedding, .s6 that

information can be sent down during a PUSH, and LIFTR at the next higher

level of comptation, so that additional information can he re:urned to

higher levels. The HOLD action places a form on the HOLD list to be used

ar. a later place in the computat'lnby'a VIP arc. SETF provides a means of

setting a feature of the constituent-being built.
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GETR *is a function whose value is the cOntentS of the pamed-tegkster.
.

:

LEX is a form whose value is the current input symbol. The asterisk (*) is

A form whose value depends on the contextof its use: (1) in the' actions

of a CAT. arc, the Value of * is the xoot form of the cdrrent input word:.

..j2) in the actions of .a-1 PUSH arz, it is the value of the 'lower

,co4utation; and- (3) in the actions following a.VIR.are, the value of it

isthe qpnstituent remoyed from the HOLD list., GETF is a function which
4:1*.

deterthines the value Of a specified feature of the indicated form (which Is

usUally BUILDQ is a.general Structure-building form that places the

values.-of the given registers into * a specified tree fragment.

Specifically, it replaces each occurrence of -I- in the tree fragment with

the contents of one of the registers (the first register replacing the-,

first occurrence of the second register the secona, etc.).. In addition',

BUILDQ replaces occurrence2' of * by the value of-the form iv. The, remaining

three forms make a list out of the specifieckarguments (LIST),_append two

lists together to make a single list (APPEND) and produce as a value the

(unevaluated) argument form.(QUOTE).

Advantages of ATN Formalism

The ATN fdrmalism was seriously considered at the beginning of the

SOPHIE project, but rejected as being too slow. In the course of

developing the LISP grammar, it became clear that the primary reason for a

significant difference ip speed' betweeh.an ATN grammar and.a LISP grammar
. .

is due* to the fact that processing the ATN is an interpreted process,

whereas LISP is compilable apd therefore the time problem!could be Overcome

by ouilding an ATN.compiler. During the period of evolution SOPHIE's

grammar, an ATN compiler was constructed (see Bdrton' 1976). In'the next

section Wewill discuss the_advantages We hooed.to gain by using the ATN

formalism.

These advantages fall into three general areas: (1) concisetwss;.(2)

cOncetual !ffectiveness and !3) a1aiiaj cilities. By :.:oncisness we

mean that -writing a graimar as an NM takes lesscharacters than LISP,

The ATN.formalism.gains conciseness 6y not requiring the specification of

details in the parsing process at the same Level required in LISP. Most of

these differences stem from the fact tnat the ATN_assumes it has a machine



Whose operations aee designed for parsing, while LISP assumes it has a

lamhda calculus madhine. For.example, a laMbda.calnulus Machine.assumes a

function has one value. A function call_ o look foe an .occurrence. at .a

non-termihal" while parsing'(in ATN formalfsM, a PUSH) must return at least
.

two values: the structure of the constituent found, and the place the
inPut where the parsing stopped. A good,deal of.complexity is added to the

LISP rules in order to maintain the, free variable which has to be

introduced to return the structure of the constituent. Other examples of

unnecessary details include the ,binding of local variables, and the,

'epecification of control Structure as ANDi, ORs and CONDs.,

The conciseness Of the ATN,results in a grammar that is easier

change, easier' to write ,and debug, easier to understand, and hence-to

communicate. We realize that conciseness does not necessarily lead to

these results (APL being a Prime example in"computer languages mathematics

in general being another), however, this is not a problem.., The

correspondence between the grammar rules in LISP and ATN is very close.

The cOrcepts which were expressed as LISP code can be expressed in nearly

the same:way as ATNs but in fewer symbols.

The second area of imf)rovement deals with conceptual effectiveness.

Loosely defined,.conceptual effectiveness is the degree to which a language

encourages one to thinkaboutprOblems in the right. way. One 'example of

conceptual effectiveness can be seen by considering the .implementation of

'daSe structured rules.(24) In a typical case structure rule, the irerb

expresses the function (or relation name) and the subject,- while the

object and prepositIvnal phrases express the arguments of the' function or

relation. Let .us assume for the purpose of thia discussion, that we are,

loOking at four different cases (agent, location, means-, and time) of :the

verb GO -- John went to the store 'by car at 10-o'clock. In a phrase

structure rule-oriepted formalism one would be encouraged to write:

cstatement> :x <ao.or> -ioniverp>.locauion> <means> <time>

Since the last three cases can app, in any order, one must also weite 5
other rules:

a.-

(24) See Bruce (1975) for a discussion of case systems.



<statement> := <actor> <action/verb> <location> <time> <means>

In an ATN.one is inclined towards: PUSH !ocatiOn

?USN act act/vero
PUSH time

P.OP
IIPUSH means

hich expresses more clearly.the case structure of the rule. There is no

reasOn why in.the LISP version:of the grammar one couldn't write loops that

areexaaly analogouS to the ATN (the ATN cáMpiler, after all, produces

sucn code!). Lowever, a rule-oriented formalism does n9it encourage one'to /

tUnk this way. Analternative rule implementation is:

<action>:= <actor><action/verb><actiont>
.<action1>:.= <action1><temporal>
'<action1>:3.. <action1><location>
<actiOnt>:= <action1><means>

tbis is eanier (shorter) to v-ite .but it has the disadvantagE: of being

left-recursive. .To implement it, ,one is forced to write the LISP

equivalent of the ATN that creates a difference between the rule

representation and the actual implementation. This method also has the

disadvantage of introducing an unmotivated non-terminal.

Another conceptual advantage of the gTN. framework Ls that it .

encourages the postponing of uecisions sbout a sentence uptil a

differential.poin; is reached, t'aerebv allowing potentially different paths

to stay together. In the rule orientea SOPHIE grammar there are top level

rules .for <set>, a command to cnuge, one of.the control settings and

<modify>, ccmmand to fault the instrument in some:way. Sentence--() is a

<set> and sentence (2) is a <modify>.

(1)%Suppose the current control i nign.
(2) Suppose the current control is shorted.

C>
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The two parse paths forithese sentences should be the same for the first

five words, but they are separated immediately by the rules <set> and

<modi6>.(25) An ATN encourages structuring the graMmar; so that the

decision between <set>'and <modify> is postponed so that the paths remain ,

together. It could be argued that the fact that this example occurred in

SOPHIE's grammar. is .a complaint against top-down parsing,or semantic

grammars, or just our particular instantiation, of a semantic gramtar. We

suspect the latter Out argue-that vule representation's encourages this type

-of behavior.

Another conceptual ',aid 'provided by7ATNs is their method of handling

ambigUity. Our LISP iMplementation uses a recursive descent technique'

(which can alternatively be viewed as allowing only one process?. This

requires that any decision between two choices be made -correctly because
-

there_is qo way to try out the other choice after the decision is made. At

'choice points, a rule can, of course, "look ahead" and gain information on

which to base the decision, similar to the "wait-and-see" strategy used by

Marcus (1975) but there'is no way to back up and remake a decision once it ,

has returned.

The effects of this can be most easily seen by considering the lexical

aspectp of the parsing. A prepasa collapses 'cImpound words, expands

'abbreviations, etc. This allows the grammar to be much simpler because it

can look for units like "voltage/control" nstead of having to decOde the

noun phrase "voltage control". Unforthrately without the ability to handle

ambiguity: this rewriting can only be done on_wordsthat have no other

possible meaning. So, for example, when tt'.e grammar is extended to handle:

(3) Does the voltage-control the current limiting section?
_-

the compound "voltage/control" would have to be removed from the, /prepass

rules and included in the grammar. This reduces the amount of bottom-up

processing that can be dune-and results in a slower parse. It also makes

25) The begree to,Which the separation of paths is a problem can be
greatly reduced using a preprocessing."compilation" state such_aP idovstad,
which (among other things) collapses rules with the same initial parts. In
,our example, however this may not work' since the phrase "the current
control" may be parsed as the non-terminal <CONTROL> in Ci) and aS the
non-terminal <PART> in (2). Of course this would be a poor choice of
grammar rules, and no one aware of sentences (1) and(2) would handle it
this way. The problem is recognizing Where situations such as this.occur.

=
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/

, .

.

compound rules diTficult to Write because alf 'p&Ssibie uses oe the
.,-

indigal woros*must.6e considered-to avoid errOrs. Another example is

the"uSe' of the letter "C"as. ah abbreviation Depending.on.context,-it

could Possibly mean 'either Current, collector or, CaPacitor. Without

alloWingambiguity .fn the 'input,, it couli not be allowed 'as an

abbreviation Unless explicitly recognized by the,gramMar.

The third general area n which. AlNs have an advantage .is in the
_ .

available facilities to deal with complex linguistio-Oenomena. While our-
.

grammar haS not yet expanded tO the point of req4ring any of the

facilities, the availability of suCh facilities .oannát be ignored as an

argument favoring one approach over another._ A primary exampie iS the

gene;al mechanism for dealing, with-coordination in English'described in

Wodds:(1973a).

Conversion to Semantic ATN

For the.reasons discussed above, the SOPHIE semantic graMmar was

re-wri'.....en in the ATN. formalism. We wisH to stress here' that the
-

re-writing Was a process of changing form oniy. The content of the grammar

remained the same. Eincea large part'bi the knowledge' encoded by the

grammar continues to be semantic in'naturei we call the resulting grammar a

semantic ATN". ' Figure. 5.1 presents the graphic ATN representation of 4.

semantic grammar non-terminal. This is the same rule presented in Figure

4.1, which rezogniZes the Orases for specifying measurements.in a circuit.

The 'actions' and structure building operations on the arcs (which are not'

shown, in Figure 5.1) save the recognized constituents and construct the

proper interpretation when .suffiCient inforMation .has been collected.

Appendix E provides more examPles of the semantic ATN used in SOPHIE.

Figure 5.2 presents a siMple example of how the recognition' of

anaphoric deletions can be- captured in ATN formalism.. The network in

Figure 5.2 encodes the straightforward way of expressing a terminal of a

part in the.circuit the.base of c5, tne anode of it, the collector. By

the state TLRMINAL/TYPE, both the determineraild the terminal type base,

anode have been. found. The first arc that leaves FEW:NAL/TYPE accepts the

preposition that begins the specification of the part. The second arc



(JUMP arc) Orresponds to.hypothesizing that the specification of the part
,

has-been-deletedi as---1n:71!-The base is?open." The action, on the arc builds

a place-holding form which identifies the deletion' and. specifies. Afrom

information associated with the terminal type which was fOundY,the classes
=

of objects that Can fill the deletion. The method for determining the

referent of the deletion remains the Same as deacribed in Chapter 4

An ATN which recognizes deletion

The SOPHIE semantic ATN. is- then' compiled, using tha general ;,TN

'compiling system described in Burton (1970.. 5ihe SOPHIE grammar provides

the compiling system with a good contrast to the LUNAR grammar', since it

does.not use many of the potential features. In addition; a bench mirk, of4,

sorts, was available from the LISP implementat:on of the grammar that could

be used to determine the computational cost of Using the ATN formalism.

:Mere Imre ;:wo modifications maae to the compiling system to improve

its efficiency for,the SOPHIE akplication. In the SOPHIE grammar, a large

number of the arcs check for the occurrence of particular words. When
1

there is. more than one arc leaving a state, the ATN'formalism requires

.that aai of these arcs be tried, even if moze than one of these is a WRD

amend, an earlier WRD arc has succeeded. This is especially costly, since

the taking of an arc requires the creation of a configuration to try the

remaining arcs. In those.cases when it is known that none of the other
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arcs can succeed, ,this should be avoided. As a sOluton to tnis, problem,

the GROUP arc type was added. the GROUP arc alloWs a sct of oDntiguous

arcs to be desighated as mutuallY,exclusive. The form of the G1i0UP arc is:

(GROUP arc1 arc2 artr). The arcs are tried, one at a time, until the

conditions on one of tne arcs are met. This arc is then taken, and the

remaining arcs in the GROUP are forgotten -- not tried.. If a,PUSH arc is

:included in the GROUP, it will be taken. if its test is true and the,

remaining arcs will not be,tried even if the PUSHed for constituent is rot

f6und. For example., consider the.following'grammar state:
s

-c
(S/1

(GROUP rAt A T 3/2
. WRD X T TO S/3

CAT B T' TO S/11.1L

Z."

At:most, one of'the three arcs will be followed. Without GROUPing them'

'together, it is possible that all tnree might be followed -- ifthe word X

had interpretationS as both category A and category B.

The GROUP arc also provides an -efficient means of encoding optional

constituents. The normal method of allowing options in ATN is to provide

an arc that accepts the optional constituent ak,d a second arc that jumps to

the next state without accepting anything. For example, if in state s/2'

the word "very" is optional, the f011owing two arcs would be created:

(4RD VERY.T (TO RESg-OF-S/2)).-
(JUMP REST-OF-/2 T))

.:'

Th efficiency arises When.the .word "very" does occUr. The first arc is

taken, 7but arr.alternative..configuration,that will try the second arc must

be created, -and,poSsibly 1,ter xplord. Py embedding these arcs in a

. GROUP, the alternative will not be created thus saving time and space.. As.

a result, it won't have to be explored, possioly. saving more time. A

warning should he included here, that the CROUP arc can reject sentences

that might otherwise be accepted.. in our example, "very" may be needed to

get out.. of the. state REST-OF-Sl2....;:.In.thiS respect, the GROUP arc is a

-departure_from the original ATN phifosopny that arcs should be independent:

and for this we apologize. However, for some applications, the. increased

efficiency can be critical.
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. ,The: other change to the comPilf.ng system (for the.semantic grammar

,ipplication) dealt with the preprocessing operations. 'The .preprocessing

facilitieS described in the last chapter included: 1) lexical analysis to

extract word endings;. 2) a substitution mechanism to eZpand abbreviations; -

delete noiSe words, and canonidalize synonyms; 3) -.01:PV,Onary retr:leval

routines; and.4)-a compound word mechanism' to collapse-multi-word phrases,-c

for the SOPHIE application we added the ability to use the INTERLISP

spelling correction:routines and the ability' to derive word definitions

from SOPHIE's semantic-:net. The extraction' of chfiniti6ns from the

semantic netwOrk for part_names and node,names .reduces the size, of the

'dictionary and simplifies the- operations of changing circuits. In

addition, a Mechanism/called..MULTIPLES was'developed' that. permiti string

substitution within the input. This is similar to..the notion 'of

compounding, but dAffers in that a-lcompound rule creates an alternative

lexical item .while the multiple rule creates a-different lexical item.'

.After theapplication of a compound'rdle, there is,en additiOnal edav in

the input .chart.; after a multiple rule, the effect it the same as if the

user,had typed in a different string..

Fuzziness

The one aspect of the LISP implementation that has not been

incorporated into the ATN framework is fuzziness, the.ability to ignore

words in the. input.. While we have .not worked' out the details, the'

non-determinism provided by ATNs lends itself to n interesting approach.

In a one-prooes% recilr'sive descent implementation, ..the .rule that

checks for a word must decide (with information passed.down from higher

rules) whether to try skipping a word, .or 'give. up. The. Critical

information that is 'not available when this decision has to be made is

-whether or not there is another parse that would use that Word.' In. the

ATN, it is possible to SUSpend a parse and come back to it after all other

paths have been tried. Fuzziness Could be implemented so that rather than

skip a word-and continue, it can,skip a word and suspend, waiting for the

oth-er pd"rses to fail or suspend. The end effect.may well be that sentences

are allowed to get fuzzier because there is no danger of missing the

correct vrse.
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. Comparison of Results

The original motivation for changing to the ATN was its perspicuity.

Appendices 1 and B show the SNF/LISP version,,which tan be compared with

ApPendix E, that shoWS the ATN;NersibnWe. suspect hat the Teader will

find that neither of them.are particularly readable, but then there-:is no

reason. to. expect jaat this' should be the case. As Winograd (1973) has

pointed,out, simple grammars are perspicuous in almost any fccmlismi

...Complex grammars are still complex 'in any formalism.. We found the ATN -

Aformalism much easier to think in, _write in, and debug. The examples of

. redundant processing that were presented earlker in this'chapter were

discovered whiIe'converting to ATN. For a gross comparison on conciseness,'

the ATW grammar requires 70% less characters to expreSs than the LISP.

version.
0

The efficiency results were.surprising. Table 5.1 gives comparison ,

tildings between the LISP version and the-ATN compiled version.. As can be

seen, the. ATW versiCh is more than twice as fast. This was pleasantly .

.counter-intuitive,'as we expetted the LISP version.to be much faster due to

the amount of hand optimizatioathat had beeh -done while encoding the

grammar' rUles. In presenting the caparison timin3, it should be thentioned:

.that there 'are three differences-between the two systems that tended to

favor.the ATN version.(26) One difference was the lack of fuzziness in the

ATN yersion. The LISP versioh' spent-time testing'words other than the .

current word, looking ahead to see, if it were passible to skip ,this 'Word,

which was not done in the ATN Version. The second is-the creation of

categorL2s for words during the preprocessing in. the, ATN version that .

reduced the amount of time spent accessing the semantic net and. hence

reduced the tithe required to perfOrm.a Category membership test in the ATN

. system. The third was the simplification of the grammar and increase in
.

the amount of bottom-up processing that, .?ould be done because of' the''

ambiguity allowed in the Oput ,chart. In our estitatiod, the lack of

fuzziness is the only difference that may have had a .significant effect,

(26) The exact extent to which each of these differences contributed .is
difficult to pther statistics on due to.the block compiler Which gains
efficiency by hiding internal Workings. :The exact, contribution of ,each
could certainly be determined but was not deemed worth the effort.
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and this can be included explicitly in the ATN in places where it is

Critical, by using TST arcs an& 'suspend actions, withOut a noticeable

. increase in processing time. In conclusibn, We are veyy pleased with the

resultS of the compiled semantic ATN !ind feel,.that the ATN compiler makes
:

the ATN .formaliSm complitationally- efficient ehough to be used-in.real

systems.

Table'5,1

aomparison of 1TN vs LISP Implementation

Times (in seconds) are "prepass":+."parsine

1) What is the output voltage?

LISP + .024 + .018 = .042
ATN - .048 + .033 = .081'

2) What is the voltage between there and the base of Q6?

LISP - .038 + .039 .017
ATN - .090 + .046 = .136

3) Q5?

LISP -.010 + .046 = .056
ATN - .013 + .060 =. .073

What.;1.s the output voltage when the voltage .control is set to .5?
-A
.0 +45 ';038 = .08.3

ATN -1
-:096

.048 = :144

5) If a:has an open emitter'and a shorted base collector junction what
happens the voltage.tetweeh its base and the junct,i.on of the voltage
limiting section andthe voltage reference source?

LISP .206 + .188 = .394
ATN--'.259 + .090 r....349
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Chapter 6

OBSERVATIONS'ON STUDENTIJSAGE.

When webegan developing a natural language prbbessor _for an

inLtructional environmept, we knew it had to be (1) fast, (2) habitable,

and (3) self-teachinghe basic conclusion that.baseriben from the work

'presented here is. that \WiSpossible tbsatiSfy these constraints. The

notion of semantic grammar (presented In'Chapter 4) provideS'a paradigm for

. organizing'the knowledge reqtired in the UnderStanding, proCess that permits

efficient parsing. In aJditiOn\ semantfic grammar'aids tbe habitability by

Providing :insights into.a useful class bf dialogue conStructs,.and permits\
efficient handling of such phenomen as .pronominalizations and ellipses.

The .need for a better .formalism fo'v expressing semantic grammars led to

the use of AugMented Transition Networks (Presented 'in hapter 5). The

.ability of the ATN-expressed semantic grammar:t6 satisfy theabove stated

requirements is demonstrated in the natural language front...end for the

SOPHIE system.

A point that needs to be stressed is that thsSOPHIE 65;em has been

..)(and is being) used by uninitiated students in experiments to'determine'the

pedagogical effectiveness.of it6 enVir'onments. While much has !peen learned

about. the problems of using a natural language interfaee, these experiments

were not "debuggine sessions for the natural language component. The"

natunal,!language component'has unquestiorIably reached,a state at which it.

can be conveniently used to facilitate learning about electronics. In this
.>

'chapten, we will describe the experiences of students using the natural

-language component, add.present some ideaS on handling erroneous inputs..

. Impressions. Experiencesand ObservatiOns

Prior to any exposure to SOPHIE, a group of four students were asked

to write.down all of the ways ,they could think Pf for requesting the

voltage'at a particular node. Although the intent of the-experiment was.to

determine t,W-range of paraphrases that, students might be inclined to use

before theywere aware of the system's' linguistic limitations, a more

interesting result ,emerged. Each. Student wrote down _one phrasing very

quick±r but had a difficult_tAme thinking of a second, even though the;
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initial ,phrasing by three of the stuaents were in fact different! One
_

student quit, exclaiming "But there is only one'Way to, ask that!" :MT
same inaoility to perform, linguistic par:aphrase carried 'over to the actual.'

interaction with SOPHIE via tehminal. Whenever the system did not accept a
;

query, there was a markeedelay before the student trieciagiel. Sometime/ s

the'student would abandon his line of questioning cOmpletely At the. same--

time, data collected over, many sessions indicated that there was no

standard -- canonical --.way to phrase a. question. Table:6.1 provides some

examples of the range pf phrasings 'used Wstudents to ask for the voltage

at a node, .

Table 6.1
Sample.Student.Inputs

A

.The following are some of the input lines typed, by students with the intent
of discovering the voltage at:a node'in the circuit.

What is the voltage at node 1? .

What.is tha voltage at the base of Q5T
How much voltage at NTO?
And what is the voltage at N1?.
N9?---
V.at the neg side of C6?
V11 is?'
What is the ;ioltage from the base of'trariaistor Q5 to--ground?
-What V at N16? ;

-
Coll. of Q5? .

Node 16 Voltage?
What is the voltage at pin 1?
Output?

As 'Table .6.1 Shows, students are likely to conceive of their questions in

many wayS and to expre:is each of ttese.. conceptions in. any of several

phrasings, 'Yet other.experiences indicAte that they lack the,ability'to

eaiily convert to another conceptualizatron or phrasing. Since the

non-acceptanc of questions createa a major interruption in the student's

thought,process the acceptande of many'différent'paraphrases 'is critical

to maintaining flow in the student's problem solving.

Anot:ler interesting. phenomenon that occurred during sessions was the

change°Th the linguistic behavior of the' students as they.used"the system.

Initially, ,queries were .stated .as Complete-English queS.ions, generally

stated in templates created by the students from the ..written examples of

sessions that 'we had given them If they needed td ask Something that.did

not exactly fit one of'their templates, the5i would try a minor variant. As
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they bebame more familiar with the mode of nteraction, they began to use

abbreviations, to 'leave out,parts of-the4r questions and, in general, to

aSsume that the system was following their interaction. After five hOurs

of experience with che syscem, almot all of one student's queries

_contained abbreviations and_one in six d pended on the .context established

by previdus-st.itemnts.

FEEDBACK - When-the Grammar Fails

From Our experienCes with students using. SOPHIE, we hav,e been

idpresSed with the importance Of providing feedback to Unacceptable, inputs

-- what to do when the system doesn't understarid an input -7. While it may

aPpean that in a completely habitable System all inputs would be

understood, no system has ever attainedthis goal andy'none will in the

foreseeable future. To be natural toa naive user, an intelligent system

should act intelligently when it fails.too. The fi:ec step tOWards having

a system fail intelligently is the identification of poisible'areas of ,

error. In student's use of elTie*SOPHIE system, we have found the f011owing'

types of errors to be common:

(l) Spelling errors and-mis-typings 7,""Shortt the CE og Q3 and opwn its
base"; "What isthe vbe Q5?"

e.
(2) Inadvertent omissions - "What is the BE of Q5?" 1The user left out.Ithe.

quantity to measure.. Note'that in other contexts'this is a well formed
question;)

(3) Slight misconceptions that are predietabIe - the output :of
'transistor. Q3?" (The oUtput bf a transistOr is not defined)'; "What
is the current thrU node 1?" (Nodes are-places where Voltage iS
measurd and.' may havenumerous. wires,assodiated with them); "What is
R9?" (P.'1'isa-reSistor); :"Is Q5 conducting?" '(The labOratory.section
of SOFHIE gi.Vet informatiqn that is directly available from a real lab
such'as currents and voltages.) 1

(4) Gross misconceptions Whose underlying meaning\is well beyOnd designed ,

-system capabilities - "Make the output voltaget33 volts".; "Turn on the
power supPly and tell me how the unit functior"; "What time is it?"..,

The best te?.hniquo for dealing wi.th each type of error is an open problem.

In'. the remainder of this section, we will discuss the sulUtions used in the

SOPHIE system to provide feedback.

the use of a spelling correction .algorithm (borrowed from INTERLISP)

has. proven to be a satisfactory solution to type 1 errors. During one

student's session, spelling correction was required on, and resulted in

proper understanding of, 10% of the questions. The major failings of the
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INTERLISP algorithm 'are the restriction ollthe of the target set of.
..

correct.words.(time increases linearly with no:number of words) and its

failure to correct run-on words. .'(The time required to determine if a word',

-may be two (possibly misspelled) words run together increases very quickly

with the length of the word and the:number ..of possibly correct words.. With

.no context to restrict the'Possible list of-words, the computation invqlved

is prohibitive.) A potential sOlutiOn to both shortcomings would be to use

the context of the parser to reduce the possibilities when it reaches the

unknown word. Because of the, nature of the grammar, this'would allow

semantic context as well as syntactic context to be used.

Of Course, the use of .any spelling correction procedure has some

dangers. A'word'that is spelled. correttlq but that the system doesn": know

may, be changed through spelling correction to'a Word the system Apes know.-

For example if the system doesnit know the word-"top" but does knOw "stop";

a User's command to-"top everything". :can be disastrously misunderstood..

For th's reason, Words ,like "stop" are not spelling corrected..

Our solution to predictable misconceptiOns (type errorS) is to

recognize them and give erro,- lessages that,are direäted at correcting the

misconception. We are ,:urrently using two df.fferent methods -of

recognitiOn; One is to loosen up the gramMar so that it accepts plausible

but meaningless sentences This technique provides the procedural

specialistn calked by the plausible parse.enough context to make relevant

comments. For, example, the 2oncept-cf current through.a node is aceepted

by the grammar even thOugh it iSmeaningless. The.specialist that.performs
. ,

:measurements' must then check its:-arguments. .and oproVide feedback if

necessary:

>> WHAT IS THE CURRENT THRU NODE 4?

The blirrent thru a node i. not meaningful since.by Kirchbff's law
the sum of the burrents thru any node is zero. Currents can be
measured thru parts (e.g. CURRENT THRU C6) or terminals
(e.g: CURRENT THRU .THE COLLECTOR OF Q2).

Notice that the,response to he question presents some examples.of how to

measdi'e the currents along wires that jead into the mentioned node.

Examples of questions ,that will be accopted and are relevant to the

student's needs are among the best poslible feedback.
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_Tne s.c,cond method of recognizing common misconceptions is to "key"

feedback singl., words or-groups of word's. In the following examples,
-

_the ''keys° are "or" .ancL"turneCI on"... 'Notice that the response4 presents a

.' general char3cterization of the violated limitationS as iel1 as suggestions

for alterhative lines of attack.

>> COULD Q1 OR Q2 BE SHORTED?

I Can only handle one question, hypothesis, etc..at a time. The fact
that you say ''OR' indcates that you hay be 'trying.. to express two
concepts in the saze sentence.. Maybe ytt.can 1;.:.eak your statement
into two or more simple Ones._,

.

>> IS THE CURRENT LIMITING TRANSISTOR TURNED ON?

The laboratory section of SOPHIE is designed to. provide tbe same
elementary measurements that.would te available in a real lab. If you
-want to determine .the state of a tranSietor, measure the.pertinent
current5 and.,vOltages..

These methods of'handling type 3 ereors haveproved to- be Very. helpful.

However, they require'that. all of the miscOnceptions must be predicted and

progeammed for. in.advance. This limitatiOn makes them inapplicable to

novel sltuations:

The most severe problems a user tt'ais .Stem from tYpe:2 (omissiohS) and'

type 4 (major misconceptions) errors. (/ Type 3 .errors that haven't been

preOicted are considered type 4 errorsj After a simple omission, the user.

May hot see that he hae left anything Out and may conclude that the system

doesn't know . that concept or phrasing of that concept. For'example when .

the user types "What' is the 5E tf Q5" instead .of "What fe the VBE 'of Q5?",

he may decide that it is unacceptable becabse the,systeh doesr0,t allow
e

VBE" as an'abbreviation 'of "base eMitter voltage": For.type 4 errors, the

user may waste a lot of time ant energy attempting Several rephi.asings

/
his query; none of which-can Oe.understood because the system doesn't know.

A .

'the concept the user is tryingtojexpress. For example, no matter how it.

is. _iphrasedthe system won't understand "Make the output voltage 30 volts"

because measurements cannot be directly changed, only controls and

specifications of parts can be thanged.

The feedbacknecessarY to,correct both of these classes of errors muSt

identify' any conceptsAn the/statement that are tnderstood and suggest the

range of things that can be /done to/with these concepts. For type 2

errors, this 'will help the user see his omission.. For type .4 er:rors, it
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may suggest.alternative conceptualizations that will allow the user to, get.

at the:_eame...iformation. (for_ example, to change the output voltage.

.indirectly by changing one of the controls) or at least prvide him with

enough information to decide when to quit.

The notion of semantie grammar Tay be ueeful in developing a general

sOlution 3:long the following lines: _A bottom-up or island parsing scheme

could be.used to identify wellrformed Constituents.(27) Since the grammar

, is sethantically based, the ecnstituents that are found represent "islands"

of meaningful phrises. The ATN representation of the semantic grammar can
.

then be inspected to discover 'Possible ways of combining these ielands. 'If

:a good match is fAlnd, the grammar can be Used to generate'aresponse. that

indicates 'What other semantic parts are required for that rule. Even j,f no

good matches ar is. found, a positive statement may te made that explains the

set of possible ways the recognized structures rould be understood.-Much

more,work is required in the a;'ea of unac&eptable int.uts before natural

language systems will feel really natural to naive usere.

(27) William Woods and -.Geoff.Brown are presently refining such a bottom-up .

parsing technique for ATN grammars for'use in t.e BBN Speech project (Woods
1976). . .
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Future Research Areas

Chapter 7

CONCLUDING DISCUSSION

The SOP.HIE. semantic grammar .system is designed for a particular

context -- trouble shboting. within a partieular domain, namely,

electronics. It represents the 'compilation of those piecet of knowledge

which are general (linguistic) together with specific domain dependent

'kno..dedge. In its present form, it it unclear which knowledge belengs to

whiCh'area. The devel6pment of semantic grammars for other application-s

and extensions to the semantic, grammar mechanisth to include other .

understood linguistic phenomena will clarify this distinction

'Whfle the work.presepted in this report has dealt mostly Onohe- ar..ea

of application, the notion of semantic grammar as a method of integrating

knowledge into- the parsing process has wider applicability. Two

alternative applications of the technique Have been completed. Ope deals

witft.Simple sentences in the domain oft:. attribute blacks (Brown et al.

11975)-. Whilk: the sublanguage accepted in.the attribute blocks environment
(-

.is very simple, it is notewor4 that within the semantic grammar paradigm,

a simple grammar was quickly developed that greatly improved the

flexibility or the input language. 'The other oompleted application deals

With questiOns about thefediting system NLS (Grignetti et al. In

this -application, Most questions. .dealt with editing commands and their

argumentSi and fit nicely ino the,case frame notion mentioned, in Chapter

5. The case frame use of semantic graMmar is_being considered fOr, and may

have its greatest impact oh, command languages. Command,languages are

typidally case centered around .theommand name that requires aditional.

arguments (its-cases). The combination of the semantic clatsificatiOn

provided by the sethantic grammar 'and the representation of case rules

permitted by. ATNs should go a ro'fig way towards reducing the rigidity of

complex command languages such as those" required for message processing

systems. The combination should also.be a good representation for natural

language systems in domains where it is 'possible to develop a strong

underlying' conceptual space, such as .management information. systems

(Malhotra 1975). .
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The eXtension of .the semantic grammar to Incorporate existing'

linguistic processing technique is anOther potentially fruitful-research
.

area. One of the' ways semantic grammar gains-efficiency is to separate the

processing of'syntactically similar sentences on 'semantic grounds When it

is useful to do So. Howeverthis pri-/ents the uniform. incorporationof,

for example, Woods' (1973b)- solUtiOn to the -Problems of relative clause

modification, quantifiers and. conjunction. One means-Of-integrating these

techniques would be to develop an .intermediate target laaguage that,
.,

maintains t'e advantages::of the semantic grammar approach While allowing

uniform solutins to other/problems. It may even be possible to adopt
- ,

Woods' qu'ery :language', iallOwing 'the semantic: grammar to dictate the,

funOtionswithin the "propositions" and,"commands". An alternative attack

. Would be to :use a " yntactie" processing phase incorporatingthe desired'XI/
/

technique that,canonicalizes the inPut before it is processed by the

semantic grammar. Iii this method, the semantic gramtar would-be viewe0 as. i

adinterpretatioA phase of the .understariding process, but which WOrks on
1.. .. '

.
.

.
.

mUch less structured syntactic parse than, or example, the LUNAR system.

dbNCLUIONS
z.

In the course 6f-this report, we have described i;the evolution .of a

,natural language front-end Prom keyword beginnings 'to a system capable of

using complex linguistic knowledge. The guiding .strand has been the

utilization, of semantic information tb produce efficient natural language

'processors. There were several highlights that.represent noteworthy points'

in the spectrum of useful matural language systems. Toward the keyword end

of the Scale, the-prOcedural encoding technique with fuzziness (Chapter 4

and Appendix B) allows simple natural language input to bp accepted without,

introducing the complexity of a new l'ormalism. Encoding the rules as

procedures allowed flexible control of the fuzziness and the semantic

nature of the rules provides the.correct places to take advantage bf the

flexibility: As the language covered by the system becomes more complex,

the additional burden of a grammar formalism will more than pay for itself

\ in terms of ease of development and reduction 'in complexity. The ATN
-

\ Compiling .system allows for the consideration4rof the Al'N formalism by

reducing its runtime cost, making it comparable to a direct procedural

-57-



encoding. The natural fanguage front end now Used by SOPHIE is constructed

by compiling a semantic ATN. As the linguistic complexity otthe language

accepted. by the system increases, the need for more syntacti(a knowledge in

:the. grammr ;:ecomes .greater. Urifortunatel Y, :this often Works at cross

purposes with the semantic character of the. grammar. It woUldbe nice to

have -a general grammarfor English syntax_that could be used_to preprocesJ

sentences; however, one is,not forthcoming. A general.'solution to ne

problem of incorporating semantics witn'the current state.of incomplete. .

7

-knowledge of syntax remains an op'en resear"ch problem.- In the foreseeable

future; any system will have .to _be an engineering trade-off between

complexity and generality onone hand and efficiency 'and habitability on
-

the other.. We ha(f.e presented several techniques that are viable'bargains

in this trade-off.
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Appendix. A,

BNF Descrilition of Part of the.
"\:.7 7.SOPHIE:Semantic Grammar'

.: - .

.. .. ,, .

Thlsappendix ives a BNF-like.description of part of the language
accepted by SOPHI . Included are all of the rules necessary to parse a
"measurement". Examples of "measurements" are "voltage at N1", "base
emitter current otA Q5", and "output voltage". The grammar is implemented
as LISP functions and an exaMple is listed in Appendix-B:-

.

'
.

. ...4
. . ,.-

In the description, alternativeS on t-np-right=tAlirside are separated
by I or. are listed on separate 1.ines. Brackett [];nclose optional
elements. An asterisk * is used"to mark note6 about a particular rule.
Non-terminals are designated by names enclosed in.angle brackets <>.

k

The Grammar

'<circuit/place>:= <terMinal> ! <node> 7

<diode/spec> := <diode> ! zener/diode>
Xseftion> diode ! <section> zener/diode

<junction>. := <junction/type>.[of] <transistorispec>
<transistor/term/type>.and.<transistor/term/type> [of]

[<transistor/spec>]
<transistor/term/type> to <transistor/term/type> [of]

[<transistor/spec>]

<junction/type> eb ! be ! ec ! ce ! cb ! bc

<meas/quant> := voltage ! current ! resistance* 1 power
*means measured resistance.,

<measurement> := <section>[output*][<measiquant>]
output* <meas/quant> [of] <section> .

output* [<meas/quant>J [of <transformer>].
<transformer> <meas/quant>
<meas/quant> between** <circuit/place>,and*

<circuit/place>
<meas/quant> of*** cpart/spec>
<meas/quant> between output terminals
<meas/quant> of <junction>.
<meas/quant> of <circuit/place>
Xmeas/quant> from <junction>
<meas/quant> of <section>
<meas/qUant> of <pronoun>
<junction/type> <meas/quant> [of <transistor/spec>]
<transistor/term/type> <meas/quant> of

[<transistor/spec>]
*input also
**from-to also works
***at; thru, in, into, aaross and through also work

<node> := junction of <part/spec>'and <part/spec>
node uween and <section>
[point] between <part/spec> and <part/spec>
<node/name> !:Lnode] <node/number>
<pronoun>

<num/spec> := "any Positive number" [k] ! one

<part/spec> := <part/name> ! <load/spec> ! <section> <part/type>
<pronoun>

.63



. <pot/spec> cc ! yd.! oct

<plrohoun>:= it ! [that.). "type"'

.
<terminal> output [terminal] <f%:1:;istor/term> ! center/tap

positive terminal ;.:p013pec>j 1 positive one
negatiye terminal ;nart/spec>1 ! nevative one
anode 1<diode/spec> ! cathode. [<diode/spec>]
.wiper.L<pot/soec]

.<trapsiStor/spec>.,:= <transistor> ! <Section> transistor ! '<pronoun>.

<transistor/term>. := <transistor/term/type> ktransistor/spec>1

.<transistor/term/type> := base ! collector ! emdtler.

<transistor>,. <capacitor>, <diode>,. <resistor>, <transf.ormer> and.
<zener/diode> all check the semantic network .and parse .correct part names,,
e.ff.. r9, q6.

<section> uses the semantic network ,,t.o deterTine if a word is a sectiOn of
the unit, e.g. current/limiter.

<part/name5 uses the semantic network to see it a word is the name of a
c4,t..2.

. _

.<node/name> checks semantic network for nock names.



. Appendix B
.

A LISP Rule from the Semantic..Grambar'

This appendix'deseribes tha Method of ,encoding the graMmar .' as LISP
procedures. The ways Of expressing s non-terminal are embodied in a
grammar function. Each grammar function takes at least two arguments;
STR, -the list of 'words to be recognized, and N,.the degree ofjuzziness
allowed.. -.The grammar function, in effect, must. determine 'whether the
beginning of 'the string STR-contains an Occurrence of the- corresponding
non-terminal.: There are generally two typea of ',checks that a 'grammar
function performs. .0ne is a cheek fOr the occurrence of a_word or ords
which satisfies'. certain predicates. This checking is done- with two-
functions -- CHEULST and- CHECKSTR. ..CHECKLST looks for.a word in the
'string matchingany of a list of Words. CHECKSTR looks for a word in the
-string satisfying an arbitrary predicate. It is through these functions
that the.parser.impleMents its fuzziness. For example, if CHECKSTR is
called with the-string "resistor R9" and a predicate.which determines if a

. word s the name of a part (e.g. ".R9")., CHECKSTR will auceeed by skipping
the word "resistor", which in.this phrase, is a noise word.

The other usLial type of.operation performed by the grammar functions
is to check for' the occurrence of other non-terminals. This is done by
calling Lhe proper function. (grammar rule) and passing it the correct
position in thet.input string.

. .
.. .

If a grammar rUle is auCcessful, the function passes back two pieces
of infortation. First, it returns some indication of how much of the input
string is accepted (i.e. where it stopped). The convention adopted is
that the grammar rule returns'as its value a pointer to the last word in
the string accepted by the rule. Second, the function passes back- a
structural .description of' the.phrase that was- parsed,' Th:s,structure is
passed back in the free variable RESULT.(analogous to an ATN s "*" upon
return from a PUSH, .

.. Listed below is the grammar rule.for the concept of a junction of a
transistor. This rule accepts phrases uch as "base emitter junction 'of
Q5", "BE of the current limiting transistor", or "collector amitter
junction".

(<JUNCTION>.
[LAMBDA (STR N)
(PROG (TS1 R1)

(RETURN
(AND

(* COMMENT A)

[OR (AND SETQ TS1 (<JUNCTION/TYPE> STR N))
SETQ R1 RESULT))

- (AND SETQ TS1 (<TRANSISTOR/TERM/TYPE> STR N))
.,, ma &RESULT)

(<TRANSISTOR/TERM/TYPE>
(CDR (CHECKLST (CDR TS1)

(QUOTE (AND TO] :

(SETQ R1 (JUNCTION-OF-TERMS R1 RESULT]

(* COMMENT B)

(COND
(1SETQ STR (<TRANSISTOR/SPEC>

(CDR (GOBBLE (GOBBLE TS1 (QUOTE (JUNCTION)))
(QUOTE (oF))
11

(SETQ RESULT (LIST R1 RESULT))
STR)



([SEW.:RESULT (LIST R1 (LIST (QUOTE PREF)
(QUOTE (TRANSISTOR)

IS1]))

'COMMENT A:

The first thing tnat is looked for is either a <junction/type> (BE, eMitter
collector, etc.) or two aransistor/terminal/type>s (base, emitter or
collector) separated by.the words "and" or "to".. ), If two terminals Pre

' found7 the function .JUNCTION-OF-TERMS is Called to determine the proper
junction. In either case,.the place where the successful subsidiary rule
left off is saved in TS1 and the meaning of the accepted phrase.is saved in
R1. ,

COMMENT B:

The next thing:needed fOr _a junction is P tran.Fizitor <TRANSISTOR/SPEC>.
- <TRANSISTOR/SPEC> looks for an occurrence of a.transistOr, e.g. "Q5" or'
"current limiting transistor".. GOBBLE is a function for skipping
relational words when they are.not used to restrict the remaining,part.of
the phrase. If a transistor is not found, a deletion is hypothesized and a
call to PREF is constructed.- If the transistor has been pronominalized as
in "the base emitter of-it", <TRANSISTOR/SPEC> would recognize "it". In
,etther case the semantiCs of the recognized phrase (somethinr like (EB Q5))
isput into RESULT and a pointer to the last recognized word is returned as,
the value of <JUNCTION>.

There.are approximately 80 grammar rules in SOPHIE's grammar.
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ApPeOc C!-7.

.Sample Parses and parse for he LISP Implementat4o6

This-appendix presents some examples Of Sentences 'handled by .the
natural language processor togeher with their parse times-. Under eabh
.statement, the sethantic interpreton returned by the parser is- given.
The semahtic interpretation h =1 function 'call which when evalUated
performs' the processing required the.statement. Parse times are given
in tilliSeconds.

Insert.a fault.
(INSERTFAULT NIL)
85 ms

What is the OUtpuLvoltage?
(MEASURE.VOLTAGE.NIL OUTPUT)
40.ms'

What is the voltage between tho current limitIn tran.sistor
and the constant current- sourc?'.-
(MEASURE'VOLTAGE (NODE/BETWEEN

(FINDPARI'MRmENT/LIMITER TRANSISTOR)
CURRENT/SCE))

335 ms

What is the voltage between there 3nd ti:ic ''ase of. Q5?
(MEASURE VOLTAGE (PREF (NODE TERMIAL)) (:.')ASE Q6))
80 ms'

Q5?.
' (REFERENCE (TRANSISTOR) Q5)
60 ms :

Could the problem be that Q5 is
(TESTFAULT .Q5 .BAD)
loo

Could it-be shorted?
(IESTFAULT (PREF (PART ,11=N TERMINAL))' SHORT)
75 ms .

. .

If R8 were 30k'what.wou, Lhe output voltage be?
(IFTHEN (R8. 30000.0 VALUz-,.

(MEASURE VOLTAGE %IL OUTPUT))
220 ms

If C2 were .leakv what would the voltage across it be?
(IFihEN (C2 LEAkY)

(MEASURE VC:.:klE (PREt. (PART JUNCTION)'))
120 ms '

What is the output voltaee when the voltage control is set to .5?
(RESETCONTR(A, (STQ VC .5)

;MEASURE ,ITAGE NIL OUTP,UT))
85 ms

Waal is it with- set at. .6?
(RESETCCNTROL CS1,4 (PREF (POT LoAp SWITCH)) .6)

(REFERENCE NIL)) .

110 ms

If it is.set to .9?
(RESETCCNTROL (STO (PREF (POI LOAD SWITCH)) .9)

(REFERENCE NIL))
135 ms
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What is the cUrrant ti ru the cc when the vc is set to 1,0?
(RESETQONTROL (STQ IN 1.0) .

(MEASURE .CURRENT CC))
190 ms /

/
If. Q6 has an open amitter and.a shorted base collector
junction.,wha ti.apPens to the,voltage between its base and

.-Ahe junction ',:,.f tbP, voltage-limiting, section and the voltage
reference 'scr.:?: .

(IFTREN /

(MULT c(r.M.Iii7ER Q6) OPEN)
.

(,.;C/IREF (TRANSISTOR))) SHORT))
(MEA$URE VLTAGE .

-

, ,13ASE (PREF (TRANSISTOR)))
kODE/BETWEEN.VOLTAGE/LIMITER REFERENCE/VOLTAGE)))-r.

400 ms.
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Appendix D
. .
.

. .

Examples of ATN Compilation

This .appendix presents a simple'augmented-transition network grammar

along with two different programs compiled from it and a trace of the first

Orogram 'parsing a sentence, The AIN-grammar was'taken from (Woods 1970).

Both compiled versions of the grammar iume a depth-first search strategy

and use-configurations which include the state, Rode, stack, registers,

features and bold list.

. The firt pnogram does not support lexical ambiguity (neither that

oaUsed by compound rules nor that caused by multiple interpretations under

the same.eategory). In Addition, it neither keeps a well-formed.substring

table, tests for input- before pushing nor returns features with popped
.

constituents. The second program, on the other hand, has all of- these

capabilities. The listing of the second program also includes tracing

functions.the compiler 'includes i the program to allow-the user to follow

its operation.' -Both programs are given in CLISP (Teitelman 1974).

The final section of the appendix cOntains a trace' of the.first

program (using, a version which did include Itracing functions) diScovering

all possible parses of the sentence "John was'believed to have tieen shot by

Fred". Shown in the trace are all of the'arc transitions taken by the

parser together with all register .setting operations. (The reader may

compare this with the analysis of this sentence given in (Woods 1970).)
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The grammar

(St
(CAT AUX T

(SETR V *)
(SETR TNS (LIST (GETF * TENSE)))
(SETRQ TYPE Q)
(TO Qin)

(PUSH NP/ T
SUBJ *)

SETRQ TYPE DCL)
O Q2/))). ..

(Q1/
-(PUSH NP/ T

(SETR'SUBJ *
(TO Q3/)))

(Q2/
(CAT V T

. SETR V *)
. SETR:TNS (LIST (GETF * TENSE)))
TO Q3/)))

(43/
(CAT V (AND (GETF * PPRT)

(EQ (GETR V)
(QUOTE BE)))

HOLD (GETR SUBJ))
SETR SUBJ (BUILDQ (NP (PRO SOMEONE))))
SETR AGFLAG T)
(SETR V *)
(TO Q3/))

(CAT V (AND (GETF * PPRT)
(EQ (GETR V)

(QUOTE HAVE)))
(SETR TNS (APPEND (GETR TNS)

"(QUOTE (PERFECT))))
(SETR V *)
(TO Q3/))

(PUSH NP/ (TRANS (GETR V))
(SETR OBJ *)
(TO Q4/))

(VIR NP (TRANS (GETR V))
SETR OBJ *)
k0 Q4/))

(POP. BUILDQ (S + + (TNS ,) (VP (V +)))
TYPE SUBJ TNS V)

(IN1RANS (GETR-V))))
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(Q4/
(WRDBY (GETR AGFLAG).

(SETR AGFLAG NIL)
(TO Q7/))

(WRD TO -(STRANS (GETR V))
(TO Q5/)) ,

(POP JBUILDQ (S + + (TNS +) (VP'(V +) +))
- TYPE SUBJ TNS V OBJ)

T))
(Q5/

'(PUSH VP/ T
iSENDR SUBJ (GETR OBJ)')
SENDR TNS (QETR TNS))
SENDRQ TYP7, DCL)
SETR 054 11

.

TO Q6/)))
(Q6/

.(WRD BY (GETR AGFLAG):
(SETR AGFLAG NIL)
(TO Q7/)) /

(POP (BUILDQ (S + + (TNS +) (VP (V +) +))
TYPE,SUBJ TNS V OBJ)

q.)) . .

(Q7/. -

.(Klifi NP/ T
pETR SUBJ *)
TO Q6/))) .

1

(VP/
:(CAT V (GETF * UNTENSED)

(SETR V *)
(TO Qq/)))

NP/
.(CAT DET 7

a

pETR DET *),
TO Np/1.)).

(CAT NPR T.
(SETR NPR *)
(70 NP/3)))

(CAT.ADJ T
(ADDL ADJS *)
TO NP/1))

-(CAT N T
(SETR N *)
(TO NP/2)))

(NP/2
(POP (BUILDQ (NP (DET +)

DET ADJS N)
T))

(NP/3
(POP (BUILDQ. (NP (NPR +))

.NPR)
T)) 7

(ADJ.+) (N +

-/



Version I

.(PARSER
(LAMBDA
'(PROG gTFAiE NODE STACK REGS HOLD. * LEX)

The current status of the machine is kept in five global
variables; CO STATE, the state/arb in the g*ammar, (2)
NODE, the pointer-Anto thei.ppyt., (3)\tREGE,t the list of

Tfla IiInttiOstrgiTein
configaration involves assignfng values of these five
variables.

SPREAD-ACF
(STATE4-(CF.ETATE ACF))
(REGE*TCF.REGE ACF))
(STACK4-(CF.STACK ACF))
(HOLD1-CF.HOLD ACF))
(NODEt- CF.NODE ACF))
CLEX.TEDGE.WQRD (FIRST.EDGE NODE)))

A 4
.BRANCH dispatches control to the label specified by STATE.

. This i8 the method of executing an arc.

EVALARC
(BRANCHSTATEMCCESS DETOUR SI S/-2 E/-2-PUSH-Q1/

Q1/-1-PUSH.Q2/ Q3/ Q3/-2 Q3/-3Q3/7-4 Q3/-5
Q3/-3-PUSH Q4/ Q4/-2 Q4/-3 Q5/ Q5/-1-PUSH Q6/
Q6/-2 Q7FQ7/-1-PUSH VP/ NP/

. 1iP/-2 NP/11;NP/1-2 NP/2 NP/3)
_-
SUCCESS CheckS to make Sure all of 'the input has' been
pracessed. If not it detours.

EUCCESS
- if (EMPTYP.NODE NODE)

then (RETURN *)
else (po DETOUR)).

DETOUR decides which alternative to try.next. In-tHis case
the alternatives list is a stack. '

DETOUR.
(if ALTS .

then ACF*(ALTS.FIRST) d.

'

(ALTS.BUTFIRSI
(GO SPREAD-ACF

else tRETURN (FAILURE ))
\

.

This is the beginningof the code which is compiled from the
arcs. The first arc\of each stqte has a label which is ',..he
same as the state name in the ATN._ The other arcs .have a
label' which is the State name followed by "-" and the arc
number. Labels which..end in."-PUSH" indicate the act-ions

. and *:..1rmination action\of Pi.1SH arcs.

. E/ (if (ARCCAT AUX)
. then (ALTARg S/-2)

.(SETR V *)

1

S7,TR:TNE <(GETF * TENSE)>)
SETRQ TYPE Q)
DOTO Q1/)
GO QM). .
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S4-2(DOPUSH NP/ S/-2PUS1):
(G041P/)

S/-2-PUSH-
SETli 'SUBJ *)
SETRQ TYPE DCL)

1

.. DOPTO Q2/)
GO Q2/)

-Q1/ DOPUSH NP/ ,Q1/-1-PUSH)
GO NP/)

Q1A-1-PUSH.
SETR 'SUBJ *)

Q2/ if. (.ARCCAT V)i

DOPTO Q3/)
GO Q3/)

'then (SETR 'V *)
(SETH 'TNS <(GETF * 'TENSE)>)
pOTO Q30
GO Q3/))

(G0 DETOUR)
Q3/ (while (ARCCATAT) and (GETF .1' 't'PRT)..

'and (GETR V)=713r;
do ALTARC Q3/-2) ,

HOLD OETR SUBJ)Y
SETR',SUBJ (BUILDQ (NP (PR.16: SOMEONE))))
SETT ,AGFLAG T)
SETH V *)
DOTO Q3/1)

Q3/-2
. (if (ARCCAT V) and.(GE7TF.* 'PPRT)

--" and.(GETR V)='HAVE
- then' çALTARc Q3/-3). --.

SETR TNS <1 (GETR INS). ! '(PERFECT)>)
SETR 'V *)
DOTO Q3/)
GO Q3/1.) ?

. '...

.(TRANS (GETR V))
then

F. ..
DOPUSH NPt Q3/-z.a-PUSH)

.:
GO NP/)) ,-

Q3/ -

Q3/-4

v.
Q3/-5

(if (INTRANS (GETR V))
then (DOPOP (BUILPQ (S + +(TNS +-) (VP (V +)))

TYPE SUBJ TNS y))-
- (00 EVALARC))

(GO DETOUR)
Q3/7 -PUSH

SETR 'OBJ *).
DOPTO 0446
GO Q4/)

Q4/ (if (ARCWRD BY) and (GETR AGFLAG)
(ALTARg Q4/-2)
'SETH AGFLAG NIL)
pGOTO Q7/)
O Q7/))

(if HOLDSCAN HOLD
then .ALTARC Q3/-5)

PREVI13ACTS)
SETH OBJ *)
DOVIRTO Q4/)
(GO Q4/))

.',(TRANS (GETR V)))
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Q4/-2 .

(if (ARCWRD TO) and (S-TRANS'(GETR V))
then Q4/-3).

DOTO Q5/)
GO Q5/))

Q4/=3
(DOPOP (BUILDQ (S + +(TNS +) (VP (V +)))

TYPE SUBJ TNS V olv))
GO EVAARC)

Q5/ 'SENDR SUBJ (GETR 08J))
SENDR 'TNS (GETR TNS))
SENDRQ TYPE DCL)
DOPUSH VP/ Q5/-1-PUSH)

, SREGS NIL) :

GO VP/) ,

Q5/-1-PUSH
SETR 'OBJ *.-)

Q6/ if (ARCWRD.BY) and (GETR AGFLAG)1

DOPTO Q6/)
GO Q6/)

then ALTARg Q6'.)

1

SETR AGFL: NM.)
DOTO Q7/)
GO Q7/))

Q6/-2 ..

(Dopop (BUILDQ (S + +(TNS +)
(VP (V +)))

TYEE ,SUBJ TNS V OBJ))
'GO EVALARC)

.

Q7/ .DOPUSH RP/ .Q7/-1-PUSH) -

GO. RP!)
Q7/-1PUSH-:

.

(SETR 'SUBJ *)

GO.Q6/) ,

Q6/)-

VP/. if (ARCCAT V). 4hd-(GETF * 'UNTENSED)
.. then SETR V *) .

, GO Q3/))
. DOTO Q3/)

,

(GO DETOUR)
NF./ (if (ARCCAT ..DET)

, tilen 'ALTARg NF/-')
SETR DET *. :
DOTO NP./1)
GO-NPI1))

NPC-2'
if .(ARCCAT NPR1

- DOTO NP/3)
GO NP/3)) :-.-r-----'

(GO DETOUR).
NP/1.whi1e (ARCCAT ADJ) do ALTARC NP;1.r2)'

ADDL 'ADJS *)
DOTO NP/1)).

0/1-2 ,

(if-(ARCCA3 N)
then ..N *)

DOTO NP/2)
GO RP/2)1'

10 DETOUR)
NP/2OPOP (BUILDQ (NP rET +)

ADJ -4.)

DET ADJS R))
(IGO EVALARC) t

NP/3(DOPOP (BUILDQ (NP (NPR 4.).)
NPR))

(GO EVALARC))))

o
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Version

(PARSER
(LAMBDA (ACF)

(PROG (STATE NODE STACK REGS FEATS HOLD * LEX.SREGS
&TEATS FEATURES TEMP)

If the function 'is called with an argument of 'GO, it looks
for _another parse. This allows the user to get out more
than the first parse.

-
(if ACF=. GO

a

then (GO DETOUR))

he currentstatus of the machine is kept in .JiVe, global
4,..

variables: (1) .STATE, the state/arc in the grammar, (2).
.

NODE, the pointer into the input, (3) REGS, the list of
register name-value pairs, (4) STACK; the-return--4ack,---ahd-7
(.51 HOLD, the hold list. Putting tpe machine into a given
ednfl.guration involves assigning values to these five
'variables. -; -_

. ,

. SPREAD-ACF

1

CHANGESTATE (CF.STATE ACF))
REGS4-(CF.REGS ACF))
FEAT&-(CF.FEATS ACF))

:....

STACK;(CF.STACK ACF)) /
.

.....-

HOWiTCF.HOLD ACF))
LEX4-(EDGE.WORD (FIBST.EDGE NODEi.(CF.NODE ACF))))

.

c. o i

TRACEALTSTART is one of the tracing functiohs provided to
allow the user to follow the operations of the parser. The
others are TRACEARC and ABORT.. None of these.result in any
Code when a fast version of.the parser is produced.

(TRACEALTSTART).
(GO EVALARC)

NEXTLEX

If the current node has more 1 gne lexical'interpretation
(BUTFIRST.EDGE), the code setll MriuE to try the next one. .

(if (BUTFIRST.EDGE NODE)
then LEX*-(EDGE.WORD'(FIRST.EDGE

NODWBUTFIRST.EDGE
NODE)))

(GO EVALARC))

BRANCH dispatches control to.the-label specified by STATE.

/r EVALARC
(BRANCH STATE SUCCESS DETOOR S/ S/-1-CONT S/-2

/ S/-1-CAT S/-2-PUSH'Q1/ Q1/-1-PUSH Q2/
/ 'Q2/-1-CONT.Q2/-1-CAT Q3/ Q3/,1-CpNT :

. Q3/-2 Q3/2-CONT Q3/-3 Q3/-4 Q3/:-5
. -,Q3/-1-CAT Q3/-2-CAT Q3/-3-PUSH Q4/. Q4/-2 Q4/-3

Q5/-,Q5/-1-PUSH Q6/ Q6/-2 Q7/ QV-I-PUSH
.

VP/ VP/-,1-CONT VP/-1-CAT.NP/ NP/-1CONT
NP/-2,NP/-2-CONT NP/-1-CAT N/-2-CAT
NP/1 NP/1-1-C)NT NP/1-2 NPYI-2-CONT
NP/1-1-CAT NP/1-2-CAT NP/2 NP/3) /

SUCCESi
(RETURN NODE)
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:.,
.

DETOUR chooses an alternative from the .ALTS list. In this
version the ALTS list ia...4 stack. The detouring mechanism
could be.changed by redefining ALTS.FTRST and ALTS.BUTFIRST.
If there are no more alternatives., the first alternative

, from the list of SUSPENDED alts is taken. The suspended
alternatives ar.a. maintained in order by weight.

: ABORT -2

(ABORT) ABORT is a tracing function.
DETOUR

(if.ALTS
then ACF*-(ALTS.FIRST)

(ALTS.BUTFIRST).
(GO SPREAD-ACF)

elseif SUSPENDEDALTS
. then ACF4-(SU5PEND.POP)

(GO SPREAD-ACF)
else (RETURN (FAILURE)))

S/ -(if (ARCCAT-AUX) Q.

-else (GO S/-2))
(ALTARC S/-2)
(TRACEARC CAT' AUX S/-1)

S/-1-CONT
ALTCAT S/-1-CAT)
SETR ,V *)
SETR TNS <(GETF *''TENSE)>)
SETRQ TYPE Q)
DOTO Q1/)
GO Q1/)

S/-2 (if (STRINGLEFTP) .

then S/)

.

TRACEARC PUSH:NIL S/-2)
DOPUSH NP/ S/-2-PUSH)

,

..

(GO DETOUR))
(CHANGESTATEQ S/)

; (GO NEXTLEX)
S/-1-CAT

(ARCCAT AUX)'
(TRACEARC ALTCAT AUX S/-1)

, (GO S/-1-CONT)
S/-2-PUSH

SPREAD/WFS ,-
SETR 'SUBJ *),/
SEiRQ TYPE DCL)
DOPTO Q2/) :

GO Q2/) .

..

Q1/ if (STRINGLEFTP) .
then NEXTLEXALT QV)

TRACEARC PUSH NIL Q1/-1)
.

DOPUSH NP/ QV-I-PUSH) ,

GO DETOUR))
(CHANGESTATEQ QV)

. -(GO NEXTLEX) '

Q1R.1PUSH
.

SPREAWWFS).
SETR SUBJ *)
DOPTO Q3/)
GO Q3/1

Q2/ if (ARCCAT V)
/else (CHANGESTATEQ Q2/)

/

(GO NEXTLEX).) /

(NEXTLEXALT Q2/) i

(TRACEARC .CAT V..Q2/-1)
'

.

/ .:.

/

/

/

i.

I

. i

)



4

.Q2/-1=CONT
(ALTCAT Q2/-1-CAT).
(SETH V. *)
(SETR 'TNS <(GETF * 'TENSE)). :

MTc039y)

Q2/-1-CAT
(ARCCAT V)
(TRACEARC ALTCAT V Q2/-1)
(GO Q2/-1-CONT)

-Q3/ (if( ARCCgT-V)
.elsa (GO-Q-3-/-2))

(ALTARC Q3/-2)
(TRACEARC CAT V Q3/-1)

Q3/-1-CONT
(ALTCAT_Q3/-17gAT)
(if -((GETE-* PPRT). and (GETR V)-='BE)

. t-hen (GO ABORT)).
(HOLD (GETR SUBJ))
SETR SUBJ (BUILDQ (NP (PRO SOMEONE))))
SETR ,'AGFLAG T)

,

:

SETR 'V *)
d)OTO Q3/)
(GO Q3/)

Q3/-2
.(if (ARCCAT V) .

. else (GO Q3/-3))
(ALTARC Q3/-3) , -

(TRACEARC CAT V 0/-2-)
Q3/-2-CONT

(ALTCAT Q3/-2-gAT)
(if -((GETF. * PPRT) and (GETR V) HAVE)

then (GO:ABORT))
(SETH 'TNS <! (GETR TN9 !

(PERFECT)>
(SETR 'V *)
D.OTO Q3/)
GO Q3/)

kif (STRINGLEFTP) and (TRANS (GETR V))
then (ALTARC Q3/-4)

. (TRACEARc PUSH NIL Q3/-3)
DOPUSH NP/ Q3/-3-PUSH)
(GO DETOUR))

.

(if TEMP rOLDSCAN'HOLD 'NP '(TRANS (GETR V)))
then.' ALTARC Q3/-5)

: TRACEARC VIR NP,Q3/-4)
rDREVIFJACTS)
SETR OBJ *)
OVIRTO Q4/) .

(GO Q4/))

(if (INTRANS (GETR V) )
then'(NEXTLEXALT Q3/)

(TRACEARC TOP NIL Q3/-5)
(DOPOP (BUILDQ (S + +(TNS

(VP (V +)))
TYPE SUBJ TNS V)

(GETR POPFEATS))
(GO DETO(Th))

(CHANGESTATEQ Q3/)
(GO NEXTLEX)



Q3/-1-CAT
.

rGRCCA',.' V)

TRACEARC ALTCAT V Q3/-1)
O,Q3/-1-CONT)

Q3/-2-CAT
rGRCCAT V).
TRACEARC ALTCAT V c/31-2)
O Q312-CONT)

Q3/7 -PUSH-
SPREWWFS)
SETR OBJ *)
DOPTO Q4/)
GQ Q4/)

Q4/ if (ARCWRD BY) and (GETR AGFLAG)
then-ALTARC Q4/-2)

:,-r-

TRACE4RC WRD BY Q4/-1)
SETR AGFLAG NIL)
DOTO Q7/) .

GO Q7/))

-(if (ARCWRD TO) and (S-.TRANS (GETR V))
then ALTARC Q4/-3)

1

TRACEARC WRD TO Q4/-2).
DOTO Q5/)
GO Q5/))

Q4/-
NEXTLEXALT Q4/),

.

TRACEARC POP NIL Q4/-3) .

DOPOP (BUILDQ (S + (TNS +)
(VP (V +)+))

TYPESUBJ TNS V OBj)
(GETR POPFEATS))

Q5; ar (STRINGLEFTR)
(GO DETOUR)

then Q5/)
TRACEA4C PUSH NIL Q5/-1)
SENDR SUBJ (GETR OBJ))
rDENDR 'TNS (GETR TNS))
SENDRQ TYRE'DCL)
ORUSH VP/ Q5/-1-PUSH)

SREGS±NIL
- BFEATS4-NIL
(GO DETOUR)).

(CHANGESTATEQ Q5/)
(GO NEXTLEX)

Q5/-1-PUSH
SRREAD/WFS)

. SETR 'OBJ *)
. DOPTO Q6/)

GO Q6/)
Q6/ if (ARCWRD BY) and (GETR AGFLAG)

then (ALTARC Q6/-2)
.- (TRACE8RC WRD::BY Q6/-i)

iSETR AGFLAG NIL)

GO Q7/))
DOTO 07/)

Q6/-2
(NEXTLEXALT Q6/)-
(TRACEARC POP NIIQ6/-2)-
(DOROP (BUILDQ (3'4- +(TNS +)

(VP (V +)+))
TYPE SUBJ TNS V OBJ)

(GETR POPFEATS))
(GO DETOUR) --' -'
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Q7/ (if (STRINGLEFTP)
jhen NEXTLEXALT Q7./}

.

TRACEARC PUSH NIL 07/-1
DOPUSH NP/ Q7/-1-PUSH)
'GO DETOUR)) .

(CHANGESTATEQ Q71)
(GO NEXT,EX)

Q7/-1-PUSH,
(SPREAWWFS)-
(SETR SUBJ 41)

VP/ Lf (ARCCAT V)

DOPTO 01).
GO OM

else (CHANGESTATEQ VP/)
(GO NEXTLEX))

MXTLEXALT VP/)
. ACEARC,CAT-VVP-/-1)

VP/,1-CONT
,

(ALTCAT.A7P/'.. ,,AT)':

(if--(GE-Tr* ,NTENSEDY
, 'then (GO !s,FAvT))
(SETR 'V *)

. 28Tan ..

VP/-1-CAT.
V)

GO VP/-1-CONT)
TRACEARC ALTCAT

NP/ if (ARCCATTET)
else .(GO NP/2)

(ALTARC.NP/-2);
(TRACEARC CAT DET NP/1)

NP/-1-CONT
_(ALTCAT NP/-1-CAT)

.. DET.*)
D07.0 NP/1)

. CO NP/1)
N.P/2 '

f (ABCCAT NPa)
(;Ise (CHANGFSTATEQ le/)

(GO NEXTLEP)
(NEXc....EXALT NP/)
(TR;,CEA!".. CAT NPR NF/ 2)

NP/-27CONT
(ALTCAT NF/--CAT)
(SETR NPR *)
-(DOTO NP/3).
(GO NP/3)

!NP/-1CA1'
ARCf;AT DET)
TRAaRC ALTCAT DET NP/-1)
GO NPL-1-CONT)

NP/-2-CAT-
rGitCAT NPR)

O NP/-2-CONT)
TRACEARC ALTCA1 N7R NP/-2)

NP/1(1f (:RCCAT'ADJ)
else ;.10 NP/1-2))

(ALTARC.NP/1-2)-
'(TRACEARC CAT ADJ NP/1-1).

NP/1-1-CONT
(ALTCAT, NP/1-1-CAT)
(ADDL ADJS *)-
(DOTO NP/1)
(GO ,NP/1)
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NP/1-2
.

(if (ARCCAT N)
ele (CHANGESPATEQ, NP/1)-,

(GO NEXTLEX)) ,

(NEXTLEXALT NP/i)
.

(TRACEARC CAT N NP/1-2)
NP 1-2-CONT

1

ALTCAT NP/1-2-CAT)-
SETR N *) ,

DOTO NP/2)
GO NP/2)

NP/1-1-CAT

rGONP/1-1-CONT)

iCCAT ADJ)
TRACEARC ALTCAT ADJ NP/1-1).

NP/1-2-CAT
.

ARCCAT N)
TRACEARC ALTCAT N NP11-2)

ONT) -,----

NP/2 NEXTLEXALT NP/2) .

TRACEARC POP NIL MP/L-1)
,WPOP, lBUILDQ (11P

,

ADJ +)
N +))

DET AEJS N)
(GETR POPFFATS)Y

GO DETOUR)
NP/3 NEXTLEXALT NP/:.fl

TRACEARC POP NIL NP/3-1)*
DOPOP (BUILDQ (NIP (NPP,+))

NPR)
(GETR POPFEAT8))

(GO DETOUR))))
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Trace of Version I Parsing.a Sentence

PARSE((JOHN WAS BELIEVED TO HAVE.BEEN SHOT BY FRED))

Starting alternative 0'
At arc -S/
'Node = (((JOHN NPR (&)) ((WAS. V & AUX &) (& &))))

The sentence is converted into- a chart format. . The, chart
Contains information about the possible parts of speech of each
word. Notice that.d"Was" can be.either- a verb (V) or an auxiliary
verb (AUX). (An "&" is used to indicate a further structure.)

Taking PUSH arc S/-2

The.traae indicates the.arc type and its location in the grammar.
No alternative is .stored becauSe *S/-2 is the last arc in the
stat7_a_and thare are ho'lexical alternatives.

PUSHing for NP/
.Taking.CAT NPR arc NP/-2

Setting NPR to JOHN

The trace also indicates where registers get set..

Entering state. NPI3
Node = (((WAS V (&) AUX (&)) ((BELIEVED V 1) (& &))))
Taking POP ara NP/3-1
Trying to POP
(Continuing arc S/-2-PUSH)

Setting SUBJ to (NP (NPR JOHN))
Setting.TYPE to DCL

Entering. state Q2/
Node .= (((WAS V (&) Aft (&)) ((BELIEVED V &) &))))
Taking CAT AT arc Q2/-1

Setting V to BE
Setting .TNS -to (PAST)

Entering state Q3/
. Node MBELIEVED V (&)) ((TO pREP &) (& &))))

The aiternatiye configuration to try the second arc leairing Q3/
(Q3/2) is created and saved after the test has succeeded on the
first arc but before the arc is taken. This iS alt 2 because .
configuration 1. was created during tbe earlier PUSH arc
the.number.is a configuration number).

A

Storing alt -2 forarc Q3/-2
Taki:ng CAT V-arc Q3/-1..
HOLDing (NP (NPR-JOHN)),

Setting SUBJ to (NP. (PRO SOMEONE)):
Sett,ing.A0FLAG to T
Setting V-tó BELIEVE

Entering state Q31
Node = (((TO PREP7(&)) '((HAVE V 1) (& &))))

. Storing alt 3 'for aro Q3/-4
'Taking PUSH arc 03/-3
PUSHing for NP/.
BLOCKED

Starting-alternative 3
At arc Q34-4
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Node = (((TO PREP :(&)) ((HAVE V &.), (& &)))9
Storing alt 5 for arc Q3/.L5

Taking VIR NP arc Q3/-4
(NP (NPR JOHN)) removed from HCL) list

Setting OBJ to. 1NP (NPR ,JOHN))

Entering state Q4/
Node = (((TO PREP (&)) ((HAVE V.&) c))))

Storing alt 6 for arc Q4/-3 .

Taking WRD TO arc Q4/-2

Entering staté'Q5/
Node =:(((HAVE V (&)) ((BEEN V &) (& &))))
Taking PUSH arc Q5/-1 '

SENDing SUBJ value of (NP (NPR JOHN))
SENDing TNS value of (PAST)
-SENDing TYPE value of DCL

'PUSHing for VP/
Taking-GAT-V-a-Pc-VR/71

*Setting V to HAVE

Entering state Q3/
Node = (((BEEN V (&)) ((SHOT V &) (& A))))

Storing alt 8 for arc Q3/-3
Taking CAT V arc Q3/-2

Setting TNS to (PAST PERFECT)
Setting V to BE

-"Entering state Q3/
Node = J((SHOT V (&)) ((BY PREP &) (& NIL))))

Storing alt 9 for arc Q3/-2
Taking CAT V arc Q3/-1
;.1,1OLDing (NP (NPR JOHN))

. Setting SUBJ to (NP (PRO SOMEONE))
Setting AGFLAG to T
Setting V to SHOOT.

Entering state Q3/
Node F. WBY PREP .(&)) .((FRED NPR &) NIL)))

Storing .alt 10 for arc Q3/-4
°Taking PUSH arc Q3/-3
PUSHing for NP/
BLOCKED

Starting alternative 10
At arc Q3/-4 .

Node = (((BY PREP (&)) ((FRED NPR' &) NIL))!
Storing alt. 12 fcr arc QP-5

Taking VIR NP arc Q3/-4 .

(NP .(NPR JOHN)) removed from Hop lis4
Setting'OBJ to (NP (NPR JOHN

Enterinc state Q4/
Node = (((BY PREP\(&)) ((FRED NPR &) NIL)))

Storing alt 13 for arc Q4/-2 .

.Taking WRD BY arc Q4/-1
Setting AGFLAG to NIL

Entering'state Q7/
Node =,(((FRED NP (&)) NIL))
Taking 'PUSH arc Q /-1
PUSHing for NP/
Taking CAT NRR arc NP/-

.Setting NPR to FRED
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Entering state NP/3
Node = (NIL)
Taking POP aro NP/3-1
Trying .to POP
(ContiniAing arc.Q7/-1-PUSH)

Setting SUBJ tb (NP (NPR FRED))

Entering state Q6/
Node = (NIL)
Taking POP arc Q6/-2
Trying to POP
(Continuing arc Q5/-1-PUSH)
: Setting OBJ to.(S DCL NP (NPR FREO))

TNS (PAST PERFECT))
VP

(V SHOOT) (NP (NPR JOHN))))

En
. .

'/
Node = T

..

NIL)
Taking POP arc Q6/-2
Trying td POP
Trying to SUCCEED-

S DCL
NP PRO SOMEONE
TNS PAST
VP V BELIEVE

S DCL
NP ..NPR FRED
TNS PAST PERFECT
VP V SHOOT

NP NPR JOHN

One suceessCul parse. Parser contthues
because it was betnr, run in a mode whIch
returns all pos.sib]e parses.

Starting alternative 13
At arc
Node = (((BY PREP (&)) ((FRED NPR &) NIL)))
Taking POP arc Q4/-3, -

Trying to POP
(Continuing arc Q5/-1-P.USH)

Setting OBJ to (S DCL NP(PRO SOMEONE))
TNS (PAST PERFECT))
VP

(V SHOOT) (NP (NPR JOHN))))

Ent.ering stat.e Q6/
. Node. = (((BY PREP (&))((FRED NPR &) NIL)))

Storing alt 15 for arc Q6/-2 '

'Taking odrit) BY arc Q6/-1
Setting'AGFLAG to NIL

.Entering state Q7/
Node = (((FRED 'NPR (&)) NIL))
'Taking PUSH arc Q7/-1
PUSHiog for.NP/
Taking CAT NPR arc NP/-2

Setting NPR to FRED

Entering state. NP/3
Node =
Taking POP arc NP/3-1
.Trying te POP
(Continuing are Q7/-1-PUSH)

Sett'ng SOBj to .(NP (NPR FRED))
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EnterErag slate Q6/
Nodé,=..'(NIL)'-
Taking.POP arc Q6/-2
Tryihg to POP
Trying to SUCCEED

S DCL
NP NPR FRED.
TNS.PAST
VP V BELIEVE

S DCL
NP PRO-SOMEONE
TNS PAST PERFECT
VP V SHOOT

NP NPR JOHN
.-

Starting alternative 15
At arc 6/-2
Nod =, ((BY PREP (&) ) ( E
Taking POP art Q6/-2
Trying'to POP
Tr'ying to SUCCEED
BCKED.

At arc -5
alternative 12'

3/
.

Node ((BY PREP (&)) (.(FRED NPR &):NIL)))
BLOCiED .

StarEing alternatiye.9

Nto'dn'7UOT V .(&)) ((BY PREP.A) (& NIL))))
BLOCKED

Starting ,lternative 8

Nto'd:r '0(BEEN (&) ) ((SHOT V &) (& &))))
BLOCRED

Second possible parse.

At arc 4/-3
alternative 6

No-de = (TO PREP (&)) ((HAVE V &) (& &))))
Taking POP arc Q4/-3
Trying to POP
Trying to .5UCCEED
BLOCKED

At arc 3/-5
alternative 5

Node-- ((TO PREP (&)) ((HAVE V &) (& &)))),
BLOCKED

Starting alternative 2
At arc 3/-2
Node.= ((BELIEVED V (&)) ((TO PREP &) (& &))))
BLOCKED'
NIL
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APpenoix E

Grammar Compiler Declarations

Specification of Features

Some Ceatures of the general ATN parser require a good deal of

bookkeeping. For,example, SYSCONJ requires a parser to save the path that.

it takes through the grammar.. Thi's more than doubles the amount of storaae

overhead. lb relieve the burden of those features, Such as SYSCCNJ,.which

,increase Ne overhead, and Wh;.ch a particular application may:not require;

the user can 'specify which featu!'eS his grammar uses. The compiler wil,

then tailor the object code to tnose needs. THe user .specifications

-
consist of a collection of flags which are -set at compile time.

description otHeach flaP, i:gether "with it.s default setting is aiven below:

HOLDFLG: If the-grammar does not use the.HOLD facility,- setting this flpg.
to NIL will elimirate one field in a configuration. Default is T.

FEATURESFLG:. If the grammar doesn't use the foature facility, setting this
flag to NIL will eliminate one in a configuration. Default is T.

WFSTFLG: If 'the arammar uses the. Well-formed substring feature, WFSTFLG
should be non-NIL. Default is NIL.

ALTCATSFLG: If tniS flag is NIL, the compiler Will notbompile the ability
to handle multiple interpretations of.a word within a sin re. categor.y.
ALTCATSFLG is a list, it will compile this .ability Tnto t ose . CAT arcs
wnose categbries are members' of the list. If T, dt will compile. this
ability into all CAT arcs: Default iS T. d.

SYSCONJELG: If the p7rammar uses the LUNAR SYSCONJ conjunction-handling
SYSCONJFLG should be non-NIL. Default' is NIL. (SYSCONJ- has' not

been implemented yet.)

STARTSTATE: "-This,should be the start state of the grammar. Default value
is S/.

NULLPUSHFLG: IfAULLPUSHFLO is non-NIL, a PUSH arc W.l.l never be taken if

there is no input left.
1

Default setting is T.
.

,

.

.UNAMBIGUOUS-CHART: If the input chart is never ambiguous, settini,i this
flag. to a-non-NIL value will avoid the checking for an-alternative Icxical
interpretation. Default is NIL.

//f

1

rnis ;-,egins-to legislate out PVSHes which do not use any of the
inputs. In/practical terms, this means that.a PUSHed to-network has.to do
more than jUst take Constituents off the hold list. In theoretical ,terms,
it closes one- of the holes which \may allow an. ATN grammar' to be
undeCidable.
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Declarations for Arc Tests.and* Actions

The te'!.. -1;:d actions on an arc can be arbitrary LISP expressions. to

compile the>, Xunction calls; the grammar compiler must know which

arguments get evaluated. In general the grammar compiler gets this

information from the same declarations about -functions that the IISP

compiler uses (NLAMA, NLAML, FNTYPE, etc,). In 'addition a facility is

provided wHioh allows the user to tell. the grammar compiler hoW to compile'

the individual arguments to particular functions. Using this facility it

is possible 1` write function calls in the grammar which implicitly QUOTE

some of their arguments and evaluate others or 'even 'which call enother

functior to decode their arguments. The compiler is told hoW to,:compile

theargumentS to a funct)ion by putting a specification as the value of the

property, GRAMMARARGINFO on the property list of the function name. The

value of GRAMMARARGINFO property should be one of the following: .

1) LAMBDA:. the function evaluates all of its arguments.) (This is the
default case.).

2) NLAMBDA: the function dOesn t evaluate any of its argumeRts. This
can also be done by putting the function on either of-the lists NLAMA
or NLAHL (see INTLRLISP compiler).

3) A list which specifies how each argument should be treated. Each
element of the list,can be: '

1) E or NIL. - -This argument position mill_be evaluated. This is the
usual,case where the ection eXpects its argument to be evaluated and
tells the grammar cOmpllo :3can the argument for embedded calls.

2) Q.UOTE - This argument is embedded in QUOTE. This provides a
convenient way of automatica]Jy quoting certain arguMent positions
in.a function.call. ,\ _

3) * - 4i.'1. aysf:i'in'ent is no:6MP"iiled by the .graMmar compiler but is
mfrely cop.i.edNote: Arg0Ments Which occur-in this position should
rot,have_ariy eMBedded/fUnCtions as,these willnot.be scanned by the

4) Any other atom7;r7HTha atom la, the name of a function which when
APPLYed to the argument returns the compiled formr

Examples: The grammar function SETR which sets the' value of a register

could be compiled OTbaying a'GRAMMARARGINEG property of .(QUOTE E). The

arc act.ion (SETH ANAPHORFLG T) would compile into (SETR (QUOTE ANAPHORFLG)

T). SETH is 'defined as a LAMBDA, function (i.e. the interpreter evaluates
-

2
!- . SETR is, in fact, reCognized specially by the grammar compiler so

that it can keep track of the registers whiCh are use6 in the grammar.,
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its arguments) which avoids th'e exPlicit cala to EVAL WhiCh results from

,havin' SETH be a NLAM8DA. function (i.e. the interpreter d'aesn t

In the LUNIR grammar, many of the arc' funCtiOns .use EVALLOC to

its arguments).:

evaluate' one or Mare of their': arguments. EVALLOCjlas. three option$: (1)

if its argwieht ds "ft r NIL, it,gets the valud of the'cuf;rent !;

(2y t..he argument is atomic, it is a register- whoSe value;is retrievad;

and (3) if the argument is a list, it is: evaluated. . This' allows, )the

, grammar to be clearer and Iess'clUttered with predictable function callS.
0

.

TO1 acC'omplish the same results using the. compiler,. a ,VerSion of EVALLOC

(CEVALLOC) is' provided' -which retUrn$,,the form for the decoded 'argument.

Tne functions which use it are_'then. giveGRAMMRARGINFO property of

CEVALLOC for those argument positions which*need decoding.. . This means that

the decoding pracess takes.place once at compile time-insteadof-each time

the arc is ,tried. For exaulae, in. the LUNAR,.grammar* the.funcfion NARKER

hasea GRAMMARARGINFO propertf of (CEVALLOC QUOTE). Thifs allows the grammar

to- have,. (MARKER N MASS) as an ,action which compiles into

(MARKER .(GETRJNI) (QUOTE M'ASS)) and avoids an explicit Call to EVAL'iby

MARKEB. Notrce that by using this technique the gramMar -writer can easily

specify defatilt arguments to 'actions in his grammar (at very little

computational cast) and greatly improve the readabiiil.. or ti:e grammar,.
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