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of concern to the cognitive scientist is the distortion and omission in
recall df material that was processed and understood. People are not tape
recorders, or video tape recorders. A model of language comprehension
which stores a representation of the meaning of an input and then regurgi-

tates it in toto is not a model of human language comprehension, although

it might be a model of superhuman Tanguage comprehension. Our models need
to reflect what humans actually do do, not what superhumans might do.

At least within the computer simulation community, the deminating
concept in natural Taﬁguage comprehension work today is the concept of a
"frame" (Minsky, 1975; Charniak, 1975; Winograd, 1975). Other researchers
have worked on related, a?though.g@metimes rather differant notiens such
as “S§fip§5“'(5chank & Abelson, 1975; Schank et al., 1975), and "schemata'
(Bobrow & Norman, 1975; Norman, 1975; Rumelhart, 1975; and Rumelhart &
Ortony, 1975).

Frames, or ''schemata'' as we shall call them, are interacting structural
‘representations of domains of kﬁaw]édge; Their purpcse is to represent
the general knowledge required to comprehend language and to provide the
bases for interpreting incoming iﬂfarﬁatigni The idea is that incoming
inFarmati@H will suggest schemata in a predominantly bottom=up fashion
until good candidates are established. While this happens, top-down pro=
cesses contribute to the further se]éatian of schemata for subsequent pro-
CESﬁ}ﬁg; An important feature of schemata is that they permit easy infer-
ences to be made about certain unstated aspects of an input. Thus, fer

example, if (1) is encountered

(1) John went to get some things at the supermarket

ERIC
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the '"supermarket'' schema wili contain information about baskets, thus en-

abling the inference that John put his purchases in a basket to be made.

There is no doubt that the genérai ﬁéﬁigﬁ of schemata is a useFQi one.
bt clearly provides a representation of knowledge which permits the collection
of partinent relationships and concepts together, but theorists have tended
ta regard schemata as a panacea, often treating them as an alterpative to
other representational suggestions such as semantic ﬁEEwa}ks or demons.
To some extent this latter claim is an éxaggeratiang Winograd (1974), for

example, suggests the possibility that.such a representational system could

be combined with others to provide tHe necessary richness. But few seem
to have paid much attention to this kind «f proposal.

It is one of the @urposés éF this paper to suggest that thé emphasis
has been in the wrong direction. Schema-based ﬁéﬁceptigﬁm of *he organiza-
tion of meméfy concentrate too much on the nature of concepts infmemcryg
rather than on the ﬁazuré;DF memory overall. We will argue that the beét
candidate for representing fhe overall structure is still the semantic net-

work, agg;the best candidate process to operate on it is ssreading‘aitiyationi
In their recent modification and improvement of the Juillian (1968)

network model of semantic memory, Collins and Loftus (1975) iﬁtroduge some

additional processing assumptions. The first is that when a concept is

processed activation sprezads from it in a decreasing gradienﬁ; the second

is that release of activation from a iDﬁiEét continues at least as long

i)
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as that concept is processed; and a third relaces to decrease of éEéiVétiQﬁ
over time. The fourth addition is that activation from different sources -
Sﬁmmatg and that there is a threshold which determines whether or naérén
intersection is found. Added to these are two additional Stfuéﬁura1 features.

First, that semantic similarity plays a larger role in the organization of

-5

the network, and se;cnﬁ that the names of concepts, i.e. waFégj are stored
in a lexical netwoirk which is to some extent independently '‘primeable."

Suppose we change the first assumpt?c? to a “fgstraining” principle,
namely, that if a concept does not féééive sufficient activation to exceed
its thresh@id,'thén it does not transmit activation to neighboring concepts.
Suppose further that each ncde is a unit neme for a concept which is itself
a schema.with an internal structure. We would then have two levels of
associations. ‘The first level would be between~-concept connections, a net-
work representing memory as a whole. The second level would be w{thiﬂ=
concept connections, representing the conceptual relations inherent in
individual EDﬁEEptS.DF schemata.

The between-concept connections are those tradit?onally represented in
semantic networks. For example, as Collins and Loftus represent it, part
of the network might :Qntafn connections between the nodes for, say, '"fire-
engine' and those for '"ambulance,' 'car,' "truck,' 'bus,' "fire,' ''red,"
stc. By contrast, the withinicancepi connections are rather different.
Thus, for example, the schema for '"fire-engine’’ would probably not contain
references to all the concepts related to it in the semantic network.
'ﬁathér it would be a mini-network repFESéﬁtfng général knowledge about

6
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fire-engines. It would represent the knowledge that they were fast-moving
road vehicles, that they carried equipment and peap]e-far Fire=Fighting,
that they carfied;}adders and hoses, and that they make a great deal of
noise, etc. The within-concept, schema-based representations are thus

uch more highly structured, not representing more-or-less arbitrary connec-

-

relationships between

—

presenting the actua

')
[x]
or
e
pod
-
m

tions between concepts,

represent knowledge about

i+
o]

those concepts required

the particular domain.

[

With this kind of representation, there are two distinct ways of getting

from one concept to a token representation of another. One can move between
concepts by simple association, thus, for example, getting from '"fire-engine'":
to "ambulance.' Or one can move within a concept and get from '""fire~-engine"
to, say, ''hose.'" In some cases, it is reésonabie to suppose thét cne can

get to a concept by both between-concept associations and within-concept

L

associations, ''fire-engine' to ''red'' might be an example,.

Since schema theorists generally suppose that individual schemata
can be regarded as the nodes in a network, the suggestions above may appear
to add little to what is already a fairly standard approach. There are,
however, some important differences. One is that some of the connecting
links between concepts will be simple EESOE{éti@ﬁ ?iﬁks,‘while others are
the labeled relaticns that participate in a particular schema. Samé; but
not all, of the labeled links are also simpie associative links. But,
more important than this, is the fact that spreading activation need not

operate upon the whole network (i.e. both within and between concepts)

but- in the first instance need operate only at the between-concept level.

7



O

ERIC

Aruitoxt provided by Eic:

Remembering and Understanding

7.

The use of spreading activation will provide us with a basis for dis~
tinguishing comprehension and memory, particularly if this notion is coupled

with a distinction between episodic and szmantic memory.

Comprehensicn and, Memory

In order to distinguish comprehension and memory one of the first

tools we will require is the episodic/semantic memory distinction. The

distinction between episodic and semantic memory as envisaged by Tulving

W

(1972) is a pretheoretical one, one to assist in theory construction. He

indicates certain characteristics that each might have: episodic memory
is autoblographical, it -contains spatiotemporal information about expe-
rienced events, and it incorporates perceptual information; semantic memory

is a mental thesaurus. Episodic memory, in its representation of expe-

rienced episcdes, represents these episodes in an idiosyncratic way. It

does so, as it were, in a way that is close to the way in which the stimulus

was subjectively experienced. This will become more clear as we proceed.
accepted in psychology, it has met with some resistance in Artificial
intelligence (Al) circles; Schank (13975) has explicitly argued against
it.

ft is now widely acknowledged that comprehension involves the utiliza-
tion of knowledge. MHemory, on the other hand, invaives the Fetfieyalg
recognition, and in some cases even the regeneration of representations of
knowledge. [In both comprehension and memory, the knowledge involved can

be either semantic or episodic. Suppose that when we read a sentence (or

8 . =5
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perceive an event), bottom-up processes initiate a spread of activation in
the semantic network. There is prasumably a context in which the input-is

encountered and this context will itself give rise to activation of a set

of t@nseéts, So, the context together with the input will set up a pattern
of activation, spreading from all those nodes whose thresholds are exceeded.
The restraining principle suggested earlier, contributes to the prevention
of ‘an_indiscriminate spread to every node in the network. Given no further
input, the number of activated nodes will reach a maximum and start.tal

decline. The subgraph formed by that subset of nodes activated, we call

thé F?hal;aétiyéﬁeﬂfspbgrgphj for jt represents the subgrapﬁiaF the semantic
network which, in containing the gfeatést*nﬁmbér 6? acti;aged concepts,
represents the best final ]is% of concepts involved in processing the input.
Each ccnéegt_iﬁ the final activated subgraph hasran excitation level gré%ter
than or equal to its threshold, and eaéh permits access to its corresponding
schema for deeper prccessjng and Inference.

The spread of activation through the network is one of the crgaiai
éamﬁanénts in comprehension. It serves to restrict the size and saﬁtéﬁt
of the search set for the top-down emplgymeﬁt of schemata. It Is a context-
sansitive_prasess, since It praduzgé a dfFFerént final-activated subgraph
for fhé same input under different contextual e;nditjcns; and it éer@iés
of different levels QF processing (%eg Craik EVLagkhart, 1972) inséfér as
the size of the final-activated subgraph can be ”artifiélai]y” vériedi;
Different levels of processing.can also be attained by engaging in more

or less inference, which is achieved to a great extent by processing at

9
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the level of schémata rathefﬁﬁhan at the betwsen-concept, semantic network,
level. Taking this apé;géch!>tbé p%czesg of comprehension involves activa-
ting concepts related to thQSégaflthé inﬁﬁt and the context, and engaging
in inferences based primari]y on those concepts. Put th?szway, it becomes
;]eafﬁ§hat comprehension is a process prior to, and distinct from, the
creation of a memorial representation.

The generation of an episodic representation in memory clearly has to

order to do this, it would appear necessary to propose episodic representa-

tions that are rather ﬁare complex in structure than past research has been
willing to allow. Iﬁygartiiuiar, this suggests a tripértite organization
of episodic represent;ticzf, an organization which includes surface struc-
ture, semantic representat}én, and input ass@ciatés! The proposal is that
an episodic representation is generated as a concept centered aréuﬁd the
theme or topic. The re§r353ﬁtatian would include the final activated sub-
graph by including tokens of all its concepts. These tokens would allow
access between the episodic representation and knowledge in semantic.memory

which is either related to the episodic rEPFESEﬁtatign itself, Grrig {és
compohents. It would get built Lp in sﬁgrt gefm memory and then entered
into épisadfz memory as a record of the experienced meaning of the input.
Such a proposal for tripartite ePiSQdiEEFEEFES?ﬁ}atiﬂnS has a number
of interesting features, particularly if a decay function is associated

with each component of the representation. One such feature concerns tha

relationship between the surface structure and the semantic representition.

io
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Details of the—semantic_representation

which were not explicit in the

surface structure are normally determined with the help of con

cepts in the
final activated subgraph, and this in turn depends for its particular
character on the context in which the input was encountered. Thus, if the
surface structure is temporarily stored but Enadeéuatsiy processed, as
might happen when one hears but doesn't ''register'' what someone says, a

reinterpretation based on the surface structure alone may give rise to a
i ) ,

slightly different episodic representation. Thus, the semantic representa-

tion, which can be thought of as an instantiated schema, may have different

values for somech the variables whose values were inferred.

Whereas it can happen that occasionally a representation of surface
structure survives without the other two parts which constitute an episodic
representation, normally the situation is the other way round. That is,
the decay functions associated with each level of representation are such
that the surface structure is lost first, the semantic representation second,
and the final activated subgraph last. At each decaying level, the con-
stituents may themselves be decaying at different rates, so that not é]]_
constituents of all levels .are equally available at differc times. Each
level, however, provides some reconstructive potential for the more
rapidly decaying level next to it. Thus, if the surface structure has
decayed the semantic representation provides the possibility of reconstruc-
ting it in whole or in part, aiéhough more often than not, this reconstruc-
tion resulis in a paraphrase rather than a verbatim recall. More iﬁtefestiﬁg,

however, is what happens if details have been lost from the second level,

11
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the semantic representation. ;IF,Wfiéﬂexémp]e, the value assigned to a
partfcular variable ;gé dégayed, the Eottém ieve] ﬁrcviées a list of céﬁéidate ’
concepts for regenerating or reconstructing the semantic réﬁreéeﬁtatiOﬁi-
Lsﬁer, it will transpire that this is the Qay in which one can accauﬁt for

errors, omissions and intrusions in recall. This reconstructive potential,

L

however, isrﬁét perfect since the contextuai details, while influencing the
final activated subgraph, are not explicitly %tﬁrgd in the top level of
surface structure representation. S0, if one can remember a speaker's
exact words (surface structure), one can generally remember (a% at least
reconstruct) how it was interpreted andi-gonsequently, at least saﬁe of thazr
associated concepts.. However, one ma§ have forgotten the surface structure
and still have a representation of the semantic structure, or even lost

that but still have some asscciated concepts left. The associations repre-
sented by the final aciivated subgraph must be represented bgﬁaqSe they

are in part determined by the total context in which the input originally

occurred; this is how encoding specificity can be handled (Tulving & Thomgcr{i

"1973). Notice that so far nothing has gone ?qia semantic memory; semantic '
mémOfy has merely been invoked in getting episgdic representations -
built up.

On the view being proposed, the knowledge structures stored in semantic
memory are for practical purposes relatively permanent; over time they may
undergo changes, but ;emantié meméry is basically a repository for éncycio!:
pedic knowledge. Episodic meméry, on the other hand, is memory For-the kind

of information one might incorporate in a personal diary (cf. Ortony, 1975).
o 12
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“However, |t 15 more than a reacrd of persgnai exparlencesi It is also the - -

cessing takes place before too much QF the episedlc representatién is*losts
. The contents of episodic memory impose’certain restrictions on the way

-

‘that knéWIEdgé can be represernted. For the sake wagjggjjgigyinjgﬁlus,
. for the moment, restrict our discussion to knowledge represented proposi-

tionally.,
Semaﬁfii memory represents knéw]edge-tha; a person believes fe be true..

Nhlle it is derived Fram experuence,,it is.a record of what he knows.

e

independentiyAaF experaenia. EpiSQdiC memﬁryaéontains-this kﬁawiedgé

? embedded in source and modallty lnfgrmatlan but it cannct be |nFerred
i
direct]y Framait, A 5|mple exampie Jfread a baak that claimed that X

S ‘\|

j:might be representad as- part QF the :ontents'oF nhé entry in EplsEdIEA
- memaﬁy- é_here Fépresents samgaarbigfary prapcs;tion; A narmal‘perSQn

"satisfied that he wasn't-deigaedkwéuld pfébébi91§§53?y move to A.P@og,wj

§lafm3dmthat X, and thaffmight af,might~nat be eﬁteFed i to semantic memory

depending on the FE]EVEHEE of the book to what fs already knawn_'.éut the
pu;at;Qé knawledg is 55 S.rlpped of source and clriumstan:es;Aaﬁd a
A . .
l‘;nmp@i§at§d, time:génsumlﬁg prﬁcéss aFaa; luation may be required before“
-Lfé;ééfsanidau1d be w§iIﬁﬁg to éssaﬁt ip égé]gné. lf t{mg is available, anﬁ
FeTEﬁanEe!aﬁd potential use‘iﬁ”iﬁféfeﬁae seem ﬁc'justifyrit, thé évaldatfaﬁ
may be undertaken ‘and, 4f-X can ; tand alone, it may be;transFerred to seﬁaﬁéf
AtIE memory alone. The evaluatlan reqU|r£d to get Fram A baok claimed that X

to X is a Farm of lnfereﬁce. .50, we h ve a 5|t atioen |n which the
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ﬁnmpﬁéhensian of an input item'dEﬁends on aézessiﬁg infarﬁatian inxseméntic
| . ( _

mémary so as to enable the construction of a répresentatian in EPISOdIE

memaryg- The;gutative kngwiedge in episodic memary (the X in A bpp@j;]a?ﬁeds

‘that X) can subééﬁuently be freed for semantic memory if it is suFFiéiéﬁtjy

relevant and if sufszfént subjective truth can: be a;;drded to it. These

evaluative processes, of course, need not be conscious,

/f B f“*‘:"""’_ ,.
A,Re—iﬁteﬁﬁ}etatign of Some Data.

i

Anfgssoclétlve m@de]bof thelklnd Jjust Dutltﬁed appears to be capabie

of dnstanU|5h|ng between comprehension effects and memary effegts % A]thqugh
:urrenty?ashSOﬁ in Eognitive psychology tends to be Father*unsympathetié
téwards>as OEIathE madels, it may be that associationism iﬁ'generai has
Aﬁdersan & Bawar, 1973; Collins & Quillian, 1969). If thi;;is indeed t?UE;
then i; is necessary to sﬁow-that some qf the experimental fé;ults aF;ea
' citédsas goaéiﬁeasgns Far.rejectiﬁg assé%iative accounts neeéétarbe réii
examined. The expeﬁimeﬁfs l héVE ch@sgn,éé look at are two'tﬁgt"were con-
duzteﬁ in our own laboratory.

| Drtnﬁyland Anderson (1377)%¢on5tructed-a ngﬁber of sentence sets in

which a @ouﬁ phrase, either a name or a deflﬁnte descriptiﬂn; was palired

with one of two predicates. oé example, one of the sentence sets that was

" used.was: ! ' /
- 4(2) The in ‘:Egﬁﬁéffdvﬁ;ﬁT?;f;;d a profound effect on the nature
Vé;é:; fare... ' ‘
= m(§77Aifraﬂ Ngbél hada profauﬁa‘erfegf‘an‘the AatUre Dtiwéfféfé:ii“;%””;“gé’
(Q) The lﬁVEﬂtDF of dynamite wore a ane beard,.?
(5) Alfred Nobel wore a fine beard...
1 14 - _
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.Each subjéﬁt in the exﬁeriment saw two sentences from each set. In
;. -the example a&éve, a subject would see either (2) anqﬁ(S), or (3) and (4),

: X
I : -

and he was then asked to write a continuation af“the sentence with the word
=i N ! § ) ) ;::f': 3 B - »
"but.'" The purpose of the task was to encourage the subject to fﬁiﬁk care-,
Fu]iyAébéut the meaning of the sentence. AFtéF the subjEEt had w@rked

thraugh the 1ist he was glVEﬁ a recognition task in which all the santen;es
# A
Fram al] SEntEﬁEE sezi-were ShOWﬁ to him., His task was to determnne fcr

a

each sentence whether”it was a new sentence (Gne'whiﬁhshé had’nat seeﬁ”‘“*f*

earlier) or an old one (which he had). The prlmary purpase of . the exper| ,

‘ment was to:lnvestlgate the relatlénshlp betwean names and deSEflptlﬁnSts

and between them and different kinds aF pre,ncatesfV~Thlssw351d§ng,by
. _ N
ana]yz:ng the Fecagnltlon errors SUbJECtS made. 'DuF pradittiaﬁ;wgs thét TF:
a Subleﬁt saw.a pair such. as (2) and (5) he wau]d be less ]lkely to Fa]sely
:fesagni53‘(3) and (é) since thgxfirst,_(z), is about thé inventor of'dynamite
and can be judged and understaéd IFFEEPEﬁtIVE Qf wha hg was,‘and the secgnd
;(5), CEﬂEEFﬁS the parsana] ;hafacterlstlﬁs of a particular m;n ThlS we
Felt was not true with senten ces (3) and (k), where,.lt was Félt; ‘a subgect
" might have Imp]lﬁ;t]y substltuted or at ]EEEt have ascessed the name of
the described individual in (5),;and é’suitab]é'descfiptiﬂﬁ of fhg ﬁaméde
indfvidué] in (3).. These p%edictioﬁs wéré‘canfirméd-‘ | |
| One of- the implications of this EXﬂef}méntj-as with -Anderson aﬁg Ortony -

(1975) to be discussed shortly, is that the nnun'phfa§es;in subjegtApcsiticn

. . . ' . AN : L N
in these sentences cannot be appropriately interpreted untll the pFEdIEEtE

that Faligw§1§hem hésbbggp processed. The _context that the predlgate suppiles, ;

5
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guides and Eonétraiﬁs‘thé interpretation of the noun phrase. This resulf,
-1t seems, is one that can bévwe1l handled by a spreading activaticn model
of the kind praggsed iﬁ th is paper. .

ASSUMIﬁg anly fﬁat semantlc memory cantains, or can ganerate the concept

of the inventcr gf &ynamite, when it is enzountered, EtthEt]Qn wili ‘beg in to

§

.spread to adJacant nndes, not only to inventor and d namate, but PEFhépE

~also to e;plg;lqn,vggppawdgf, war}'genlugj sé ,,ﬁist and so on. While this

activation is taking place the predicate begins to get?pr@cegséd, Lf the

prediﬁatelis had a ﬁFDngﬂdféfféEtigh.thE’nEthféhéf warfare, we might expect
-a;ti&étiaﬁ'From the predicate, or concepts within it, of suéh concepts. as

war, ggﬁs,}dea;h, etc., but not of ggnjps aﬁd scientist; the result would

be that concepts in the waeromé?n wouid havextheir activation increéséd=

while there would be no- support for the genlus, Stlentlsi Eancepts whgse

actuvation-ievals mightxthus be expected to Fal] off, Hen:e the prﬂbébﬂ]lty
of creating an activated subgraph containing war concepts would be much
highérufhan that of a SuEgraph zampfising concepts about gma§§ scientists:”

N ‘_' . . .
But, If the second predlcate is Eﬁcountered the predicate woréra fine

béard, cgncepts in the dgma|n of people wculd b: Ct|vated-—:ancapts perhaps

i

inalud?ng man, ézientistg-ggﬁiusi ééﬁéﬁtfié and so on. In/this EESE we
?ihaVE a:t:vated bath war can:epts and people iEﬁEEptS and the Fesultlng

"\

aatlvated subgraph is more in doubt--it mlghf tantaln wa?lcancepts Dnly,
pEOﬁ]e aoncepts anly, or. both. ln any case, theré will §1eariy be’ more

acti v*éi on of the war concepts given the war’predicate,/than there will be -

e ‘ : i
" glven tgg beard predicate because the e_latter can contribute virtually
SE i . ./ . '
16 '
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nothing. Whether or not the subject knows the identity of the inventor

[ d
-

of dynemite is not a critical question except te'the extent'thet If he doesn

§> are is no ehenee that it ean get activated at any gtage during the compre=

hensior preeeee§” If he does know it, and even If it deee get activated
:,during the process, it deeen’t meke:eﬁy‘differenee unless'if %emeiﬁebeetivee
,fed eextﬁe end of the Pprocess and ir part of the f:nai eetlveted .subgraph.
This brings us to tﬁe questlen of the strength of the aSSOEIatlen. jt is

preeumebiy the case that Geerge.ueehingte’ ;e*mueh more. likeiy-te.be eetiveted

" by The first Preeident eF the Uhlted Etetee than :5 Ehrletleﬁ BaFﬁeerd by i

The F:ret mee to de a heerf tren5plant., Nevertheless, wh1eh ﬁedee~Fel]

be]ew‘threeheid will also depend on the degree of connectivity in semantic

‘%emefy,' Ceneequeﬁtiy Ihejinventer of~ dynami te might be just ee"EEebie (igei,

uniikeiy“te fall belew threeheid) whensreleted to the eeueepte de?ived'Frem :

the war predleete as A!Fred Nebel would . be, eveq.lf Aifred Nebel were very

strengly eeeeeleted w:th the eeneeptuel structure deFIV|ng from the deeer|p="
tion. So, a network mede] could exeleiﬁ these reeul;s in terms eF'diFFernng
combinations of the Vefieue eetivetee_eeneepte.‘ Notice ehetxwe use the notion
of "intersection' but not of ”intereeetien eeeﬁeh}“ An'“intereeefien" ieaf |
meFe]y a concept eetivetedtfreﬁ two or more sources. Ite effect ie't be et
that eeﬁeeet s level of EEE;Vathﬁ end eansequent]y the prebeblllty that it
exeeeds threshe}d and thus eetwvatee ecﬂeepts Feieted to if;

Andefson and Ortony (1975) had eub)eet: leerﬁ two seﬁteneee from each
of feurteeﬁ-eeﬁtenee sets. For exempie ~one of the sentence sets ueedudss

/’ .
i ¢

S Trieﬁexeeﬁeemi?%smzee_eeﬂmw,, - :
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(8) NQFsesiarébéFtén beautiFul§7-_ L _ {_;
{7 Nurseé'have.talbeiifsenSEd, - x
{8) Léndécapes are'afteh beautiful,
(9) Taverns :-ha'\!e to be’,l'lsgﬁéed-

.

Each Subjéit was asked tn Tearn” twg Fram each set: in thls example, a

sub;egt wﬂuid haVE Tearned either (6) and (S), or (7) and- (8) f he had j 

\

. seen this Iatter pair, thén -of the twc retrI?val cues ALTRESS and DOCTOR

' which he Iater retelved in a memory test, DQETQR was reggrded as the EIQSE'

LR ,_,~ _;J, ;

\\\Cue end AGTRESS ‘as the remote cue for his target 5énten:e Nurses have ta be ,'Vi

chensed The Iand5:ape SEﬁtEnSE acted as a c@ntral - Nhat was f@unﬁ was
’ .

Ca pattern su&h that DOCTOR wguld be a superiQF cue far Nursea have to. be

I:censed but that ACTRESS wauld be’ SQPEFIBF FGF Nurses are often. beautnFuT

The cues were not effectrve by vnrrue of their assaciatian w?th eether the

subJe:t aiane or the pred e'aicne. Dﬁctcr was not’ effectlve by vnrtue

of its ;annestian w;th l|¢3ﬁsin;1because it never g!lcitéd the cgﬁtral

sentence, Tav rns have tD be ]lEEﬂSEd,;aﬁd had its EFFE;thEﬁESS bgen due

" to itsiiéﬁﬁEEtan with Nurse then lt shauid have been Equa]]y gcad at.
';eliﬁitiﬁg bath'af the nurse sentences. The tgnclu3|an, therefare, was that
‘the efFectnveness of the z]gse cue was due ta Its relatian to a meaning
for the g'tl,§:53ﬁtéﬁcéi rather - than any @F ‘the - indlv:dua] parts, alane.

These results can be aﬁcﬁunted far |n.exactiy'the same way-as*Fcr

’rbrtany énd‘Andérsan'(1977); IF bcth actlvated Nurses and LIGEHSE are,

going EQ activate health pfafgss}anal and dactar with a 5reater prabab:?:ty '

—Eandgfa%aﬁgreatEdeegree~fhaﬂﬁaFe«,eﬁse%andfbeayt4fp] S0 tﬁafmdgctcﬁ~15 ;ﬁ§q,“ﬂ_
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more iikely tg Fa a. cunzept in the Flnal a;tivafad subgraph than’ is actress.

'}Etrg’s on. the other haﬁd is e?gser to woman which is perhaps a better

Eaﬂdlﬂété F?r final agt:vatlan than doctur startlng from nurse and beautifu1
‘A retrl val cue is no more than a,gtimu]us which is semanuicaily and/or
‘;éxperientiaii related to a reeérd DF an earlier stimulus. If we could
assume that tha final actlvated subagraph staued in memary\FgF %ame tlﬂP
IWIthcut ISSing lts lntegrify, then all-a cue wauid need to dp wuuld bé tc

\
Vrrea;tlvata:ur make contact with sone paft of the'subgraph : Euqs:der the word

ACTRESS in its relation to nurs\s are aFten beautiful.r There a;é\tquJA
ﬁassibiiities: the concept e:ther daes or does not auugar in the;?inal
‘activated subgraph IF it daes ngt, -we can be fairly sure tHé} Egﬁgg_daesf
 because it wrll have FEQEEVEd sctivatian fFam both subJect and predisate.
‘In this sase,,&he cue, ACTRESS w:ll aﬁtlvatg theiactress canﬁept which
turn ‘will Ie§é to a;tlvatlcn on nenghburlng-nades Such as ggzglqA IF the
, atttvat|an Q%<£Eg§ﬂ is sufflﬁlently lncreased by attress, then the EﬂtIFE »
”;subgraph cuuld lncrease its overall 1eve1 of actlvat?an QIVIng rise ta =

subsequent retrieval of the subgraph. If the subgraph ‘was not dense the

addltlanal aﬁtlvatnan QF waman mlght glve én]y partlai retrleva] of that

subgraph It is cléar that “the same kind of pracess wuuid Iead to recali

in the case where the cue was |tself q concept “which uas %n the Final
3 aztivated subgraph, or where the - cue w‘s any.n@nélinguistfc_input (5u¢h as
v S S :
a:picture) Which made eventual contact through its cunéepé}s) with'a concept -
in théAarfginéi; | .
How do eplgudls and semantuﬁ memory zuﬂblﬁé to enable a subJ;ct usung

a retrlsval cue su;h as ACTRESS ta retrneve from (éplsudlc) memgry Nurseg

1

~ .19
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F

eetlvetee the concept eetreee in semantic memory whjeh_ih turn eetivetee,

- let us say, woman and beautiful, 'The subject, Ee}ﬁg'teld that he has to

‘recall the recently learned sentences, has other information avallable:

-seuree and clrcumstance information which together with' the eet}veted con-~"
‘ : e , 5 L -

cepts in semantic meherylreheuid e]!ew eeeese,tege repreeentetiehf?h eeiééd:e

"memery_eredueed during the eequfeitieﬁgetege ef_the exeeriment: ‘The subject

" then eeleete.thet-repreeentetien in epieed%e ﬁemery:hfth the most of his
%eurrent]y eetlveted eeneepte represented In !t. There ere‘eeverel Qeye in

f{:whleh he can ge—wreng. Fgret, some eF the eeeeeieted eeneepte in the

epieedie'repreeentetieh~might;hevefetrephied Second, the activated eeneepten_d’

mey not be un:que to one epleedue memery repreeentetian, in whieh case the

M‘

rbj et will retrieve'the eerreet'reepenee only seme_ef the timei‘ Thus,

':we can eeeeunt fer the klhde ef respehsee a eubJe =t mi ght ake. We can’
even account Fer gueeeee and no response at e]l. lﬁ'the ﬁ;ret eeee‘there

could be tee'Few eFfthe associates iﬁ the epleedie memery repreeentetlen.

£

ln the eeeend case . there could be. nene, due te lnedequete prceeee;ng at
-eemprehenelen;tnme; In. beth\eeeee no unuque epleedle repreeentetien weuld

be accessible.

E‘Repreeehtihg Text

- So far we have pretty mueh restrleted ‘our eeceunt to the eempreheneuen
and memery of lnd|VIduel eenten:es. Bpt meet ]enguege'preeeselng that
S ' [ .- .
peeple-de!lnvelvee linguistic units ef'mueh greEter 1ength and eemelexity"

~ than IﬁleIdua] eentencee. Whereee the eeﬁteﬁee le a felr]y stehderd d it :

20
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of linguistic analysis, it probably does not have any particularly important

psychological status as such. With inputs sufficiently short te;eneble=thex

ceﬁstruetien%§F a welleintegrated,Fiﬁei ectiveted eﬁbgrep'gthe emtire message

15 represented Dn'the ather hand, as the unit of |nput beeamee lgnger,

= §

there would probably be ‘a preblem cf meintelnlﬁg activation of all the rele-

£

vant eencepts for a euFFn:nent length of tnme-' IF a reader does not ettempt”f

to break such a meeee e down’ lnte more mana eeble ”chunke,“ corres gnd:ng to
9 g P

-JEme]]er, better lntegreted subgrephe, the ehan:es are that some gf the

/’

.impeﬁtent eencep§s involved in eemprehenSieﬁ will be lost. -The eenstﬁuetian
of several Feieted_epiSedieffeprESehtatjene to help ?ﬁ the Fepreeentet?en
- of a ccmplex ar a lang meesage leads to the idea thet eu:h messeges wnll?

.Aheve to be represented In higher level structures. He mlght conslder: haw

~this cculq;wcfk with the lﬁleidUE] units eembjﬁnng to give e_repreeentetian

of a passage of text. Qne possibility is through e@me'kfnd of eheiﬁing

‘prceeee. Such a prceeee weuld e]law ep event—besed representetlan QF the

*atel meenlng eF the passage to be butlt up in EplSDdlE memary

Each input unit (sentence or whatever) preduees, as we have seen, a
' . : o A . .

F}ne] eetiveted eubgreph In eementie‘memary. The representation in episodic

- meméry lnccrpcratee tekens of, or pelntere‘ta, these activated concepts.

The meanl F he entire passage would be cumulatively canstrueted'by»x o

generating tenneeted epieodic fepreeentefione of psyehélagieelly dieerete

_Eampcnentsl .Each Uﬁlt thet is praeeeeed predu s a pattern eF eeflvatlcﬁ
“;whieh is in’ pert determ|ned by .the pettern reeultlng frem the leet prgeessed

Junit. IF there is a dramatic chaﬁge of EUbJECt, it is .to be’ expe@ted that"

31
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the exisfi’g pattern of activation wiil not prgduce many lnterse;tions SO

that recent]y actlvated nodes will rapidly lase their a;tivat:an whilerf-

_new set beccmes activated. A further Feature is that the Final activated

. Fepreseﬁtatlﬂn af each gf thase EDnStltuEﬁtS; It has been bullt up thraugh;

subgraph critically depends on each canstituent (and its ardér) whi:h wEﬁt

lntD_ItS maklng, At the same tlme it need EQntElﬁ no dlstinguishable

an interaction between the - |nput and the effect af the cantext (inc]udlng
prevuﬁusly prngessed lnput) En semantlc memcry It at Qn:e éantalns mére
and less than the aFlgnﬁal ﬁassage, a desirable Feature stnae ai an ane:datal

level, ‘at ]east it acaards wnth aur dally EXPEFIEHEES in réad.ng textq
/-

' _ At the.same time, the semantic strygtUFe part of the representatjan wiL]

~grow when)the tcpiﬁ'ié the Samé; but will not provide suitable péints;%ﬁ

Ih réadrng a passage,_thé reader picks -up clues as to the stﬁue§QFEfoF

the- input from his Enawiédgé of syntax aided by the punctuation. in 1is-

4
i

téﬁing, these clues are provided by prascdi: Féatures of the utterance.

w:thaut such clues, a ]anguage prc;essar has no basis for éhuﬁklng ‘the | pit

:nto psychglaglcally dISEFEtE units Far prgcess:ng we can assume,,therea

/
-

/
Fgre, that in normal circumstances, a human language processor. can ldentlfy
[AY ) /
i

\\

units to be pracassad as unnts, at various Igvels ‘of stru:ture’ 'As'he reads.

a passage, each unit provndés a pot ntia] se agtjé:structﬁféilntg which

~the -next unit can- be*absgrbéd—“and ach un|t prov:des a péttern of activa-

tion (or a context) fQF the current unit to lnFluence.: Since pecple do

not ramember passages word Fgr ward we hava to assume that thé surface

e R

S =R
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xstfu;tqre of each unit is not ncnmaily stored. anFthEF, by‘bu[lding énto
akisting semantic rennesentatfans, the overall order in.which, EEESQ iéinal.
units were processed may not necéssarily be Feprgsentédi ngetimesgﬂwhan
ggrder is lmpartant, special strate g es may result in'thg.gstébiisnﬁent of

) |ndependent (but seiected) EplSQdIE reprézentations.\ Such a model, one .

el . s s s e ) .

in which there is no dnstlnzt representatlan for the megning of individual
éans;ntuant inputs au;gidé of the larger context (in this case the passage)
. } ‘ . - v
‘in:Whiﬁh ghey occur, accords well with the findings @F.Brans?érd and Franks
(iS?i) and Spiro (1975) which indicéte that subjects dn lncgrpurate in=
écm|ng |nformatlan into a whoie in such a waysthat meaning cnmpanentsscan-

| bg extracted but whizh makes it d|Ff:;u1t to rellab]y |sciate tnleIdual !
nputs. a’
‘When we read a sentence-what we ''get out of Tt'"is not a ‘simple function

*
=

of the concepts whose tokens occurred in it. We get a complicated representa- . .
tion which may.to a greater or lesser e;fént‘inVGIVE'allikindsfaf-additicnél
" associated cancepts. Yet when. we thlnk about or talk abaut that Sénten:e,

we seem to be able to gperate on a mare_éandensed-EgmprehenSIve.representa-

tion. The same is true of the reiatianship fhaf these condensed versichs'

i

: béar ta the repreééntatlnn of - a_larger biork aF text Qur more 5uperfncaai

'laast_detaiied prresentatlnn of a paragraph or a nﬂvel daes nat agntann‘

ayl the concepts which all the t@kens in it:aﬁtivatedé’inﬂéeq, it does not
“contain all the condensed representations of its individual unitsi; Some=-
!

“thing new and more succinct is created. | have a reasonably good repre- =,

_sentation of Crime and Punishment, an entire novel, but it is not a
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conglomerate of all the concepts ana their assc;iétes»thét were activated . .
while reading it. My representation is too vague and skimpy. for that.

I know that it was Ebou; a man (Raskolnikov) and his actions (a hatchet

[ —

ob on an, innocent old Iady).and his subsequent eﬁat!aﬁs ?ﬁ'déali”g with

couldn't prove it..
On ‘the model here being proposed, aznevel would be represented as a

- connected cluster of episodic representations, perhaps all connected. to a node

for it, say, 'Crime and Punishment.' ThesnumbaflaF‘épfsadic representa-.-
, : - :

tians'neédaﬁot_ba very large, é;peiiai]y aFEEF a Iong time. These con- -
stituent episades each contain some. .remnants of the?r final attlvated subﬁ
- graphs,- but many of- the values fgr partn:ular varlablas wnth|n them may
:haye been lost (for example, the name of the inSpEEtQF, ar'thefald’igdy)i

The overall representation of the novel also contains its .own final activated -

subgraph.
Both at thg-ievel of sentences, and at that of.text, the kind of -

EpISDdIE representatlcng that/have been proposed permit of a reasénablé‘
-/ o , .
account of distortions End:OMiESIQﬁS in recall.  As was suggested Earliar,

the . ]EVE]S\WIthln an EplSGdIC representatlan al law cDmmun ation between :

-—them:-- We- Further suggest?d that a rate af decay Is ESSDElated WIth each

Ieve?,i very Fast for the tap, surface structure ]evel, and less fast Fur

the lower ]EV%]S: At_the,lower lavels we probably need-to think in terms:
: v - : . . . .
of a differential decay rate for the individual concepts involved. 1f i

- tell you today that my dog is sick, and two weeks later you politely inquire

8
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. . | . " -
asbtﬂ the h alth of my aillng cat, we need to be able to account for your
misc@nceptlgn.? The structure we have ; buted_tc episaﬂic:represgnta—
tjéﬁs ﬁérmitsvﬁs ta‘dealiwith ﬁhis kind of phenomenon. It is necessary to,
agsume that the semantic structure cnmpgnent of the epnsadn: representatiﬂh
hés fn s&mg-ﬁay éféraphiéé; In thé %artleular example c:ted we have ta
éssumé that what has been lost is the representatlgn of” what was the |
pa?tiiuiar creziure tha%ihas sick. What remains i% a ;frucfura repre=
EEﬁting the |nFarmat;an that samathung or cher belanglng to the person

. who made the Gr|g|nal utterance was siﬁk In recall it Ls.thereFare ﬁecéé—

sary to reconstruct a representatlﬂn of the aruglﬁal The recard (ar what

5

remains of it) of the final activated subgraph.wh{ch ﬁﬂﬂStLtutES paﬂl Qf

N

the episadi; representétién pravidéé a set of candidate ;cnéepts Faﬁ

s

will haVE to be selected presumably on the basis of iﬁfer’n 1 aracé ses.

éperate; The main puq;ase of lﬁtFQdUEing th issuerisxt, ggest a way QF
laccauntlng for lntrUSIEﬁs in recall. The ﬁt 132§tlgn QF a decaying repre-.
bsentatian of a F:nal actlvated subgraph aFfards the pDSSlblilty cf producing
rrecalls whiah utilize egncééts duFFerent Fram but related ta th@se which
appéared in the_ariginal; 7 | '
‘ Conclusion
) WE have seen how spreading activation aperatnng on .a semantic nétwark

can be used to dlsflﬁgUlSh what is understcad ‘from an input Fram what is

remembéfed of it. In doing so, we have pastulatéd FramegllkE'entries, which -

e

5
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we have called schemata as the basic units in the network. An attractive
"_additign would be to allow the Spreading actiVatién.ta also extend to

Fepﬁgééﬁtatiﬂﬁs in ep adla memory, ‘thus E]]Dwiﬁg entire experienced évents :

to p]ay the rale aF associates to . Tnputs to and concept in semantic;memoryi

oin thlslway §piSQdIE repfesentatians, or at. least takens aF.thém? would be -

able to féétgre as ass ates of: iater gnes, thereby approxnmatlng mare

nearly tu what we know . happens tg pgaple, name]y that episndu: Fepfésenta-5

_ﬁ;x o . - Remembéfing_ané Understanding”

tlans can Felate to and be suggested by, nat aniy general zgncepts (semanti; -

‘memﬁry) but also by one angther, Cﬁnsequently, we compensated Far the

relatlve |nfcrmatlcnal poverty of - semantlc ﬁetwark theories while retalnlnggf’

their power to selectiveiy activate cancepts Felatad to the nnput taking

into acc cunt the context in whnch |t-|s énﬁ@uHEEFed Cancapts in memary
are not tc be regarded. as’ stru:tureless lents but as rlEh]y structured
represé tations. Even concepts which!haye been traditioné&]y régérded §5
R Slmp] e, uﬁé@alyzabie propertiés, guchjas’tﬁgsé desi énatad by zclar té?ms,'

_ have an iﬁtéfﬁalbstFuctura. Halff, Drtcny, and Anderson (1976) ggndu

'”a xtudy :nvestlga*ing ‘the word “red ! One of the cgnﬁIUSIQﬁs af the study -

J
was that the |nternal FEpFESEﬂtEtIOﬁ of a cmncept such as red has to be a

real interval and cannot be a pﬁint, as |mpiied;by current models QF.semaﬁa

k]

tic memory.
-lt might: seem phiiasaphizéily hérégiéal ia éuggast'thét'thére'are no

simple, unééaly;abié prcpérgies,\sincé, traditionally, in wéétg;ﬁ thought

tﬁeﬁe ha?gfbeeng and color EéFmS wére fréquentiy taken as péraéigmafic 1 .

S . .. c e o\
-examples. Yet, we lose little if we relinquish this dogma. ~Copcepts may

-
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be more or less structurally complex without it being necessary that there

‘be some ultimate, simple (therefore presumably structureless) concepts. ‘
Perhaps we should dlstlﬁgulsh not between S|mple and complex, but between
fzcmpléx aﬁd compound. The concept airplane we might say is compound in -

that it incorporates other concepts; it is a compound complex concept.
"The ccn:eﬁt of red or of warm miéht be.regafdedvas a éamplex concept, but
not a compogndléheg The structure of the céﬁ;éﬁt ﬁ}gﬁt perhaps bé regatrded
as some kind of distribution (seg.AndeTsén; 1575), ‘Certainly it isvstraining
the §anvent|onai sense of ''simple' to call such ccﬁ:epts simple. They may-
be relatnve]x Slmple,~they may EVEH be uﬁanalyzable, but certalnly they are
not absolutely simpié,’structqréiiy empty "'things." - Simple ideas m§y‘bg4
‘useful for philosophers, but %re not, | suspeét? for psyéhclﬁéists,

rln sp%te of the bad fe%utétibn that asscé}at%éﬁjém has, ''pure'' associa-
tionism is iﬁnézugus; indeed, in a sense it is imbﬂséiblé to rgject;Fcf.it
asserts only th;t iééas'aré’reiated in a nan—arbitﬁary way. To reject |

such a claim is senseless and leaves one without even the basis for a

theqry_ However, b”’making certain assumptians one can-in fact explain a
“iF -
number of phenomena which critics of associationism have EQﬁEIdEFEd beyand

theddomain of assaciatiye madgig it is certainiy.nat apprépriate to ‘try
to explain all of cognition in this way. Associationism-constitutes a good
model only of certain aspects'éf'memary éﬁd undersfanding;.butathét is'cn]y

part of the story. Long- tEFm memcry zcmprsses zaﬁzepts of vary:ng degress

of co mplexlty, related to one another by directed assaclat|VE connections

of varicus typési The totaiity of inputs to this network has various
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short term and longer term effects. The short term effects include the
excitation of a subgraph of related concepts, the long term effects include
the generation of new concepts, new connections between concepts, and changes

‘in associative strengths, i.e. re!at?ve_aiéessibil?ty between concepts.

A possible objection to such a system might be that it is too passive.

But this is not a serious problem. Firstly, in it meanings are constructed--

L]

#

that is, representations in episodic memory are created by reférenéa to
semantic memory and sometimes recreated or reconstructed for recall. It

- mjght be objected that all the relations in semantic memory-are given and
static. This is partly true, but it iS’ﬁét objectionable, for thé4détailed
structure of memory is forever changing, both with respect to content and
with respect to strengths of associative liﬁksir Further, the relationships
that are relevant between concepts will be largely determined by the con-
tribution thét context makes to activation levels in semantic memory. It
might further be objected that the system is tco{SER bound-~that allgthat
happens is an inevitable. result of the activation of some céncept or
concepts by an input. jt would then be argued that this leaves no room
for a hyp@thesi%/test strategy in pércepticnbor EomprehEﬁsicn} ‘The aﬁSwer

i

to these objections could be along the following lines. . Whereas it is true -
that Egii of what happens is a direct result of activation by an input,
it does not follow that it all is. {F'every concept has a threshold it
is réasénab1e to suppose that some are lower than others. It is indeedr

the case that sometimes all that is needed is that- the input activates a

ERIC - -

Aruitoxt provided by Eic:
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Nofman (1975) consider the case of people so occupied with a task that they
caﬁnat "hear" words-dfrected to them. Yet, frequently, in these situations,
people do respond if their name is spoken,-of If the word fits i%to the
" context of their absorbing éétivfty, Qurrmodei readily accounts for this--
one's own name is connected to a low threshold concept (of self); wdfds
which fit the context provide aﬁditicna] activation to Ecﬁéepts already
re;eiv{ng some--so Tess, if any, is requiréd to reach threshoid. These
cases of 'perceiving without hearing'' are ﬁre¢isely cases fn which a certaih
amount of passivity is entirely appF;ﬁFiéte in an éxp!aﬁaticni Thé_subjé§t=
has no control over his sudden perception, it happens ggihih,-hé daésn’t |
do it. But, there EEE!SEme things that are“né; so simple. People Eén ané
iéc éxersise some choice over whét they are thiﬁkiﬁg‘abagt.( Given that a .
person may have certafn goa]s,lhe may (rightfy 6r wrongly) décidé“téatvhé
is more likely to achieve them by zoncentratfﬁg on one group of concepts
rather than another. Such a choice may'give_risg to activation of one area
of his network Fathér than another. Thinking may be:paftiy the sele¢t£§e
increasing of activat{oﬁ in semantic memory or at least thé-temﬁérary
changiné QFLthEEShQ‘dE! Passi&ity obviodsly is not the whole story. Con=
cepts may eﬁFody procedures or hypgthéses; explorations }ﬁ memory may test
them. o : '
Inevitably, more processes would have_t@ be SPEEEffed to properly
characterize ai]';hejphengmené with which such a theéry.shguld-be_ﬁoncetngd;
.NBVEFthE]éSS; perhépérkhét ;id associationist théary of memory has life iﬁ

it yet. lronically, its vagueness is at once its power and_ifs“weakhessg



Remembering and Undé%standing

29
its power because it can be shaped almost at will; its weakness because
unshaped or badiy shaped it is vulnerable to criticism from every quarter.
ems capable of permitting a distinction between

But - at .least insofar as it se

memory ard comprehension, it has much to commend it.

O

LRIC
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