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Introduction

To facilitate interpretation-of test rsu1ts provided by the California
Assessment Program, districts are-provided with a statistic called the
comparison score band. This band ia computed in twosteps: first, a
predicted score is obtained for the district by regressing a series of
input variables collected about the sithool (called background factors)
on the school mean test score, and then the standard error of estimate
is added to and subtracted from the predicted score.'1While such a statis ical
procedure is routine in most applications, it is not so here.

An assumpt on underlyitg multiple linear regression is that the_standard_
error of measurement is equal for all observations. But because districts
in California vary greatly in size (Los Angeles City Unified School District
tests 43,000 pupils per grade annually, while some rural districts test
just one), it is clear that this assumption is grossly violated, and ,the
consequences Are extreme and observable. For example, the multiple cor-
relation between the background factors and third grade mean test scores
is less than .6 when computed across all districts in California. That
same correlation becomes almost .8 when districts testing fewer than 10
pupilsabout 10 percent of the districts--are removed from the analysis.
Thus, standard regression procedures leave one with two unsatisfactory
alternatives: either use all districts, both large and smallr_in_the
regression analysis, thereby allowing the large measurement error associated
with small districts to mask the relationships that actually exist between
the background factors and the criterion, or arbitrarily eliminate smaller

, districts from the-regression process.

Even il--th_a_EFA7ssion problem were to be s lv d, and a predicted score
could be fairly Computed-for-each district, it still would be incorrect
to add and subtract the same standard error of estimate for all districts.
It has been observed forsome time that the mean square residual is far
greater for small districts than for large ones. For this reason, a pro-
cedure which employed the same standard error of estimate for all districts
would greatly underestimate the error for small districts, while greatly
overestimating the ermr for large districts.

A review of the literature revealed that this problem has not been addressed.
While literature is replete with examples of regressions done using data
from individuals, or using_means of groups of equal'size, no solutions
to this particular problem are published.Forsyth,_for example, in his,
published techniques for conducting such regressions for the state of-
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Iowa, completely ignored the proble ; similarly, meetings with stet
cians from departments of education throughout the country revealed that
_they had a similar awareness of the problem,but also were. unsure as -to
-what a correct data analysia would. be. This paper describes the techniques
that have been develoPed over the past two-years-in. California to-conduct
regression analysee and to compute the aesociated Standard error-of-estimate
for each observation.

Computin& the Multiple Linear Regression Line

As pointed out in the introduct on, an assumption underlying multIple linear
regression analysis is that the standard error of measurement is equal across
all observations. The violation of this assumption has serious consequences
on the regression analyses run at the discricelevel by the California
Assessment Program. If the regression were to be computed using all dis-
ricts in California, the multiple correlation between predictors and the

criterion would be around .6. If districts testing fewer than 10 pupils
per grade were to be eliminated from that same analysis, the multiple
correlation would jump to almost .8. This occurs because of the large
amounte of error associated with both the predictors and the criterion in
mnall districts. The large amounts of randon error introduced by these
districts into the computation of the linear regression equation obscures
the relationship that exists among the predictors and criterion for the
vast majority of school districts. Since the results of the regression
analysis are reported to all districts, the issue never was whether to do
something to make the regressions reflect the actual relationships more
accurately; it was a question of what action would be most appropriate.

.112e_ayeleptment _of a Solution

The first year the analyses were run the problem was handled-simply by
eliminating the small districts from the analysis; 106 districts, out of
914 districts throughout California, were eliminated. This was an unsatis-
factory solution, however. It seemed unjustifiable for any district, no
matter how small, to be completely eliminated. In addition, that solution
still gave equal weight to small districts of 20 or 30 pupils per grade
and the large city districts. It seemed clear that the most equitable
solution would be to compute the regression lines making use of some weight-
ing scheme. The choice of a weighting scheme, however, did not seem to
be straightforward.

The first weighting scheme tr ed was done by weighting all districts by
the number of students tested. This procedure resulted in multiple cor-
relations of .99--a value unrealistically high. The result probably occu red
because of the great size and deviation from the mean on both predictors
and criterion of Los Angeles City.

Current Practice

The search for-a realistic approach to conducting the regression analysi
concluded after reconsideration of why the problem existed in the first

_



place. Since it was the differing standard errorsol measurement that
were at the heart of the probleme it seemed -reasonable to use that sta is ic
in the weighting. The final solution, and current practice, is to use
the reciprocal of the standard error of the mean as the weighting factor.
This method produces a result highly satiefactory on all coents the size
of the multiple correlation is reasonaSle (around .85), all districts are
included, and larger districts can be assered that they had e heavier
weight in the determination of the statewide regression line.

Couting the Standard Error of Estimate
f the Ptedicted Score

When a,predicted score is generated for a:district by the:California Assess-
ment Program, e,value is added and subtracted from that score to produce
a band rather than a point estimate.. The band is desired to be of a siee
such that 25 percent Of-the districts score below their comparison score
band, 50 percent score within, and 25 percent score above.

had been observed for severaLyears that the size of the band should be
dependent on district size. Larger distriets have less measurement error

-in both their predictors and criterion scores and_should have mealier bands.
If all districts were to receive bands of the-eame width; most large dis-
teicts would score within their-Comparison score band, while few small
distriees would.. At ono time, districts were divided into three groups--
small, medium and large--and assignecla band width accordingly. While
this relatively crude procedure produced acceptable results, an investi-
gation was, eondutted to see if a more sophisticated and precise way could
be established for determining the appropriate standard errors of estimate.

The Develoj,ment of a Solution

The development:of an equation.-to.calcelate -the standard error for schools
of a fixed-size...required first that .a reasonableembdel of the-standard--
error be posited.-- The first.model tried.assumed that. the.varianceerror
was inverseir..related-to the number of pupils tesied in.a schOol;_i.e.,
that 02 =

Tr

If this mdel had bee.n correct, hen it would have been true that a plot
of log de vs. log N would be linear. Such a plot was made-by grouping
districts of similar size and calculating the variance of the residuals.
The relationshIp was not linear, and the search for an effective model
continued.

It -as clear that one reason fov the failure of the first model was that
districts of lar e size do not have resi4uals approaching zero. .Any goo&
model would have to take into account that_there is an asymptotic approach
of the residuals to some small-but finite value as Njncreases. This line
of7teasoning led to the generation of a second model, one which_actually
was eted to_report data during the 1973-74 school-year. The model posited '
two variances: the. first, called the variance of testing error, was



considered to he inversely related to the number of pupils tested; while
the second, called the variance of prediction, was assumed to be constant
for all districts. As an equation,

LIE

In most applications of linear regression the two error terms would not
be examined separately aince in the more typical case, it is reasonable
to assume that the variance of measurement error is equal for all obser-
vations. There is nothing to be gained by separating the two variances,
and they are left combined. In such a case, the variance error of estima
would be calculated as follo a:

However, in this case, it seemed clearly inappropriate to use such a pro-
cedure. Since none of the necessary equations for computing the variance
error when measurement changes is available in the literature, a stopgap
procedure was employed for the reporting of results of the California
Assessment Program for the 1973-74 school year. This procedure worked well,
and is detailed in the succeeding paragraphs for tkose who might be inter-
ested. A more sophisticated procedure was developed subsequently, and the
explanation of that procedure concludes this paper.

The procedure for the 1973-74 school year simply involved computing the
median absolute residuals (expressed as a standard score) for all sizes of
districts. These median absolute residuals were plotted, as in Figure 1,
and a curve was drawn co estimate their values. Then two points were drawn
and 6 2 and 62 were solved for.

These results were used as a first approximat on. Then, 6p2 and 6 2 wereTE
varied slightly to see if a better fit to the medians could be obtained.
These modified values became the parameters of this error-variance equatiori
after being multiplied by the variance of test scores (to correct for the
fact that these were standard scores).

Tor,example, the median absolute residuals'for second-grade pupils, diatrict
by:district, were Calc6lAted and a line wad drawn to fit-lhese points. The
following values were generated:from the line;

Number of pupils
tested in the
second grade_

10

28
50
75

100

Median
absolute
residual

.65

.40

.36

.34

.31
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Using the values for N = 10 end N = 100, the following _ o equations were
generated:

.95063

.2162

CITE

10

2
6

2

TE

106

The solution i
2

= 8.16 and 6 135.

This equation yields the following values:

Number of pupils Median
tested in the absolute 8.16
second grade residual .67V J35

10 .65 7-.65

28 .40 .44

50 -36 .36

75 .34 .33

106, .31 -.31

..,/
Because the value or N 28 was thought to vary from .40 by too much-
variety of conatants was tried. The best fit seemed to come using d - i.i .03

TE
and 6-2' =/.I46. This set of parameters yie1ded the following results:

Number of pupils Median
tested in the absolute i7171
second rade residual 67/\i .135 + 'N

10 .65 .61

28 .40 .42

50 .36 .36

75 .34 .33

100 .31 .31

Since these calculations are in standard scores, the estimates of d
P
2 and

26 were then multiplied by the variance of mean test scores. The finalTE
values for 6 ' and 6

TE
' were 16.20 and 779.9 respectively.

p

The procedure outlined above produced quite satisfactory results. About
50 percent of the large districts end small districts both were scoring
within their comparison score band. However, it was desired that this
procedure be improved upon for a variety of reasons: it was time-consuming,
both to compute the medians and plot them, it was subject to observer bias,
and it was, frankly, a very inelegant solution. In addition, such a pro-
cedure would not be satisfactory to use in a situation in which there were
not a large number of data points. Even with the large'number of districts
in California (over 900 with second graders), the medians of the subgroups
had substantial random error associated with them.
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The problem of potential observer bias seemed critical. To draw an analogY,
when one obaerves-a scatterplot, it is difficult to draw oneregresSion
line. Olten, several lines appear as though they could describe the data
equally well- As a consequence, the definition of a best..fitting;line has
been presented arid accepted; and computation of a regression line,is a
straightforward procedure. This problem is very similar. Several line
can be drawn to describe the relationship between distrittsize and the
standard errors of estimate. What was needed was some WaY to compute a
value for the standard error directly from the data, without resorting
to plots.

Going back to

all districts

by the number

districts, it

equation 1, it is clear that the mean 6E2 can be computed for

simply by squaring the residual for each district and dividing

of districts. Since 6 2 is presumed to be constant for all9p _

can be computed if 6TE-/N can be computed._

As an est mate to this term, the standard error-of the me-

putedifo

Thus-, 6_4p

each district and then the statewide-eve

could be estimated by

A 2 2

was com-

age was calculated

From this point, the 6E for any district could be computed by adding the

variance error of measurement to the estimated variance of prediction.
While this procedure seemed to be reasonable, it did not work. Althou h
about 50 percent of the districts statewide scored within their compar son
score band, fewer than 50.percent of the small districts scored within and
more than 50 percant of the large districts did.

Current Practice

Th zre problem seemed to ba h.that iz was too small.. And in fact, it wa

reasonable that it was too mmall. Only the measurement error associated
with the criterion was beiag considered.; the predictOr:variables certainly
had error associated with their esti=tes as well _(larger error for'smaller
districts,_smaller error for larger districts). It woUld seem as though
a more-:precise equation for estimating the variance of Predietion would be

A 2 2
0 = 6
P E

2

xi (4)

2
where 6 -Ris the sum of all the va _ances of measurement error, both for ,

the criterion and the predictors.

Of course, the straight sum is not appropriate. There is collinearity
among the predittors. An approximation of rhe exactequation ie possible
by merely considering the standard-.error of the_mean, as in equation.3,
but multiplyingitby an-appropriate constant.- Thus,



Equation 5 currently is being used by the Californ a Assessment Program
in the computation of comparison score bands. The constant is empirically
determined, and in different situations varies between 2 and 4.

As a specific example, the results of 1975-76 CAP testing for-grade 2 are
reported. For that test-, the constant used in equation 5AA:2.5-.- For each
district, a predicted score was computed, and_then a residual score was
computed by subtracting the piedicred-screte fromthe obtained score.: The,
residual score was then squared'. From this value was_subtracted the Var7,
iance error of measurement for that ,district multiplied by 2.5., That value,
called a "difference score.'! was__--coMputed for-eachidistrict. The- meani-__

difference score for the State was 7-.5216. ThuS, the estimated Variance'
error of prediction for each district was 7.5216 A-L(2.5:. 6 The nUmbe
of districts scoring above, within or below their comparison score band
as-a result:of the use of this method of-_Calculating rhe esrimatid-variance::
error is reported in Table 1.

The largest distrepancies from hav ng 50 percent of the districts scoring
within their comparison seord band are for the sMAllest districts (54.9'
percent scored within) and the third category (45.5 percent-Acored within).
A chi-square test shows that neither of thesevalues is statistically sig-
nificantly different at the .05Jevel from the desired percentage-of 50.-

Table 1

NuMber of California School-Districts-
Scoring Above, Within or Below Their Comparison Score Baind
on the Grade 3, 1976, Report of Reading Test Results,

Reported by Size of District

Above
Within
Below

Size of Dis
(Pupils per G

cts
de)

1-20 21-50 -150 151-500 500

49 (22.8)* 52 (29.7) 49 (27.5) 45 (25.4 ) 31 (21.1)
118 (54.9) 83 (47.4) 81 (45.5) 82 (46.3) 74 (50.3)
48 (22.3) 40 (22.9) 48 (27.0) 50 (28.2) 42 (28.6)

.:_Column7Tercents reported i- parentheses.


