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techniques that were ievelgped to conduct these analyses are

described. (Author)

o

" Dccumenta acgu1:ed by LBIC 1g;lude mang ;nfarmal unpubl;shea %
* materials not available from other sources. ERIC makes every effort *
* to obtain the best copy available. Nevertheless, items of margipal *
. % reproducibility are often encountered and this affects the guality *
% of the microfiche and hardcopy reproductions ERIC makes ava;lable'_”*
# .via the ERIC Document Reproduction Service ‘(EDRS) .- EDRS is not %
**EESPG351h12 for the guallty of" the uzlglnal document. - Reproductlans_*
*“suppl;ed by EDES are. khé hest that ‘can he made fram the crlglnal *
*3 k¥

B s = s s
W P A




i

.5 DEFASTMENTOF HEALTH.
EDUCATION E WELFARE -
NATIOHAL INSTITUTE OF

EOUTATION

o
[

ED1 3:7:3 3(, i

THIS DOCUMEMNT HAS BEEM REFPRO-
OUCED EXACTLY AS RELEIVED FROM ..
THE PERSON OR ORGANIZATION DRIGIN-
ATING 1T FOINTS OF VIEW OR EF"H{IQH}
STATED OO HOT NECESSARILY REPRE-
SENT OFFICIAL HATIONAL INSTITUTE OF
EDUCATION POSITION OB POLICY

eesura’nent

Ei ,rd K. Hi!l
- California De epartment of Education

Introduction

To facilitate interpretation. of test results p:evided by the California
‘Assessment Program, districts are ‘provided with a statistic called the
comparison score band.. This . band iz computed in two steps: first, a
predicted score is obtained for the district by regressing a series of

input variables collected about the sathoel (called baekgreund factors)

on the schcol mean test score, and fhen the standard error of estimate

is added to and subtracted from the predicted score. While such a etet;etieal
preeedure is routine in most applications, it is not ed,here.

An assumption underlying multiple linear regression is that.the stenderd e
~error of measurement is equal for all observations.  But because districts
in California vary greatly in size (Los Angeles City Unified School District
tests 43,000 pupils per grade annually, while some rural districts test
just ene), it 1s clear that this assumption is grossly violated, and the-
consequences &re extreme and observab:e. For example, the multiple cor-
relation between the background factors and third grade mean test scorés
~is less than .6 when computed across all districts in California. That
same correlation becomes almost .8 when districts testing fewer than 10~
--.pupils-zabout 10 percent of the districts--are removed from the analysis.
Thus, standard. regreseidn procedures leave one with two unsetisfeetery
alternatives: either use all districts, both large and small, in_the
regression analysis, thereby allowing the large measurement error associated
with small districts to mask .the relationships.that actually exist between S
% the background factors and the ¢riterion, or erbitrerily eliminete emeller :
‘\ districts frem thexregreeeien prdeese. :
*\k FE - N
ézzﬁeifet e regression prublem were to be solved, end a pfedicted score
~could be Eeifly computed—for..each dietriet it etill would be incorrect T
to add and subtract the same standard error of eetimete for all dietriets. S
_ It has been observed for.some time that the mean square- residual is far =~ 7
‘greater for small districts than for large ones. For this reason, a pro-
cedure which employed the same standard error of estimate for all districts
would greatly underestimate the error for small dietrieta, while greatly
dverestimating the error Eer lerge diseriets. : : S

- A review of the literature revealed that thie preblem has not been . addressed
- While literature is replete with examples of regressions done using data N
from individuals, or using means of groups of- equal®size, no solutions. -

~_to this particular problem are published.  Forsyth, for example, in hie ;'

'.jpublished teehniquee for eendueting such - regreeeidﬁe for the state 6f ™
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Iowa, completely ignored the problem; similarly, meetings with statisti-
cians from departments of education throughout the country revealed that
they had a similar awareness of the problem, but also were unsure as to

what a correct data analysis would be. This paper describes the techniques
that have been developed over the past two years in California to conduct -
regression analyses and to compute the associated standard error of estimate
for esch observation. :

V*C Eguting the Hultigle Linear Re; regsiag;giaé

As paintéd out in Ehe intrgﬂﬁctian, an'aSSngtian'uﬂderlying mu*tiple Iiﬁeai

all observatinns. The vialgtign of this assumyglgn has seriaus ca&sgquengés
on the regression analyses run at the distriet” level by the California
Assessment Program. If the regression were to be computed using all dis-
tricts in California, the multiple correlation between predictors and the
criterion would be around .6, If districts testing fewer than 10 pupils.

per grade were to be eliminated from that same analysis, the multiple
correlation would jump to almost .8. This occurs because of the large
amounts of error associated with both the predictors and the criterion in
small districts. The large amounts of randon error introduced by these
districts into the computation of the linear regression Equatiaﬂ obscures
the relationship that exists among the predictors and criterion for the
vast majority of school districts., Since the results of the regression.
analysis are reported to all districts, the issue never was whether to do
gsomething to make the regressions reflect the actual relationships more ——
accurately; it was a question of what action would be most appropriate.

The Development of a Solution

The first year the analyses were run, the problem was handled--simply by

eliminating the small distriects from the analysis; 106 districts, out of

914 districts throughout California, were eliminated. This was an unsatis-

factory solution, however. It seemed unjustifiable for any district, no

matter how small, to be completely eliminated. 1In addition, that solution
" srill gave equal weight to small districts of 20 or 30 pupils per grade

and the large city districts. It seemed clear that the most equitable

solution would be to compute the regression lines making use of Eémé welight-

ing scheme. The cholce af a weighting gscheme, hawever, did not seem to

be straightfarward : ~

- The first weighting scheme tried was done by weighting 511 districts by
_the number of students tested. This procedure resulted in multiple cor-"
relations of .99--a value unrealistically high. The result probably occurred .
'beeause of the great size and deviation from the mean omn both pred;ctars
and ﬁtitEfiEﬂ af Los Angeles City; . : :

i

C‘.uffent Prfil; g

- The seax;h for-a realistic appruach to ;anducting the ngfESSian analysis"“f L
_concluded after reconsideration of why the problem existed in the first . — - = -




place. Sinze it was the diffezing standard errors af measurement thgt

in the UEithiﬂg. Ihe Eiﬁal g@lutinn and cuirgﬁt ?ractiee, is ta use

the reciprocal of the standard error ﬁf the mean as the weighting factor.
This method produces a result highly satisfactory on all counts: the size
of the multipie correlation 1s reasonable (around .85), all districts are
included, and larger districts can be assured that they had a heavier
weight in the determination of the sﬁatewide regression line.

Computing the Standard Error of Estlmstg

of thgrBrédicted Score

When a predicted score is generated for a district by the California Assess-
ment Program, a valu& is added and subtracted from that score to produce

a band rather than a point estimate, The band is desired to be of a size
such that 25 percent of the districts score below their :omasriaan score
band, 30 percent score within, and 25 percent score above.

it had bEEnVBbSEfvEd for geveral years that the size of the band should be
dependent on distriet size. Larger districts have less measurement error

“in both their predictors and eriterion scores and should have smaller bands.

If all districts were to receive bands of the same width, moat large dig-
tricts would score within their-comparison score band, while few small
districts would. At one time, districts were divided into three groups--
small, medium and large--and assigned a band width accordingly. While '
this relatively crude procedure produced acceptable results, an investi-
gation was conducted to see if a more sophisticated and precise way could

be established for determining the appropriate standard errors of estimate.

The Develgpment af a Saiutian

The develcpmeut of an equgtign te ﬁalaulate the standard error for schools
of a fixed size required first that a reasonable model of the standard
error be posited. ‘The first model tried assumed that the variance error .
waa 13Y93531¥ related to the number of pupils teaced in. a schﬂgl 1l.e.,
that U - - ’

If this model had been correct, then it would have been true that a plot

of log ﬁt' vs. log N would be linear.. Such a plot was made -by grouping

districts of similar size and ;aleula:ing the variance of the residuals.
The relati@nship was not linear, and ‘the search for an effective model
continued, . » ) '

It was clear that one reason fov the failure of the first model was that .
districts of large size do not have residuals approaching zero. ' Any good
model would have to take into account that there is an asymptotic appraath
.of the residuals to some small but finite value as N increases. - This 1ine
‘of reasoning -led to the generation of a- second model, one which actually
was used- to. report data during the: 1973-74 school” -year. . The model- pasited :
two variances: the first, called the variance of. testing error, was. -
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considered to be inversely related to the number of pupils tested; while
the second, called the variance of pfedictign was assumed to be cnnstgnt
for all districts. As an equation,

O? = Oy’ + 65 W

In most applications of linear regreasion the two error terms would not

-be exasmined separately since, in the more typical case, it is reasanabie

to assume that the variance of measurement error is equal for all obser-
vations., There is nothing to be gained by separating the two variances,
and they are left combined. 1In such a tEBE, the vatiance ‘error af estimate
would be calculated az follows: ' : S :

G2=6® a- @

Hayever, in this case, it seemed clearly inappropriate to use such a pro-.
~cedure. - Since none- af the necessary equations for computing the variance
error when measurement chariges is available in the literature, a stopgap
‘procedure was employed for the .reporting of results of the California ,
Assessment Program for the 1973-74 school year. This procedure worked well,
and is detailed in the succeeding paragraphs for tkose who might be inter~
ested. A more sophisticated procedure was developed subsequently, and the
explgn&tion of that pracedure :an;ludes this paper. :

The pracedure for the 1973-74 srhﬁal year simply involved computing the
median absolute residuals (expressed as a standard score) for all sizes of
districts. ”hegg median absolute residuals were plotted, as in Figure 1,
and a turv& wag drawn vo estimate their values. Then two paints were drawn
and 5 - and 62 were solved for. o e

Ihese rasults wvere used as a first sppraximatian. Then 6 and 6TE were
‘varied slightly to see if a better fit to the mediana cauld be obtained.

" ‘These modified values became the patameters of this errarsvariancg equatiéﬁkﬂ»ﬁ

‘after being multiplied by the variance of test scores (to ccrreet for the
* fact that these were stsndard scores). : :

- For, example, thé median absglute residuals for secandagrade pupils district
. by distri;t were calcilated and a line was drawn Eﬂ fit- these paint The
“following values were genersted fram the 1ine. :

. Number of pupils ' Hedian
tested in the absolute
——second grade xeaidual
10 65
128 C T .40
50 .36
75 W34

100 - C W31




10 and N = 100, the following two equations were

Using the values for N =
generated:
COET o 2
95063 = + dTE
10
2 2
:21623 = é% + 6??
100G

35)

o

The solution isbéié = 8315 and d%z = .

This equation yields the following values:

Number of pupils Median B
tested in the absolute B 16
__second grade _ - residual 57b/ L135 4 H
10 .65 7,65
. 28 A 44
50 =136 .36
75 T .34 .33
100, 2 .31 .31
Because the vglu§ff§§gﬁ = 28 was thought to vary from .40 by too much, a s
wvariety of constants was tried. The best fit seemed to come using d é = 7.03
and ﬁpz %filéég This set of parameters yielded the following results:
Number of pupils - Median - —
tested in the absolute V/ 8.16 '
second grade residual <67\ 135 + N
10 . .65 .61
28 .40 42
50 ' .36 .36
75 .34 . .33

-100 .31. ' .31

Since these Qalculétiéns are in standard scores, the estimates of GPE and
GT% were then multiplied by the variance of mean test scores. The final
values for ﬁ%z and éT% were 16.20 and 779.9, respectively.

The procedure outlined above produced quite satisfactory results. About

50 percent of the large districts and small districts both were scoring
within their comparison score band. However, it was desired that this
procedurc be improved upon for a variety of reasons: it was time-consuming,
both to compute the medians and plot them, it was subject to observer bias,
. and it was, frankly, a very inelegant sclution. In addition, such a pro--
“cedure would not be satisfactory to use in a situation in which there were
not a large number of data points. Even with the large number. af d1stricts
in California {over 900 with second graders), the medians of the Eubgrﬂups

" had substantial randnm erroxr assuriated with them. ‘ B




The problem of potential observer bias seemed critical. 7To draw an analogy,
when one observes a scatterplot, it is difficult to draw oné regression .
line. Often, several lines appear as though they ﬂ@uld describe the data
equally well. As a consequence, the definition of a best-~fitting line has

been presented and accepted; and computation of a regressian line, is a
straightforward procedure. This problem is very similar. Several lines

can be drawn to describe the relationship between district size and the

- standard errors of estimate. What was needed was some way to compute a ,
value for the standard error directly from the data, withquc resorting -
to plots. -

Going back to equation 1, it is clear that the meaﬁ 6 2. ‘can be computed for ©~ = -
all districts simply by squaring the L‘Eaidual for e&x:h discriet and dividing“ S
by the number of districts. Since é - is presumed to be constant for all o
disﬁriéts, it eaﬁsbe computed if é fﬂ can be camputed ’ :

As an eatimate to this temm, the Et&ﬁdafd error of the mean (6—-) was com-

puted fng each district and then the statewide avergge was ﬂal:ulated (8-—)
Thus, dpi could be estimated by- -

From thisg paint the 6h for sny district cnuld be Eamputed by adding the B
variance error of messurement to the estimated variance of predictian. v :
While this procedure seemed to be reasonable, it did not work. Although

about 50 percent of the districts statewide scored within their comparison -

score band, fewer than 50 percent of the small districts scored within and

more than 50 percent of the large distri:ﬁs did.

~Current Practice

The problem seemed to be that the 3* was too small. And in fact, it was
reasonable that it was too small. Dnly the measurement error associated
with the criterion was being considered; the predictor variables certainly
had error associated with their estim~tes as well (larger error for smaller
districts, smaller error for larger districts). It would seem as though -

" a more pfe:iﬁe equation Enr eatimating the variance of predicﬁinn wauld be -

A’ 2 ) - .
= - 5 d; : . 4) .
6" =0 -2 8L, e
where = E" ~is the sum of all the variances af measutément error, bath fgr

the criterion and the predictafs.!

Of course, the straight sum is not apprapriate. There isg cnllineafity
among the predictors. An approximation of the exact equation is pnssible"
by merely considering the standard error of the mean, as in equatian 3,

but. multiplying it: by an-appropriate cans:ant. Thus, -
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Equation 5 :urrencly is being used by the California Assessment Program -

in the computation of comparison score bands. The constant is empirically -
determined and in different situaticns vafies betaEEﬁ 2 and 4,

As a spéslfii Example, the fesults of 1975!76 CAP testing for- grade 2 are
reported. For that test, the constant used in equation 5 is 2.5.  _For each
~district, a predicted score was computed, and then a residual score was
computed by subtracting the pfedicted -gcore from the obtained score. The
regidual score was then squa:ed From this value was subtracted the var—',',
iance error of measurement for that district multipliéﬂ by 2.5. That value,
called a "difference score," was computed for-each district. The mean =
difference score for the state was 7.5216. Thus, the Estimated variance ° |

error of prediction for each district was-7.5216 +-(2.5 - =§ The numbgrdﬁnfilr

of districts scoring abave within or below their aamparigaﬂ _score band
as a result of the use of this method af calculating the estimated variamce
error is reported in Table 1. -

The 15rgést diserepancies Eram having 50 percent of the dist:icts scnring
withln their. Eamparlsaﬁ score band are f@r the smallest districts (54.

A :hi squate test shows that neither of thase values is statistiaally sig-
nificantly different at the .05 level from the desired percentage of 50.

1|

L _Table 1

- Number 6E‘Calif§rnia Schcal Disttlczs o
Scoring Above, Within or Below Their Comparison S:are Band
on the Grade 3, 1976, Report of Reading Test Results,
’ Repnftéd by Size af District

' Size of Districts o
~~ {(Pupils per Grade) . . = T

T 1-20 7 21-50 51150 151-500-
 Above . 49 (22.8)% 52 (29.7) 49 (27.5) - 45 (25.4) 31 (21.1)
Within 118 (54.9)° 83 (47.4) 8l (45.5) - 82 (46.3) = 74 (50.3)

Below . 48 (22.3) 40 (22.9) 48 (27.0) 50 (28.2) 42 (18.6) -

..% Column-percents reported in parentheses' - . . ..




