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The difficulties involved in making inferences across units of
analysia have been discussed in every social science (Hannanm, 1971).

Despite the conailderable Egtﬁaéglpgigai literatuve that ham”dévelapedg
redearch practice appears substantially unahgggeﬂgv Research on '
educational organization snd the consequences xﬂfrédugaﬁiﬁn ié by

no means &n Exceéﬁian (Burstein, 1975). So it maﬁ be useful to continue

to restate the difficulties involved in making iﬁfeféﬂtes across analysis.
We focus on those aspects of the general problem that arise in estimation -
from grouped observations. - : | '

The point of the'pgﬁér is to argue that a wide varigt§ of cagﬁléz'
analytic problems cancezﬁing'infezEﬁEés from giﬁugéd_bbser§étien$ can bev;
understood Ey'use of a few simple principles. To make this argument, we
restate the availablevtesults in simple terms. The thrust of thé eaf1ieff
wark 1s to show that tﬁe effects of grouping depend géﬁtrally énathg:QEality
of mudel specification. To feinférca.tﬁié perspective, e present the
results of a Monte Carlo simulaéicn)aﬁ& analysis of émpifigal«datay Then
we show that the simple principles can be extended in a straightfoward
manar to the analysis of more zaﬁple$ cases than have been addre:sed in
the existing lirerature. We treat two cases: estimation from gfagpéd
cbservations in systems of simultaneous equations and in &ynamié models for

panel analysis.
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I1. Results From the Two Va?iable’RngeséiQn Model
We will first briefly restate the well known results for the
two variable regression miodel:

Yo g+ BX+u (1)
where the disturbance, u, has mean zero, constant variance and is
asymptotically. uncar:elated with the regresser X. The least EquareEA
estimator

b= e

Z (Xij - X )

is a consistent estimator for f of (1)

T &, 7) ey

Consider the grouped regression f@r?l
Yea+pfX+u

and the least squares estimator

' b=2(X-%Y i (2)
> (iﬁ -2

The effects of grouping of observations are to be evaluated by comparing
properties of the two least squarss estimators, b and b. To. magke such

Ecmparisﬂns we need to further sp ecify the nature of the graupiug pProcess.

Any method of grﬁﬁping observations that retains the absence of ccrrelaﬁién

of the regressor and the disturbance, i.e. between X and E,;will yield

consistent estimation of B. ; _
Three cases deserve mentlion: random grouping, grouping that ﬁaxiﬁizés

variation in X {grouping "by X") and grouping that maximizes variriion,

in Y (grouping "by ¥Y"). It is widely noted (Prais and Aitchison, 1954;

" Blalock, '1964; Hannan, 1971; Feige and Watts, lg?gywtﬁatwbétﬁ”féﬁﬂﬁﬁ%”””"”“

grouping and grouping by X will preserve the lack of correlation bEEWEgn
X and u and as a result for both: methods, plim b= plim b = B,

Blalock (1964) was apparantly the first analyst to point out that
grouping by ¥ will tend teo produce a correlation between X and u even when’

X and u are uncorrelated (in the Eampie); .

i’ThfcughﬁﬁE”ﬁa assume equal sized groups. For a treatment of efficient™
. estimation with unequal sized groups, see Prais and Aitchison (1954).



Eirﬂié meang that least Bquaraé applied to (2) will be inconsistent in this
case (plim .b # b = B). - '

The results on efficiency of least squares estimators applied to (2)
are also well known (Cramer, 1964; Hannan and Burstein,-1973; Feige and
Watts, 1972). Random grouping climinates systematic as well as error.
variationindiscriminately and is as a result considerably more damaging

to efficiency of L.S. than ig grouping by X. In fact, grouping by X is

_ optional in thg sense that no other grouping method can yield a grouped
1.S. estimator with smaller variance.

4
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I1I. Grouping and Specification Bias

Published (and uﬁpéélished) results on grouped and ungrouped data
typically shQW'cansiéerable divergencéi In many instances this is the case
values of the dependgnt variable. Some more general phangmenan geems to
be involved. We argued earlier (Hannan, 1971; Hannan and Burstein, 197;)
that grouping may give rise to systematic bias when the specification
of the ungrouped model is faulty. In fact, we argue, grouping may tend to
magnify errors of specification. !

To show this, we consider a simple extension of the model considered
earlier:

Y =04 Elxl + 5231 + u _ (3)

where we assume that the disturbance is asymptatically uncorrelated with
each regressor, xl and Kz_ Suppose that a researcher fails to include i
X, and instead estimates a model

Y= a + le + w, (4)
Following Theil (1957) we find:

T
plim by =B, + B, by, )

whgre bzl is the sample regressign of X ‘and X s Cthe coefficient of what

" Theil calls the auxiliarv regression). As long as the two Tegress0rs are
correlated, least squares spplied to (4) will give inconsistent éstimazes

of B, in (3) The magnitude of the discrepancy
N B
plim b, - Bl = B,byq

fs called the speciFlcarton bias of the estinator (as an estimator of By).

The grouped analogues tav(E) and (4) are
]

Y=ok BiX, + BEK +v ' (6):

and
o +8'F 43 |
Yuo 8% + W B ¢
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The properties of iessc squazeg'applied to (6) can bz undersﬁscd e

& i

by using results of the previous ééctian;! It 18 still the case that
random grauping preserves ugbiasednesa of least squares hut sacrifiges

efficiency, grouping by Y biages least square% and grcuping by one or .

more independent varlable preserves inbiasedness and iE more efficient N
es % 2 _ |
than random grauping.z (The results*of the simulation presented in Section

III are relevant to this discussion)
Least squares applied to (7), yields anm es?imgﬁcffgiféuah that

Plim by = By * 8y byy R

As before, iffii

unconsistent estimation of Bli

and X,are-correlated, least squares applied to (7) gives
2 es &

- v . :. ,;;ﬁ{i
Next, contrast the two (inconsistent) estimators, b”and b? -Wé;gée

that, : a S

plin (5~ b7) = plin (8,15,; - b )

o

And note .that the grouped andAangréuggd résults;will'diverge if gzl .

differs from b21. But both 621 and E, are'cgeffiaieﬁté from two vari-

able regressions sc wé can use results from the previgus EEEtiQﬁ.3 With .
b&th randon grouping and grouping by X l' p’im bzl-g plim bZl‘ As a
result, plim (b*ab’) =« 0 and on the average one will- ﬁé&gin the same

(incorrect) results frgg_thg_grauped,ag@-tﬁa ungtnuped.regt&sgiansi

e Y A : O
'1? =5 v,"' ‘tf‘ vt o <

Ihese reﬁults can be ahﬁwﬁ nost Easily by adﬂptiﬁg “the- g:auning matrix
__(transformation) intreduced by. Prai; and Aitchison (l954)—=— see. aﬁ%au L
Felge and Watts {1972) The key is -analyze whether or not the trans-

»farmaticn is Eystematically related'ta the disturbange. Far Example,

graupimr that maximizgs variaticn in gne ar ‘more Df them will be unrelated

to the disturbance. . KA .
EWE will not contine to repaat that grauping by Y will always lead to
inconsistent estim&tinn. : , , .

T B L s
TN . Eue
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Quite the contrary is the case for grouping by the omitted variable,-xgg

For wvhen abservatignsjare graépéd systematically by Ez, this is grouping
bi the.dépendent variable from the perspective of the auxiliary regression. _
We mnotad in the previous section, grouping by the dependent variable - ~—
leads to inconsistent eétimatian, i.e. plim §£ # plim bi; As a fesglt,
the grouped and ungrouped least squares estimators differ in the limit
éﬂd one will tend to draw different Inferences ffam each. We conclude,
then, that grouping by an ggiﬁted variable has consequences quite diffegént
from random grouping or grouping by an independent variable. |
It is important to know whether there is é possibility that the
gfguped'estimatarrwauld be closer (asy%ﬁtatieally) to g, than is the
ungraupéd,gsgimatar. For such an "aggfégaﬁign-gain“ to occur, ]Ezliélbzll

(compare (5) and (6)). None of the cases we considered yield this result,

Hannan and Burstein (1973 show that, when observations are grouped by'
rules that relate additively to vafiabl%s in' the model, grouping will
mégnify any specification bias in the ungtouped estimator. Nevertheless,
the Passibilitylexists that the data are grouped by some ;qnﬁadditive
combination of variables (e.g. plaée into the same group those cbserva-
tiéns that are highest on 31 but lowest on 32) -~ gee the discusaion ia
Hanushek et al. (1974) While such outcomes seem highly'uniikély in
"natural" groupings, we cannot conclude that grouping always magnifies

. specification bilas. . e .Eh”m@.ﬁbavw ,LA,,,, e

It may seem unusual to compare the praperéies of alternative estima~-

tors of misspecified médeis. Whéﬁ we ;énsider prsperties_af estimators

we routinely assume proper model specification. However, as rescarchers

9




we acknowledge the pracéi&al difficulties involved in arriving at the
€. crect spe¢i£icatian and treat sgbstant;ve models és partialgﬁﬂd tenta=-
“tive, In a sense, then, we commonly adﬁit to 1ikeiy‘miéapegificaﬁipn i
of our models. 1In this light it seems important to realize that specifi-
cation errors that may be smdll and not very damaging to inference in
an ungrouped snalysils mayle’magnifiEd'by grouping into very sizable
‘errors. ) T .

In the ﬁext two secﬁisns we 1llustrate, first with a Monte Carlé
sinulation and then with analysis of real data, the considerable damage

to inferencé that is possible.

10



IV . A Honte Carlo Simulation
]

To illustrate each of the points made in the proceeding sections
we designed the following.Monte Carlo simulation. We generated 100
samples of size 500 from a population characterized by
Y = + 757 + )
Y 131 I 1?2 Su

vhere Xl and Xg were both N(0,1), and u was N(0,1) distributed indepcend-.

ently of X, and xz, and 6 was a constant set at two diffevent levels to

1
vary R2 for the equation. We vardied Rz (at .3 and .7) and rio (at .25,

.50, and .75). For each of the six parameter combinations of Rz and‘rlzg
we then grouped observations into 50 equal sized groups in each sample

generated by three methods: randomly, by values of Xl’ and by valuég

4
2‘

He estimated (with ordinary least squares).each of the following

of X

regressions

=1 = ) ¥ ) + =
1 + 5232 u ‘(10}
Y = blxl + v (11)

Y = le

from ungrouped aﬁd grouped data (faé each grouping method).

- Before. treating the misspecdified model, consider first the results
for the correctly specified equation, (10). As far as we know, no onc
has shown the consequences of grouping by one fegresséf in a multiple

regression. As we see in Tables 1 and 3, grouping by Xi or 32 yields

a pattern of estimates that centers relatively close to the true values.

These results further confirm our claim that, except for grouping by

41& grouping by X, we orderecd observations in deereasing order by X
values and placzé the first 10 observatlons into one group, the neXt
10 in the next group, etc. Then each of the grouped observations was
replaced with the group mean, - '

11




Y, grouping affects éansisténgy only by magnifying specification bias,
When, as here, there is no spégificatiaﬁ bias, grﬂupiﬁg oberrvations
by one of a set of regressors does not alter the average value of the
least aquares estimators.

Earlier we noted that'g:a&ping by the regressor in a two variable
regression is optimal in the sense that it minimlizes variance of the
eétimatar (among the class of comnsistent grouped estimators). In Table
4 we see that mean équared error (bias squared plus variznce) of estimates
over the 100 samples is consilderably lower for grouping by either of the
regressors. as. contrasted with random grouping. Presumably grouping by
both regressors simultaneously would furéhér reduce the variance of the
grouped estimator. |

The results on mean error for the misspecified equation, Table 2,
closely fit. our expectations. Notlce first the specification bias in
the ungrouped estimator. Since both Xl and Xg are N(0,1), bZl =1,
and plim bi = 1 4+ 1r12 and what we are calling error is simply Tioe
The data conforu closely to this resﬁltf Grouping by Ki gives mean errors
almost identical to those for the ungroupcd case. As we suggested earlier,
grouping by Xl in this case gives aptimal estimates of the wréng term,

B, + B,

1t Babay-
fies the specification biae. The magritude of theé inflation varies from

Finally, grouping by the omitted variable, XZ’ greatly magni-

a two-thirds Increase (for Ty = .75) to a more than six-fold increase

ror v m  ORYy D
(for r,, = .25)."

SThis pattern is_not surprising since the lower r.,, the greater the
upward bias in b,. from grouping by X, (as long d5 r.,.>0), (cf. Blalock,

12




TV An Empirical Illustraticn

In a recent publieatian, Bidwell and

Knssazda (1975) purpcrt
-¥ f'-§ v Set L

‘”,..311 measur,'*relatianshipf are at the’
district. .. None- pertains to’ iﬂdividuals, ac
af thé district.ﬁ

15, ar cther Sub=
The reader Ehauld keep‘in mind

as mgasured by the aggregate achievement 1av 1
. at'a given grade. Introducing: multiple 1evei analysis int
same- mﬂdgl brings difficulties of estimatian -and inferpfetatign

(e.g.. the "ecological fallacy“) that we Qish tg évaid (Bidwell
and Kassarda, 1975 53) o . :

Eﬂate that this i% ‘not Bidwell and Kassarda B madel., But,‘if schaﬂl
district characteristics: do affect achigVEmeut, ‘they: should" appeat in -
this sort. uf m@del._ In a SEH S€, Eidwell and Kassa:da did intraduce P .

:anstraints)-—namely percent nnn*white Bnd Edu ion: t .

- lation.  They report that adult education” “(propor "n“ f,fhe papulatinn
-,s‘with at -least four yeats of ‘education: had “an. insignificant effegt in" the
e athievement regression : (althaugh the betg—weightsViepgrted are sizable
wfﬁe'haps, the failurE' o measure edu:atian of ‘are
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as well
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_achievement on Dnlv ‘the Echcnl diEtrict EtruEEUfal prgpertiea (resaurzgs,-':"gl
-

: pupil/teacher ratin) and percent nanﬁwhite- the Eecﬂnd adda the inputs

'variables.' Then we estimate (with ardiﬁary leaﬁt squares) EBEh regreasian ) a{;

:i‘with pugil 1evel inputs and autputs, schgal ‘mean inputs and utpu

and diEttiQt mean 1nputs and autputs;S-grhis-allcws:us to canﬁfast;épeéifiéai
‘tion bias at each level.~

Tha fesults are p:esamted iﬂ Iable 7. . Caﬁsi&erJEirét the,impfapeflfl'

v'ﬂspecified équatian analugaus to that used by Bidweil and Kasaarda (the

three calumns on the. left’ in Table 7); The bétaﬁweights assaciagé& with

gl

distriet structural praparties are enarmgusly inflated with grauping.ri”
The increase fram the pupii te the EﬂhBGI 1éve1 15 mure than ZDD/ far
Aeach Efﬁect (ffam —.119 ta !.465 and ﬁ.167 ta =.368) and a Eecand 1arge
- increase from the schaal to district leuel (—.455 to —.664, and .368
to —.737). Tﬁea, cansidef the effect uf intraducing the input variables.: :?vii%
Their additiaﬂ daes not gréatly alter the districﬁ p:gperty effects at the

'ﬁupi1~1eveli9 Eut, the effegts gf grnuping are greatly feducad by the o  ;”¥i

:*imprgvemapt iﬁ the EPEEifiEEtiﬂﬂ- Ihe change in the distric_;structure
.-effects is very muzh smaller, gaing from’ pupil ta sthggl 1eve1, Cfram";

7 7'149 tn'—_lgg and frﬂm “’146 to ‘-045)-' So these results ccnfgzm verYrﬁz-‘

.alasely to our expactatians. Ihey very clesfly dﬁcument the magnitude ;

'iaf thE haza:d ‘to” carrect iﬂferenee arising iﬂ ;Etimatian frﬁm grauped =

- data and paurly spe¢ifiéd mcdels.'

'BThE reg:essicn cantaiﬂing inpu_s cannut be estimated at- the district level

_ QWE suspect that adding more input variables wauld tgnsiderably reduﬁg
Ehese eff2£ﬁs, ‘however.
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‘ VI Extensions
_ , . ‘ :
In this sectjan we illuatrate how the simple analytig resulta pﬁ_; f

B tha preceedizg sectians .can be used ta handle more cnmplex mﬂdels. VFE{U

cansider thé two tSPEE Bf Extenaians most likely to be ef iﬁterest ﬁ§€3‘

EIr R -

substantive researghers. simultaneaus equatians madels and dynamic mddélé;”}

A, A System uf Simulzananus EQuatians
Causal systems in whi:h there is reeip:ﬁcal causatian (e g. aspi:atigns
affect aghievement, and Echievement affects aspiratinns) lead to- ggmpléx

inferencevprablems- Let ug canfine the disgussinn to a Bimple case:

h= “12Y + “11" + “1 . s (12)
Y, =a ¥ + a E + Wz ) V*-, i:A’:v s”  §13);f

2 21 1 22 2

where vy and v, are distinguished independently af Kl and XE | It is easy

‘to shcw (cE. Jghnstgn, lS?l) that the endcgeﬂaus ?ariables on the right

hand side (Y in (12) Yl in (13)) are carrelated with the disgurbances.<

_;dar'* -

Least ‘squares applied to either (12) or (13) will be ineensistent——will

contain “simultaﬁgaus equations bias." T e j’f ﬁi’i ;“;;;;;v;7; L

Instead of using ordinary least squares, we’ salve fnr the scﬁcallethMf¥V '

- redu:ed—falﬁ H

Y. X + T

1= "% 12}‘ +q1

| 14y ¢
} ;

YZ = ﬁzlxl + nzgxg + % o E-é | . (lS)‘

nrdinary Iegst squares applied to (lé) and (15) is EBﬁEiStEnt Having

4.
H

obtained estimates of the raduced—fgrm caefficients, we- Eﬂﬂ, iﬁ this

simple easegrsalve directly fnr the estimates uf paraméﬁérs af (12) (13)-»

1 2

16

More generally, we cg;;ﬁiate 2 aﬁd_Yi frgm_es,;matedl(lé)é(li) and Eubstiﬂ,:'




tute them for %1 and Y on the RHS of (12) -(13) and then apply ardinary ’

least squares to the revisad aystum (12—13). The firat methad is

called indirect least squares, the Eecﬂﬂd twa—stage least aquazes.  Bgﬁh'

methada lead to. comsilstent estimatian. f
Next cansiéer the grouped data:

sy

Tyl ¥ a X, +
T, = oy + _“2‘222 * vy an.
hich has as its reduced-form, o _‘
R | - (13)
¥, =X t gk, + 4, 'j :7;-1 :. (19)

_If the data are 5rcupad by values of Kl or Kz, our earlier results=;?f

equivalent to estimatian "in the ungtnuped feduged—ferm. Since estimates%;

of. the parameters af (16) .(17) are functicns af the reduged—farm estimates,

~both indiréct 1east Equares and twasstage 1east squafes will be asymptats s

icallm Equivalént “for baﬁh grauped and ungfouped estimators.ﬁﬁi 5“w5-z¥"

Grnuping by an endagenaus variable, ¥l ﬂr Yg! is quite anather

matter, We have noted that gruuping by a depeadegt variabie leads tg

inGGnElEtEﬂt Estimﬂtian in that Equatian. Sa if we grau by El, Bay, 1'" 3

the first EQuatian in thE féd“EEd‘fﬂrm: (13), Will be incansistenﬁly
'EEtimEEEd- Singe the gstimates ﬂf the zaeffiglents af (15) (17) aré‘g~ﬂ

functions of all the reduced—farm Estimates, grcupimg by an- Endagenaus 1 L

variablé will lead to inconsistent estimation tbraughnut the structural

fﬂm (16*1.?), -

17



u- This me has p:mven useful in panel gnalysis

Hannan and Yuung, 1974) i{: 5:i

It is helpful to festata thé madel in matr,:f:

:pgfallel with the fpregain ;vﬁeﬁl‘: ’;;q§ffg;

——it is a stachastic differen:e Equatiuﬁ.;,-db

7 lWe peal observatiuns to allnw ccffeztiaﬂ far;'
digcussed ‘below. ..The problem of autacarfela'
nat age paals abservatiéns. s

i 1iom p*ableﬂ
ian remains whether or -

ERI

Aruitoxt provided by Eic:



Zow " Qe iy

Y . are NXl vectors -~ - .

the ith individual.

iThan, ’ the Eﬁ)dél (20-2l) can bé writgen.,







a-
;1,C§ﬁélgsiqg

A Camﬁatiéans of gfauped and ungrouped éstimatars,fér madéié tﬁéé afeﬁi'

l,incarregtly Epacified clarifies the manner in which grnuping aﬁfezts in—jf}::iE‘

Both our ‘Monte Carlo simulatian and substantive analysis Euggest that the TL;”J

magnificatian can be quité 1arge. As a result qualitative infarences frgm’oi”bﬁ
regressions with grcuped data,mgy.differrgreatly fram‘thcsa made frpm, B

regressigns with ungraupgd data.

The principles used in the specificatiaﬁ bias analysis af the affects:’f'
of grauping can be used to understaﬂd the effects of - gfauping in mare :amﬂ“

' plex madelg- In particular, we have EhQWﬂ that groupiﬁg 1n a aimultaneaua

equaLiena model and in a dynamic model fgr panel aﬁElYEiE inﬁraduces na

cgmplicatians that cannot bE gddressed with this methadalggyirt

F

()
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Appendix A j ‘ 'b;f.l»ry“f's;} :

Estimﬂtian wiLh Gtﬂuped Data in a Pﬁaled‘Grass=Secti$h§'é%ﬂfTimEfSEfiéa Hédelig
+ f’ o

- 0 - )

;;qa““fl., Ihé effect of aggregati@n in the cghtext af the pccling gf crasshsectians

may be ;anveniently analyzed. with the ugtatians intruduged by Prais & Aitﬂhi“‘

| FiT

son (lQEéQ; he mgdel ve. shall examine is the one defiﬁed in Chapter VI B.

'In matrix notation: N e ' ,' o
where - (85 2,...., 8)) *“ . S
If the datg are arranged [: 1) that tha N rows- gazreapauding ta g il'
- B ; . A
observations at the first tima periad are placed first*’the %lrr,siﬂcrrespandingif?
ek 5 .'*g’ ¥ ‘f;"' B ‘5«? - -
to the se:cud time period néxt, etﬂ..., these A may be’ wrigtan Expli:itly in :
matrix notation asi o v | o e { ey
A=1,0T : - L a2y ’ B ;fj
1,18 a T % 1 vector of 1's. S : -
IH is the N x X identity matrix : 3 e L
: o ?x ' ggf?E;l
® depotes the Kronecker predugt or direct gum. . A

The aggregation rule which one ia most likgly tﬂ uée inr%hisiccntaxt

consists of taking averages over the same iﬂdividuals at Ea:h ;img periﬁd (Egtf'f,

.‘i At

example, the agademi; peffgrmanaes nf studants measuted over time are aggre-

£

gated at the classroom level). In that case, and%if one assﬁmes that the
number af individual obeervations in aaah group is the Eamei the aggtegatimn

nis:elln-l o (A3) o
i n =

=

=

applied to the data corresponding to each timé'pétiai;iff B

22 o
- = s
. i
i - o e .




a19-

n 18 the number of grbups

n is the number of individupals within a group. (nem = N)

Since there are T time periods, the enmplete tfansfarmatiﬂn becomes:
G= II @ B = IT ] (Im.g 1/n . 1#)

The grouped ;@EEI mgyAiaﬁ be written as:

&%ssgiyu+cgg+v | —@@q

?j oo 1t is. impartant ha iﬁVEEtigate the effegt gf agg:egatinn on the error-. .

campcuenta aspects af the paaled madel, particularly the extent to whizh thc _??f?5

-é; e spegific methode developed by Neflﬂve (1971) and Haunaﬂ & ¥@ung (1974) hsve
to be mﬂdifiedi To do this, we need tc kﬂﬂw ‘the zesulting value of GiA_E, the
aggregated individual-spécific arzaf terms | A
Fram the above definitiens,
VGAli {I 8 (1, alln. 1) €1I|IN)21’_
{ 1,0 (1, 8 1/n: 17 ) IH)S*E
{1,1. @(I el/n, 1)}3
= |z ® l/n. 17
< - n
; R
_ - 5 o ’
77;@:‘@‘;1/:;. 1.
The last expfessigﬂ:may be sééﬂ to Ee‘equivalent ﬁﬁ ) 1, Where
u is the n x 1 vector gantainiﬂg the averages of . the LT s'cafrespnnding tc._» L
1the 1ﬂdiv1duals sggregated in a far;ieulaf group. Eﬁtice that 1I 8 I is of
the same form as A, 80 that the Eggfegated mﬁdel can be adaquately fgpresented
with m "dummies carrespandiug to each gfaup, gnd gaefficieﬁts “ﬁi’:j, 1,;;_,§;
‘'m that consist of averagaé of the nAindividual errar_terﬁs»within a group.-It
. follows that the methods for dealing with pooled models (LSDV or GLS) may be

applied without change ta dsta aggfegated in thls manner.




Table 1

""rtars nf Estimate-A‘;’  B S
Bx +%x-+u’;¥;:x*“

(carrect Epeciiicatian)

=004 007 L U=.006. 40097 =,CN

.013 U002 =002 . .006 . =.022

 wI;*iV;f 

-.009 017  ~-.013 .02  -,022 .

~.010 =001 -,012- . .003 ~-,018 .00

.vaiﬂﬁEing e - Lo R
oby.Xy o .00 - -.015 . "-,043  ,082-°  ,079 ~-.105 =

031 .005  -.006  .014  -.052  .050




‘Table 2

Mean Errora of Estimaté

for Y = b,X; + v

—— —

(misspecified model)

e
b
(]

Ll

[

(%, ]

L]
Ln
L]
“~I
bt

e
-
o
(=)
-~
=
R
[
-
LW,
Las .

- Grouping

by X

1

Grouping ,, R C
S Tby X, 1.691 1.583 . L6l




. | ¥ o Tablé"s

Pfapgrtian Qf P@Eitively Biased Estimatgs

fér Y'ﬁ lel + BZX + u

, (E;‘irregt;spegifi;atiaﬁ)

b .56 45 59T,
49 4847 4B

52 45 Ca "f”:§5§5ﬂgf;';"u"

Grcugiﬁg I -

Grauging _ .
by Xg .38 48 .53 +57

26




, Tabié'&'

Erﬂpa:tian of PDEitiVEL? Bi W_ﬁ_Eri mates

==

for¥ b ¥y

(nisspecified model)

.00 - 100 00 .

9 - 1.00 100

" 1.00° 1.00. . C1.00°

Grauging .

iz



‘Table 5

_fﬂganngugﬁeéigiiéis chggtimatgff,Q;L:f_:_

for Y= B PG EY

T;Ji;"(garrectaspé;;figaiiénjﬂv%

" Ungrouped
‘Rancom” =
~groupin

Groupin

'ffrégggging




Table 6 , |

‘Mean Square Errors of Estimate . -

- for ‘f{;ﬁ blx1+ v -

'(miéspgéifie&: model)

127 222

b

.064 ous2 o .se8 e

by X, 2842 . 2.48% L5577




| Table 7
Compardson of Alternative Spégificatiaﬁs,ﬁf 8 Reading Achievenent
Negression: Ungrouped and'Grﬁupadrﬂsta~(betaéweight§) -

tevel of Analysls

nfependent Varigbles  Bpil Sl - . Mste  fpll  Shol

om0 sd6 b - I
‘_""“_PuPil/Teaehe: Ratio 161 3 Y A f EAUN ’048 L
o RNewdte 292 0 w007 009198

1

e R I

?a:éﬁts’ Oceupation (1) O T 143 o
)

 Paréats" Oceupation (5) . 243 s
LQ Btimte = T s m

(

(

| Pareats' Occupation (
:Eavfent's' Oeﬁupgﬁian (4 |
(

-
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