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The difficulties involved_in making inferences across units of

analysis have been discussed in every social science (Hannan, 1971).

Despite the considerable methodological litera-ure that has developed,

research practice appears substantially unchanged. Research on

educational organization and the consequences of education is by

no means an exception (Burstein, 1975). So it may be useful to Continue

to restate the difficulties involved in making inferences across analysis.

We focus on those aspects of the general problem that arise in estimation

from grouped observations.

The point of the paper is to argue that a wide variety of complex

analytic problems cancerning inferences from grouped observation@ eau be

understand by use of a few simple principles To make this argument, we

restate the available results in simple cerms. The thrust of the earlier

work is to show that the effects of grouping depend centrally on-the quality

of tUdel specification. To reinforce this perspective, we present the

results of a Monte Carlo simulation and analysis of empirical data. Then

we show that the simple principles can be extended in a. straightfoward
. -

manzr to the analysis of more complex cases than have been addremed in

the existing literature. We treat two cases: estimation from grouped

observations in systems of simultaneous equations and in dynamic models for

panel analysis.



Results From the Two VaFiable Regrenslon Model

We will first briefly restate the wall knawn results for the

two variable regression model:

Y La a ÷ OX u

where the disturbance, u, has mean zero, constant variance and is

asymptotically uneorrelated with the reg essor X. The least squares

estimator

E (X, Xi )_Yil

E (Xij - X- )2

is a consistent estimator for 0 of (1)

Consider the grouped regtes ion for:

a 4- OX u

and theleast squares estimator

E (X1:11.It_- 2
E (X - X)

The effects of grouping of observations are to be evaluated by comparing

properties of the two least squares estimators, b and T;. To make such

comparisons we need to further specify the nature of the grouping process..

Any method of grouping observations that retains the absence of correlation

of the regressor and the disturbance, i.e. between X and u,,will yield

consistent estimation of 13.

Three cases deserve mention: random grouping* grouping that maximizes

variation in X (,grouping "by X") and grouping that maximizes variet.ion

in Y (grouping "by Y"). It is widely noted (Preis and Aitchison, 1954;

Blalock,-1964-;-Hannan, 1971; Feige and Watts, 1972Y-that bOth- randOM---

grouping and grouping by X will preserve the lack of correlation between

land Z. and as a result for both methods, plim b plim b B.

Blalock (1964) was apparantly the first analyst to point out that

grouping by Y will tend to produce a correlation between X and u even when

X and u are uncorrelated (in the sample).

1
Throughout we assume equal sized groups. or a treatment of efficient

, estimation with unequal sized groups, see Prais and Aitchison (1954).
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AThiS means that least square's applied to (2) will be inconsistent in this

case (plim ,t( b = a).

The results on efficiency of least squares estimators applied to (2)

are also well known (Cramer, 1964; Hannan and Burstein,-1973; Feige and

Watts, 1972). Random grouping eliminates systematic as well as error

variationindiscrimina ely and is as a result considerably more damaging

to efficiency of L.S. than is fctouping by X. In fact, grouping by X is

optional in the sense that no other grouping method can yield a grouped

L.S. estimator with smaller variance.
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Grouping and Specification Bias

Published (anci unpublished) results on grouped and ungrouped data

typically show considerable divergence. In many instances this is the case

even when itaeems unlikely that the data were grouped systematically by

values of the dependent variaLle. Some more general phenomenon seems to

be involved. We argued earlier (Hannan, 1971; Hannan and Burstein, 1973)

that grouping may giVe rise to systematic bias when the specification

of the ungrouped model is faulty. In fact, we argue, grouping may tend to

magnify errors of specification.

To show this, we consider a simple extension of the model considered

ear er:

Y a aiX 02X2 u (3

where we assume that the disturbance is asymptatically uncc;rrelated with
each regressor, Xi and X2. Suppose that a researcher fails to include

X- and instead estimates a model_ _ _ _

Y x

Following Thei (1957) we find:

plim b
-1 -1 82 21

(4)

where b21 is the sample regressionof Xi and Xi, (the coefficient of-what

Theil calls the auxiliary regression). As long as the two regressors a

correlated, least squares applied to (4) will give inconsistent estimates

of 0, in (3 ). The magnitude of the liscrepancy

plim bt
1 2-21

t

called the specification_bias of the estima o an estImator of 01).

The grouped analogues to (3) and (4) are

tr4 0 x 0
1-1 2 2

7

(6)



The properties of least square° Applied to 6 can be understood

by using results of the previous section.. It is still'the case that

random grouping_preserves unbiasedness of least_ quares but sacrifices

efficiency, grouping-by Y biases least squa_es, and grouPing by one or

-
more independent variable preserves Unbiasedness and ia more efficient:

than r- dem grouping.
2

(The result- of the simulation pr- ented in Section

III. are relevant to this .diseussion)

_

Least squares applied :to (7), yields an estImatorb such that
1

plim ;I t31 "2 ;21
(8)

As before, if and X2are _elated, least squar es applied to (7) gives

unconsistent estimation of
61.

that,

-
Next, contrast the rwo (incons t n eSt tors, Vend b:

Plim CP- 1 $ - b D. (9)2 2

And note-that the grouped and ungroued results will-diver
ge if ;21

differs from b
21

. But both E and b
21

are coefficients from two vari-
21

able regressions so we can use results from the-previous section. With _

both random grouping and grouping by Xi, 'Aim g
21

r, plim b
21'

AB a

result plim (P-b') wg 0 and on the aver ge one will-Oipin the same

(incorrect) results frbm the grouped and the ungrouped regrepnlons.

These results can be shown most eabily by adopting-the,grouping matrix
transformation) introducod_11Y_Pr4 ad Alta-490n (1954):7.7_,Aee_d#0

Feige and Watts (1972) The key is't-6-anslyze.Whether or not the trans-
formation is systematically related:to -the _disturbance. For dXample,
when the independent'veriables are bncorrelated with'the disturbance,
grouping that maximizes variation in one or-more of them will be unrelated
to the disturbance.

e will not coniine to repeat
inconsistent estimation.

by Y will always lead to
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(lute the cant-- y is the case for grouping by the omitted variable, X

For when observations-are grouped systematically by X2, this is grouping

by the dependent variable ,from the perspective of the auxiliary regression.

We notad in the previous section, grouping by the dependent variable

leads to inconsistent estimation, i.e. plim Ei Plim bi. An a result,

the grouped and ungrouped least squares estimators differ in the limit

and one will tend to draw different inferences from each. Meconelude,

then* that grouping by an omitted variable has consequences quite different

fro- random grouping or grouping by an independent variable.

t is important to know whether there is a possibility that the

granped estimAtor would be closer (asymptoticallY) to al than is the

uagrouped e Amator. For such an "aggregation gain" to occur, 113211<lb211

(ca pare (5) and (6).). None of the cases we considered yield this result.

Hannan and Bu --ein (1973) show that, when observations are grouped by

rules that relate additively to variables in'the model, grouping will

magnify any specification bias in t1-i ungrouped --timetar. Nevertheless,

the possibility'exists that the data are grouped by 8ome non-additive

combination of variables ( .g. place into the same group those observe-

tions that are highest an X but lowest on X
1

Hanushek et al. (1974) While such otitcomes seem highly'unlikely in

see the discussion LI

"natural" groupings, we cannot conclude thaf grouping always magnifies

cification bias.

It may seem unusual to compare the properties of alternative estima-

tor& of misspecificd models. When we consider properties of estimators
a

we routinely assume proper model specification. However, as rese r hers



-6-

we acknowledge the pra _i-al difficulties involved ih arriving at the

c(..:rect specification and trieat substantive models as partial and t

tive. In a sense, then, we commonly admit to likely misspecifieation

ef our models. In this light it seems important to realize that specifi-

cation errora that may be small and not very damaging to inference in

an ungrouped analYsis maybe- magnified by grouping into very sizable

In the next two secti ns we illustrate, first with a Monte Carlo

simulation and then with analysis of real data, the considerable damage

to inferenc ihat is possible.

1 0
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fi

IV A Nonre Carlo Simulati n

To illustrate each of the points made in the proceeding sections

designed the folio ing.Monte Carlo simulation. We generated 100

samples of size 500 from a population characterized by

Y 1X IX 6u
1 2

where X1 and X were both N(0,1)
2

as N(0- l) distributed indepcnd-.

ently of XI and X2, and 6 was a constant et at two 6iffe-7ent levels to

2 _2
vary R for the equation. We varied R (at .3 and .7) and r12 (at .25,

2
.50, and .75). For each of the six parameter combinations of R- and r_

12

we then grouped observations into 50 equal sized groups in each. sample

generated by three methods: randomly, by values of X1, and by values

4
of X2.

We estimated th ordinary least squares each of the following

regressions

1 -1

Y b X_ v
1 1

(10)

(11)

from =grouped and grouped data (for each grouping e -hod).

Before.treating the misspedified model, consider first the results

for the correctly specified equation, (10). As far as we know, no one

has shown the consequences of grouping by one reg e- Or in a multiple

regression. As we see in Tables 1 and 3, groupihg by Xi or X2 yields

a patte n of estimates that centers relatIvely close to the-true values.

These results further confirm our claim that, except for grouping by

In rouping by Xi we ordered observations in decreasing order by X1
values and placea the first 10 observations into one group,the neXt
10 in the next group, etc. Then each of the grouped observations was
replaced ulth the group mean.

ii
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Y, grouping affects consis ency only by magnifying specification bias.

Wh n, as here, there is no specific ion bias, grouping obsPrvations

by one of a set of regressors does not alter the average value of the

least squares estImators.

Earlier we noted that grouping by the regressor in a two variable

regression is optimal in the sense that it minimizes variance cif the

estimator (among the class of consistent grouped e timators). In Table

4 we see that mean squared error (bias squared plus variane.., ) of estimates

over the 100 samples Is considerably lower for grouping by either of the

reg essors,as.contrasted wIth random grouping. Presumably grouping by

both regressors simultaneously would further reduce the variance of the

grouped estimator.

The results on mean error for the misspecified &qua ion, Table 2,

closely fit our expectations. Notice first the specification bias in

the ungrouped estimator. Since both Xi and X2 are N(0,1), b21 r
12

and plim b 1 1- 1r12 and what we are calling error is simply r12.

The data conform closely to this result. Grouping by Xi gives mean errors

almost identical to those for the ungrouped ca e. As we suggested earlier,

grouping by Xi in this case.gives optimal estimates of the wrong term,

131 4- B2b21.
Finally, grouping by the ouitted variable, X2, greatly

fies the specification bias. The magnitude of thd inflation varies from

a two-thirds increase (for r12 .75) to a more than six-fold increase

5

5This pattern i _not surprising- since the lower
r12'

the greater the
upward bias in b21 from grouping by X2 as long as ri2>0), (c Blalock,
1964). .

12



Etpirical Illustration.

recent-Publication, Bidwell'and Easaarda (1975) purport

demonstrate that organizational properties of school_distinct (e.g.

teacher/pupil ratio)- affect student achievement by: regredsingldistrict

mean achievement on school district properties. They argue strenuously

against including (aggregated) properties of individuals in these analysis
_

...all measured relatienships are at the the school-
district. None pertains to individuals, schools, or other sub-units
of tha district. The reader should keep in mind that we are not
analyzing antecedents of the academic achievement of individual
students, rather the overall effectiveness of a school district
as measured by the aggregate achievement level for all its students
at a given grade. Introducing multiple levels of analysis into the
same model brings difficulties of estimation and interpretation
(e.g._ the "ecological fallacy") that we wish to avoid (Bidwell
and Kassarda, 1975:63).

.

We have no quarrel with such organizational analysis. However, given the'

extensive knowledge available concerning the determinanti of achievement

atrhe individual level'and the known correlation of at least some of

e.g. SES, with school quality, we wonder-if omitting all-but-school-

district Properties.from the model gives unrealisticallY_large prgani-
. -

zational effecta. In fact argue that omitting-other (correlated

cause Of achievement together with entimation from the grouped obSer-.

vations products exactly the type of fallacious inference Bidwell an

-Orda claith to avoid.,
-

To see this, suppose that school district characteristics,
_ _

SES-backgreund

6
Note that this is not Bidwell _andl',.assarda's modal. But, if school
district characteristics do affect achievement,'rhey Should appear in
this sort of model. in a sense, Bidwell and Kassarda did_introduce
some input variables (though-they consider them to be environmental
conatraints)--namely percent non-white and education-Of-the adult popu-
lation. They report that adult education- (proportion of the population .

with at least four years of education had ar-insignificant effect--in the-
achievement regreision (although the beta-weights reported are sizable
Perhaps, the failure TO measure-education of .1rents acCounts for the,
effect_of education.. .A.t:anyLtate,-.BidWell:and Kassardaithenexelpda-au

and

tudent botb affect their academic achievement, A: 6
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j

t

. A - 4 a SD + a
2
SES -- w0 .

.

assuming that r
SD,SES

1 >0 and that w is distributed, independently of the,
,

a .two regressors.
--'-' 1 - i - 7

-_ -_a .. - _ s . 7 _ _
. ,

., , ._

The modela iiie. relevant ,parts of -the models') eatimdted bY Bidwell_

arid_ Kassarda take the forti: " - , ' _ ._
A a' + a SD

_ 0 1
_ -(where by-definition SD a., SD). To evaluate the propertied of a' Lthe ,--1!,

:least -ssOares estimater- of -ce''We' refer -to the 'result* -aiready-,p-redenteil.-=:
. 1

._ Elimination of- SES from the- ungtouped eqUation will--cleariv'produce

_specification bias in least., squares -estithation of the seheof diattict _-"

effect. What about magnification of this bias' free grouping?''

we suspect, individuals are selected intd beheol_-districti-on- the basievm
rr;of their SES, the observations, in Bidviell and Kassarded analysis were '

=,

- (to some extent) grouped bY -the-omitted variable. If7so;--their _reported
_

school effects would greatly Overstate-the Casejbe__upwardly biased)-.
a

_

e _We cannot, of :course, ,determine from- Bidwell -andi Kasearda s analYsia-

-how serious this-problem is.- We-had access to 'data- on sixth, graders in-,
_ --California schools and school districts that enable-us to illustrate the

damage to inference. The outcome- measure used is reading achievementi_

_ r4-
(as in Bidwell and_ Kassarda's analysis). The structural variables

.

, 47,-
E

available at the district level were resources (expenditures/average

daily -attendance), and pupil teacher ratios. The input variables avail
able were parents occupation (six-categories) and IQ estimates by teachers-

Our strategy was to construct two regression models: one regresses

Following Bidwell and Kassarda we include percent-non-white in the model-,
as well

14
. . .

.



achievement on'on the school district

pupil/tea _atio).and percent non-whi

variables. Then we estimate (with

uctural properties redonrces,

the second adds the inputs

rdinary least square each regression

with pupil level inputs and outputs, school mean

and district mean inputs and outputs,

on bias At eaCh

-lbe results-are p-esented-in Table 7._.Consider

specified equation analogous to that used by:Bidwell And

throe colnmns on the left' In Table 7). The beta-weight

di tricr'structural p-:operties are enormously Inflated

nputs and outputs,

This allows us to contrast speck

The increase fre the pnPil to the

the imprope

Kas arda (the

associated wIth.

th grouping.

school level-is more than 200% for

each effect fram .119 to -.465 and 167 to 7-.368) and a

increase from the school to district level (- 465 to--.664,

cond large

a- -_368

to - 737). Then, consider the effect of intr dueing the-input variable

Their addition does not greatly.aiter theAistrict property effects at he

pupil-levelt
9 But, the effects of grouping are greatly reduced by the

improvement in th&speoificatien. Thechange in the diatrict

_effects is Very puCh smaller, going'frord:pupi

-.149 to-- 196 and:f om -446 to -.048).

Structure

to school leve (from

these results conform very

-.closely to:our expectation_ They very:elea.ly_decumen-

the hazard to _ rrect inference arisIng iitast

d poorly specified mOdels.

9We suspeet that adding more input variables would condiderably reduce

-these effects,-however.

the agnitnde

imation from groicied

.e-regression containing inpu.:s cannot be estimated at- h

due to small number of Observations.'

district level

15



VI Ex ensions

:-12-

ection we illustrate how the simple analytic results o
fi

preceeding sections can be u_ d to handle -pre comple- models.'

conside- the two types of extensions most likely to be of. interest to
-

substantive re earchers. simultaneous aquations_modela and dynamic modals..
, ,

A. A SyStem-of Simultaneous .EquatiOns:_.

Causal syste which there-is reciprocal-causation

affect achievement, and achievement

inference problems. Let us co

aspirations

affects aspiratio lead to complex

ne the di ussion to a simple case:

(12

where wl and w2 are distinguished independently of X1 and X2.

to show (cf. Johnston, 1971) that the endogenous variables on

'easy

the right

hand side (Y in (12), Y1 in.(13)) are correlated with the,distdrbancesi,

_
Least squares applied to either (12) 6- 13)-willrbe-inconsibtent-7-will,

contain "simultaneous equations bias%,"

Instead of using ordinary least square

reduced-form:

ordinary least squares applied to (14)

obtained_estimates of the reduced-4

w_olve-fOr-the so-cal ecL.,,_

_

(15)

and 15 is consistents Having,

rm coefficients we can,. this

simple case, solve directly for-the estimates of Parameter- of(12)-7M

1,1ore ge erally, we calculate Y and Y_ from __mated.(14)-(15) d subat_ __

16



tute them for rnd on the S o (12)- (13) and then apply _tdinary
2

least squares to the revised system (12-13). The first method i

called indirect least squares, the second, twostage least squares. Both

methods lead to consistent estimation.

Next consider the grouped data:

a_ R
-1 12 2 11 . 1

which has as its reduced-fo

a

1

(16)

(17)

(18

the data are grouped by values of Xi or X2, our earlier results

imply that estimation of the grouped reduced-fiiim will be asymptotically

equivalent t- estimation in the.ungrouped reduced-form,

of.the parameters of (16)-(17) are functions ofthe
a

Since e

reduced-fo

both indirect 1ast squares and two-stage-least 6quares will b

ically equivalent for both grouped and-ungrouped esti

Grouping by an endogenous variable, Y
1

or Y
2'

matter. We have noted that grouping by a dependent variable leads to

s.-

stimates

estimate ,

asymPtot-

quite another

inconsistent estimation in that equation.

the-first equation-in the reduced form,

estimated. Since the estimates of the coe

function f all the reduced7form e timates, grouping by-an-endogenout

we-group by Y
1=

_ill be .inconsistently-

e: (16),(17)'. are

variable will lead to inconsistent estim

form (16-17)..

17

tion throughout the structural



-namic-Model.for,P nel Analysis

!Consider the following OimPle dynamieformulatin. ;appliecl-ro
,

1 observations on N individuals over T-waves of-observation

cohort of student- observed once a=year for several:.yar :Assumingi
,

elatthe causal structureis coast_ t-; we pool allNTobservations iiitó

Yi a-Y
t-

-cit
- ;

It is usuallY the case-that,the dIsturbances in TauCh Models are

correlated.over time. If sci, the-disturbance will -.becarrelated-W

at least one right hand side var -kiable, ;.-and-leat--
(20) will be inconsistent. To go more deeplvinto the problem w muS

-sPecify_the nat re of the_process atcciunting for;the auteCorrelation.-,
,

,

Assume that the disturbance-has the following va_

(cf. Nerlove 1971):

-where ui is a tim

each pupil s ueob

and v

u. Thin

a

(21)-

e,invariant constant assediated with ea'lehLunit

erved characteristics) and Uncorrelated-with X
t-k-

well behaved. randem J1(0,1)disturbance.. uncorrelated with

-odel has provenLuseful in panel analysis rf.-Nerlove 1471;

an and Young, 1974).

It is helpful to re- ate he model in matrix fo
,

-parallel with the.foregoing. Let

10_
:The model is dynamic:due tothe preeence of the lag
-it is aistochaatic difference eqUation. -

1

_d dependen variable

e poel:observations to allow Correction for he autocprrelation problem-
discussedbelowThe problemlefautocorrelation-remains Whether or'
:not one pools observations.



vectors

where the:pi._ are,the coeffic

eontained in

theAth individual.

'Then, the model

The usual least

nts co -esponding to ,thedumMy variables

where is an Nxi-duMmy variable-for

20-21) c_ be _:=I_ten:

AuL v

squares procedure employs only

Z

.The omission of the set of_dummy variables, il,_leads ,to the type of

-specification bias considered-above.

-Coniider next-the'grouped versions of,. 22

Y Z

Y
t

:Obviously least-squares applied to (25) a misspecified model,-will be

incons ent. Bnt'will the results differ from.those of the ungrouped-
,

As'always, it depends on tie nature.of the grouping process

results follow _mmediately from a generalization of TheillsOur previous

For a_treetten atrices, see Appendix A.



(1557) specification-analysis. If.the data'are-groLiped 1iy z: either
,

1 .

X or:Y) thereis no magnification-of the specification biag from_the,
,

ungrouped estimator. If' the data a rouped by A
,

served properties of

thebieskfram'the_ ungroupedeatjmatoriamagnjfied.

Finally,-note that-least squares applied,-

estimator as, is least squares,applied to (24 ) -- we call,theseleast_

the unite are related to thd selection,of the group)

.-
22) isa.Consistent

squares with-dummy variables (LSW

equivalent to generalized least squares estimitors (AmeniyaJ967; see_
,

_

Theseestimatdrs_:atd dEimptoticallyr

-also Hannan and: Young, 1974).
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Conclusion

Comparisons of grouped and ungrouped estimators fo models that are

incorrectly specified clarifies the manner in which grouping affects-in-

ferences from regression analysis. In particular, undar quite general:_

conditions when observations ar_ grouped by some criterion that miximizes.

variation in an omittecLvariable (correlated with included regress°

grouping magnifies the apecification bias o: the ungrouped estimation

Both our Monte Carlo simulation and substantive analysis suggest that

magnification can be quite large. As a result qualitative inferences from ,

regre sions with grouped data ray differ greatly from thcse

regressions with ungrouped date.:

principles usedjn the specification bias analysis of the

of grouping can be used to understand the effects of grouping in more com-

plex models. In particular, we have shown that grouping in a

eollations model andJn A dytamic model fOr panel andlyais

complicationa=that cannot be'addressed

-ultaneous



Appendix A

Estimation wit 11-G
es Model.

The effect of aggregation in the context-of tha Pooling of cro -sections
!

nay be conveniently analyzed 'with the notations-introduced by Praio_E,,Aitchi-

aon-(l9.54). The idel we shall examine-ii.the.ohe defiited:ir(Chaptet VI,

:In matrix notation:

where

If the data are arranged so that the N rOws correspondin
_

abserv tions at the first time period are placed firs
-r
e

to the second time period. next, etc..., these a may-be-wr
- r-

matrix notation as:

1T is a T t 1 vector of l's.

Is is the N x X identity matrix

0 denotes the Kronecker product or direct sum.

4
The aggregation rule -hich one is m likely'z1to Uisie in ihis-context

consists of taking overages over the same individUals at each time period (for

example, the academic performances of studehts measuredioVer tfte are aggre--

gated at the: claseroom level). In that caae an0if one asaumes that 01*

number of individual observations in each group is thaaame, the aggregation-.

procedure may be represented by the linear transfo-

M se I 0 1/ 1'
m n

(A3)

on:

applied to the data porresponding,to each tim perio

2 2
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m is the number of grOups

n is the number of individnals within a group. (n.m N) ---

Since there are T time periods, the complete transformation becomes:

G 9 m
T

0 1/n

The grouped model may now be 1%rr

G.Y G 4.4c. a GA+V

It,is,important

as:

investigate the effect of aggregation on the_error__
_

components aspeetaof the pooled model particularly tha extent to which the

_specific methods developed by Nerlove (1971) and Hannah'4 Young-(1974) haVe -

to be Modified. To do this, we need to know:the r-sulting value of G'Lj, thou

aggregated individual-aFecifio

From the above definition-

G-A 0 0 172 (1T /m)

1T 0 (am 0 1/n.

lr 0 (1 0 1/n.

0 1/n. 11
-m

The last expres ion may be seen to be equlvalent tr 0 i, where

is the n x 1 vector contatning the averages af,the p4T corresponding to

the individuals aggregated in a farticular greup.

the s e form as A,

with m "dummies"

Notice the 1T .0 Im is

that the aggregated model:ean be adequately represente&

corresponding ,to each:group 'coefficients- pi,

m that consist of averages of the 11_ individual error terms within a group 7-It

follows that the methods for dealing with pooled models (LSDV or GLS) may be

applied without change to data aggregated in this manner.,

2 3



kiEN2M2t1

. Random
_Arouping

Grouping
13y. Xi:

-Grouping
by X2-

UngroUped,

andom

laaiRg

by X
-1

ENDIPARK
by X2

Table 1

Mean Errora of Ratimace_-

fOrY " -X X 4.,-U

(cOrrect bpecifAcation

5

I

-.004, .007 '

7.006 -.018 .035 .034

.013 002 006 .022

2R

b.

. 5 .50
bl b2

-009 .017 -.013 021 -

4010 -.001 -.01. .003

.001 -.015 -.043- -;082-

.031 .005 -.006 .014

.013::

-a-

.045-

;022

.75
b b-

-2

-.022 .030

.018 .-01V

.4352



Uagrouped

Random

ZEDIZIER

prouping
by X-

1

Grouping
by X2

Ungrouped

Random-
grouping

Grouping
by X-

Grog.in-g
ty xi

Table 2

Mean Errors
_ -

forYcabX v
1 1

(Misapecified model)

.25

.246

.249

.246

1.667

.243

.244

.244

1.691

-7

50

bi-

.498

.502

.498

.75

.751

2 5



UnZTOnped

. Random

SV04104111

grOnP1,481
by

Grouping
by X

Ungrouped

Random

_grotTlai

Grouping
by X,

Grouping_
by X2

Table 3

Proportion Positively Biaoed Estimat

for Y'

correct speci ication

.44

.49

.52

.58.

.56 . 5

.48 7 .48 .47.

.45 .41 .60 .4

.48 .57 55

.44 .56

.49 , .48

.45

.58 .48

.45 ,56

47 .48 .47 ..49

.41 -.55 -.60 .42



Ungrouped

Random

STAMPIES

atILIRigA
by X

1

Grogpirig-
by X
: 2

LASE1Mg
Random
groVIllg

Gtouping



(correct. spec

Ungrouped

Random
_Rrouning .027

F-4321.21111

by X1 .003

Grokipiog
by X

2
.027 .004

.019

*al2Touried

-Rarwom-

---RroopIag .147 .135 .236

0r04PIAA.
by Xi_

Gro4pips,
by X, 147 .019 .224 .071 .427

.003, .007 ..007

.039 -.090

.012 .037 .034_ .057

.078 7043

.012 .011 .018 .018 .037 .038

210 .492 .443

.016 .102 .-.063 .199 .196.4 .311



Table

Mean Square Errors of Estimate

for tY biX1 v

specified model).-

Ungrouped

Random
- ignakix.

Grouping
by X1

Grouping
by

-.064 .252 H .568

.106 .295 .611

.064 .252 .568

. 2.842 2.484 1 77

.25 50 .75-

_21113Lo-iip21 .071 .260 .579.

Random
_grouping .203 .408 . .746'
Grouping,
by X1

.072 .261 .579 ..



Comparison of Alternative Specifications of a Reading Achievement

Rtgression: Ungrouped and Oroupod Data (beta-weights)

Independent Variables PupIl

Resources -.119

Pupil/Teacher Ratio -..167

% Non-White .292

Parents' Occupation (1)

Parents' Occupation (2)

Parents' Occupation (3)

Parents' Occupation (4).

Parents'Akcupation (5)

1.Q. Estitate

Level_of knalyis_

School listrict
I

JUPl School

-.465 - 664

368 -.737

-.007 7485



Re erence-

Amemiya, Takeshi
1967 "A note on the estimation of BaIestra-Nerlove Models."

Technical Report No. 4. Stanford University: Insti-
tute for Mathematical Studies in the Social Sciences.

Bidwell, Charles E. and John D. Kasarda
1975 'School district organization and student achievement."

American Sociological Review:40 February) 55-70.

Blalock, Huber
1964- Causal Inferences in Nonexperimental Research.

Chapel Hill, N. C. Univeristy of North Carolina' P e-

Cramer, J.
1964 "Efficient grouping: regression and correlatiou in

Engel curve analysis." Journal-of the American Stat
tical Association 59 (March ) = 233-50.

Feige, Edgar L.'and Harold:W. Watts
1972 "An investigation of the

gation of micro-economic
343-60.

Hannan, Michael.T.
1971 Aggregation a d

Mass.: Heath.

consequences ofpart A a _e-
data." ,EconoMetrics 4 reh):

Disaggrega ion n Socio ogy., exin

Hannaa,- chael T. and Leigh Burstein
1974 "Estimation from grouped-observation

of Sociology,39:(June): 374-92.
pan Journal

Michael T. and Alice A. 'Young
1974 . "Estimation in panel models: results on pooling cross -

sections and time series.". ,Stenford'Univerdity:'. Labora-
tory_for-Social Research, Technical Report 1/51.:

'Hanushek, Er c As4 john'E. Jackson and John F..Kain,
.1974 "Model specificatim4 use ofaggregate 'data,- and the ecolog-

ical correlation. fallacy. Folitical'Methodology.1 (August):
89-107.

-Johnston,

1972 Econo etr c Method . 2nd edition, New York: cGra

erlove Marc
1971 "Further eVidence on the estimation of dynamic economic re-

-lations from a' time series' of cross-sections." EconometrieS
39 (March ): 359-382.

a S. -and-J.--Aitchisbn
1954 "The grouping of observations in regression ana1ysis.11-

Review of the International Statistical Inatitute-22=



References ent' cl.- c-

Then, Henri
1957 Specification erroro and the estimation of economic

relationships." Reviel0 of the International Statistica
Institute 25 (August), 41-51.

A


