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ABSTRACT

_.This atudy was concerned with the fqrmation of groups of studeﬁts
and specifically addressed the probiem: Can a computerized procedure"
be developed which assigns students to .instructional groups, which
maxiﬁizes the homogeneilty of‘these groups when this homogeneity is
based on relevanttstﬁdent learning characéeristics, and which.takes
accouht of realistic adminiétrative constraints sucﬁvas eligibility
for gfoup'mmﬂbazahipm sizes ‘of groups, and numbers of groups?

The procswiire &eveioped'tn solve this problem was mathematical
in nature andl fimxlived utilizing computer technology in its imple-
montation. It aimed to facilitate, in part, the management of a
particular imdividualized program. of instruction, namely Individually
Guided Education (IGE). '

Based < an initial survey of qlustering techniques inciuding
hierarchical temhniqneé,~optimization—pa:titioning techniques, density-
seeking techniques and clumping techriques, a&deéision was nade ﬁh#t
the optimizmtlau~psrtitioning techniques appfied most directly te the
proplem betng smdied. This set of techniques was further surveyed
in terms of complete enumeration, implicit enumeration'procedhres and
heuristic procedysss: which yiedd 16cal optimal solutions. Despite thelr
disaavantage;df%yﬁelding sub—optimal solﬁtions, the heuristic parti?
tionlng procedurcs were coAsideged to most closely meetlthe require-

ments of the problem

xvii
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Four algorithms were designed, each one involving the fitting of
a homogenizing procedure within the framework of the administrative
constraints of the problem. The homogenizing procedure cmployed was
the Forgy minimum variancevpartitioning procedure modified by using a
proportional division method for selecting seed points and the
weighted Euclidean metric as a measure of similarity. The foux
computer based procedures were evaluated on the basis of " their per-
formances on a set of tests which involved varying the parameters of
the grouping situation, such as the data on learner characteristic
data on group eligibiiities, the number of groups formed, the sizes
of the groups, and the single or multiple assignment of instructional
topics to groups.

vy

Two equally important criteria were used in the choice ¢f the most

effective of the four algorithms——the homogeneity of groups measured on .

selected learner variables and the number of students omitted from
the ‘groups. The algorithm which proved to be most effective was the
one which initially assigned instructional topics to groups, matched-
group sizes with skills, allocated eligible students to these groups
to maximize their homogeneity and then applied other administrative

constraints.

The effectiveness of this computer based grouping algorithm was
further assessed by comparing its recommended groupings with teacher
generated groupings when both groupings were subjected to the same

constraints. In the comparison performed, the computerized procedure

-~

produced much more homogeneous greups than did the teachers and an
equivalent number of students were omitted. The profiles of the

groups formed by the two methods were noticeably different as

—

xviii
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determined by the differences in tne means of the learner character#l_
igtics for each group, a ratio of agreement and.the phi~coefficient'
of association. &

User perceptions of the efficiency and effectiveness of the
computerized grouping procedure were also obtained. The computerized’
grouping procedure was perceived to be much more efficient in terms |
. of time spent by users in the grouping process than a manual pro-
cedure and more efficient than a semi—automated procedure used by Lne
teachers. Respondents, however , mainly gave median ratings of the
computerized procedure's success in makimizing the homogeneity of the

-

groups and minimizing omissions from ‘the groups.

The evaluation of the computerized grouping procedure performed
as part of this study can only be‘considered as preparetory to a
more comprehensive examination:of the effectiveness and efficiency
of thercomputerized. :g;zouping’ procedur.e{ Despite this Iin:itation, it
is ‘claimed that the'procedure developed warrantS’this further

evaluation. - .
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CHAPTER I
'POUNDATIONS OF THE PROBLEM

Introduction
Attempts at impravtng the inetructional and learning processes
have frequently emphasized individualized instruction which Suppes
(1966(a), page 207). defzned as "an adaptation of an educational cur-
riculum in a unique faskdon to individual learners each of whom has
his ‘own characteristic.initial ability, rate_and style, to provide
himfwith a successful learning experience." Systems of individualized
 education are oriented towards individual:abilitiea, interests and
needsand take account-ofidifferences in learning styles, instructional‘
levels, rates of progress:as well as in instructional strategies.
wright (1972, page 77)'identifiedbsimilar defining charactetistics
of individualized instructional programs when, on the basis of a
compreh=nsive revieW“of'the relevant literature, he feccgnized these
programs as providing for differences in
L 1earning rates,
(2)- learning styles, ™
(3) student participation in goal gsetting,
(&) :student participation in determining learning sequences,
(5) student grouping based on student”characteristics, desires,

and needs.




Within some individualized instructionai programs, student
groups are established for specific purposes and then dissolved when
these purposes are achieved (Martin and Pavan, 1976, puge 311). A
group comprises students who at a Specificsxime:havé‘cahmon.concerns,
needs, interests or plans -and may be: formed: for students to share a
common meaningful experience, to participame in specific activities,
or to attain skills not availlable in anothsmamode., Instructional |
resources such as team teaching, televisiom, film, slides, 1aﬁggage
laboratories and self:edhcation“programs are readily adaptable to such
groupingsvand'were'cbnsidered by Belt and Spuck (1975,_page 7) to be
realistic solutions to the problem of adjusting instruction to the
4individual differences in students.

| In the past, groupings of students for instructional purposes
were often based on a very small number of parameters (e.g8., age and
intelligence measures), considered permanent, and applied uniformly .to
a wide range of cﬁrricular subjects. Such groupings have been conclu=-
sively shown to have little effect on reducingftﬁe degree of
heterogeneity of the group and also to have deleterious effects on the
motivation, self-image and achievements of the students (Heathers,
1969, page l4 and Westby-Gibson, 1966, page-10). However, there can be
1little argument that groups formed for a specific purpose can reduce
the differences among individuals when these differences are in the
area identified by the dependent variable used te form ‘the group.
Equally obvious “is: the stromg likelihood that variation. in other student

variables may be increased as a result of the grouping. This raises
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the question ot .asther or not educators cuu identify a specific set

”'of dependent variables that pertain to ‘& specific content area. If not,

homogeneous grouping will continue to be- suspect as an attempt to
provide for individual differences in learning,
The general literature on individualized education has identifiedv

several learner characteristics which should be taken into account

Y

when. forming groups -for- instructional purposes (McNamara and Spuck

1975, page. 6; DeVault and Kriewall, 1970, page 416 Heathers; 1969,
page 21; and Suppes, 1966(a), page 207).

These characteristics typically included learning style, learn~

ing-rate, interest level, and deficiencies in knowledge base. To be.

useful in numerical grouping procedures, these characteristics need

‘to be measured, It is expected that where measurement of such ‘learner

characteristics is possible, it will be at the ordinal or interval
levels. Because grouping is essentially based on degree of similarity,
it can be further expected that these levels of measurement will result
in adequate data in thevmeasurement of_interstudent similarity.
Instruments useful in measuring learning styles‘and‘interest levels

are often of the self report.or observational types and measures of
learning Tate and.defimiencies in kmowiledge base: are. available as a
result of periodic cesting done as ‘part of the instructional program.
what is not considered in the literature is the effect on the composi~
tion of the instructional groups: and ‘hence on jndividual performances
of using different combinations of data on learner characteristics and
learner past performance. Not only should grouping procedures permit

the use of various relevant variabdes, but: their selection should

22




be based on evidence of their singular an& collgétive efféctson the
achievement of the group members.

Some schemes of individualized instruction which attempt to
meet the needs of individual students by bringing together learners
having common actributes base these groupings upon teacher opinions,‘
test scores or some subjectivé assessment involving both test scores
and student characteristics. Because of the subjective nature of the . ..

procedures, the limited range of student characteristics considered

53

when forming the groups and the inefficiency of the methods used,”i;
cannot be expected that the degree of homogeneity of the groups wiil be
optimal. Consequently, it is‘unlikely that thé goals of such progféms
of individualized education will be met by so fofming instructional
groups. :

The Individually Guided Education (IGE) scheme presently being
utilized in over 2,000 American schools attempts to meet the needs of
individual students by establishing appfo;riate insﬁructional.groups.
Klausmeier, Quilling, Sorenson, Way, and Glasrud (1971, page.18) report
that in IGE rather than having one teacher who is more or less respon-
sible for .20 to 35 students, three to five teachers and other teaching
aides work as a team to guide the education of 100-150 students;
these teachers, aides, and students make up an instructional unit.

Such factors as the nature oi the inséructional material, and étudent
and teacher characteristics are involved in identifying instructional
groups and establishing group sizes. Thus, while group teaching is

characteristic of traditional classrooms and students working by

r—.




themselves is a characteristic of "file-folder"“approaches to individ-
ualization, instruction.in IGE takes place in various size groups,-
large group instruction to. individual Work with the small to medium.
sized group being the most: common.,. Proponents of IGE strongly believe;
that such group 1nteraction is the most effective_use of learning |
certain concepts (Belt, 1975, page 15) o ‘
Essential to the functioning of such programs of individualizediidfer

c”education is the teacher 8" ability to cope vffectlvely with the 1arge,,f"'

volume of information required in the management of these programs.
Monitoring the progress of students and deciding upon optimal instruc—:
tional objectives, tasks, and organization becomes an extremely complex,‘
and difficult endeavor. Experience in working with these complex pro—
grams has led to an increased awareness that computer-based management
information systems are essentia1 to their effective implementation and
-operation (Baker, 1971, page 51 and Spuck and Owen, 1975 page 2).
Accordingly, the Wisconsin System for Instructional Management CWIS-SIM)’
is being developed as a generalized scheme of computer support for the

" instructional management needs of IGE schools (Spuck Hunter, Owen

and Belt, 1975, page 21). It 1s within the framework of WIS SIM that L
a computerized grouping procedure fits.

Based on considerations of schemes of individualized instruction
such as IGE,-it.seems that the grouping procedures involved should be
.economical of teachers' time and should have the capability of forming
_mutually exclusive groups,each of which has members who are maximally

.

similar with respect to specified characteristics related to




instructional needs.

This study was concef;ed with the formation of groups of students .
and‘sPecifiéally addressed the problem: Can a nqmerical procedure |
bé devéloped which assigns students to 1nstructippal'groups,'which
maximizes the homogeneity of these grdupé when this is based on
relevant s£udent learning characteristics and whiéh»takes géébunt of
realisfic constraints on “esources such as numbers of gréupg and
sizes of groups? -

The procedure developed to solve this prdblem was mathematical
in nature and involved utilizing computer technology in its implementa-

.tion. The study itsélf comprised the development, application énd
evaluation of the procedure.

Grouping students’ for instruction is but one aspEct of the
instructional prégram about which decisions are made by school personmnel.
These decisions can be expectéd to reflect the educatiohal philosophies
of those involved in their maki#g and aré_specifically influenced by
earlier decisions made in the areas_of,di;gnosis‘of studentfﬁéeds,
formulation of sbjectives and selection andfﬁfganizgtién of contentf
and iéarning experiences. Therefore, the.further expectation was that
the solution to the'aﬁove problem would be based on an énalysis of |
the specific educational environment ﬁithin which the‘801utioﬁ was to
be applied. The procedure developed in this study aimed‘to facilitate,
in part, the management of 1ndividuélized programs of instruction,

the features of which are now described to support the-significance of

the problem as well as its further clarification.
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significance of the Problem

The significance of the problem derived out of a further con-

sideration of some features of individualized instructional programs

alluded to in the introduction. In particular, the problem 8" aignifi-"‘“

cance Wis supported by (1) the central role of grouping practices in SRR

““%individualized instructional programs, (2) the need for providing ;la;sf-h

pinstructional decision-makers with more relevant informationfon which o
to base groupings and (3) the need to provide more efficient and
effective procedures in the formation of the groups. " |
Brueckner and Grossnickle (1968, page 89) pointed out that
individualization of instruction does not imply that the instruction
' must be so organized that each individual Works by himself ‘on a
specific task, but that actually certain capacities of the individual
are stimulated by association with others, . If this point of view is
accepted, one does not reach the conclusion that the wide range of
differences found in typical classrooms makes grouping impractical.»;
Grouping and regrouping within a classroom for instruction in‘

particular subjects is an accepted and recommended practice (Martin

and Pavan, 1975, page 311). Wright (1972, page 76) suggested that‘
student grouping will continue to be an acceptable practice in edu-
cational institutions, but like Martin and Pavan. recommended that.

groups “be formed .for specific purposes and maintained only 80 long as

these purposes remain viable. Given. the validity of these recommanda- o .

tions and the diverse and comprehensive curricula of modern elementary ‘
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schools, one can expect that individual studentc will belong to a
variety of groups even over a relatively short period of time, Keeping
track of even a single student becomes a considerable clerical task,

and one that can prevent the classroom teacher:from spending more time
on the important matters of instructional programming and'teaohing.
Consideration for this feature of indiyidualized programs draws atten-
tion to the logistical pi~oblems involved in manually forming and reform-
ing groups for different instructional purposes. Most. of these problems
relate to routine matters of record keeping and information retrieval,
difficulties which are accentuated by both the scope and amount of.
student related information considered to be essential for the formation
of instructional. groups.

In the past, most instructional models for optimizing instruc-
tion have utilized limited performance data for adapting or individual-
izing the instructional process. However; there is good~reason to
believe that a. truly adaptive instructional deoision‘modei should
incorporate affective as well as oognitive response:data.inuorder to
fully optimize the instructional nrocess for,tnebindiuidual learner

~ (McCombs, Eschenbrenner, 0'Weil, 1975, page 47). - The ‘affective domain
typically deals with attitudes, values, interests, and personality
traits. In addition, it inciudes motivational traitsf(anxiety and
ouriosity). Considered important also arevthe students'"current
reactions to instructional variables such as content,'presentation o
style and difficulty level. The use ofball or .even some of this

information in the grouping process requires’both summarization and
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. "
computerization. A system capable of synthesizing large amounts of

relevant information while being efficient of teachers' time is &
requirement of individualized instructional programs. An automated
grcuping procedure which is part of a generalized automated’instrucr
tional management system is likely to prove more useful than manual
systems. currently employed. Generalized automated instructional_
management systems such as WIS-SIM possess the capability of inclusion
of a grouping procedure which takes account of learner characteristics
such as those referred to above. The WIS-SIM m0d81 in particular has--
been conceptualized so as to take into account for instructional
purposes a wide range of both subjective and objective information
such as aptitudes, learning style, andllearning handicaps.

| Traditionally. grouping~orocedures have been a subjective result
of .some objective meaaurement process, Student records in various.
SubJect areas are obtained from a variety of sources; for instance,
previous grades, teacher evaluations and standardized tests. The
administrator then sets a few basic decision ruies, and groups or
clusters students on this basis. The effectiveness of this procedure is
open to question: Are the reaultant groups in any sense maximally
homogenecus? Given the desirabifity of using a greater volume of more
relevant data in the grouping process, both the‘impracticafity and
the subjective nature ot a manual grouping process are likely to prevent
the formation of groups which are sufficiently homogeneous to attain
the purpose of the grouping. ' A more objective grouping procedure may

resuit in a greater degree of homogeneity with the use of statistical
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and computer technology. These techhologies are presently .available
and await their adaptation in the implementation of ihdividualized
progr#ms of instruction. |

Not only should systems for the grouping and regrouping of atu-l
dents take account of various rele;;nt learner characteristics’but
they must operate within realistic limits on resources. Consideration
of constraints such as the number of groups, the sizes of these groups
and the prior performances of individual students in particuiar‘
instructional programs not only makes the problem more relevant for
schools implementing programs of individualized instruction, but also'
makes the problem's solution more complex.

The solutioﬁ to the problem of efficient and effective formation
of groups for instructional purposes appeared to warrant the use of
statistical and computérized procedures. Such procedures have the
capability of providing for (1) the efficient storage and processing
of student related data, (2) the availiability of grouping recommenda-
tions upon request and (3) a high degree of homoQEﬁEYf?Tfﬁwéfaﬁﬁmwm'm”'
membershipf

Becauée computerized management procedures had found little
applicatidn in the administration of programs of individualized
instruction and the use of numerical grouping procedures evén leés
so, it was considered that a successful joint implementation offered
the possibility of their more extensive use both in‘the gréuping of

students for instructional purposes and also in other educational

problems where classification is necessary.
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~he frecise formulation of the problem was deépendent .upon an
analysss oF the educaticre zerfreument within which 2t was s=t. This
analysix ¥ / -esented in the me= three sections, the FErst of which
is concerned with the role of zgcouping in individumiized instructional

program’ -
Cxouping Within Indivddualized Programs pf instruc—iom

This section seeks to clarify the purposes of grouping students,
to identify the components of acceptaﬂle grouping practices and.on the
Bgsis of this analysis to derive an iritial set of critefia to be met
b%_an_automated grouping procedure.

A philosophy of grouping is closely related to attitudes towards
education and individual differences; thus, the position one takes on
grouping is primarily depen@gnt upon one's basic conceptions of the
nature of the individual and of the purposes of education. Given that

this is so, grouping procedu

the major objectives of education. So conceived, the problem of group-
ing studenfs for instructional purposes is basically as broad as the
accepted objectives of education.
- Yates (1966, page 97) referred to grouping as a device for achiev-
ing a better fit, congruence or relationship between students and some-
thing else. fhis something else could be the teacher, ‘the task or
activity, some set of common purposes, or & generalized social role.
All schools group students for instructional purposes. It is not oply

v

necessary for practical purposeé, as in the sharing of scarce learning

30
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resources., iy, Jemzesble for educational reasgts that students be grouped
for instrwetiion Ywrmszsignificant portion of tieir time at schoof’.

The guddtiom: £ grouping is not one of desirability but one of
.determining:what syEtam of assignihg pupils and: .teachers.to instrmc-
tional sparay -ilu bust facilitate the accomplishment of school-wide
 goals and imsiTug:ioml objectives for learne=s.

Groqy‘u~'ﬁnaceﬁurea can themselves be usefully subdivided:intm‘
two types, ®:” h wimed from-the purposes for-which the groupsiwere
initially fcMwd. @Onme type has as its purpose the teaching of subject
skills on th . lewel of the child's needs and the other grows out of an
awareness of - e need of the students in a democracy for actual practice
in 1living and woriing together efficiently and happily. The former.
groups may bhe referred to as being homogeneously formed with respect
to some goal, the latter as being heterogeneously formed, To expect
perfect#homqgaﬁeity'mf individuals within a group is uﬁréalistictand
can only be é:ﬁzﬁnsﬂ.whenwgznup»members are identical in termé of a
contlnuous seafeswitth maximux homogeneity of group membership as one

end point and minimum homogeneity or maximum heterogeneity as the
other»end,poin;.

The essential-differenme‘betWeen the two basic types of groﬁpings
is therefore the degree to which the similarity of group members is .
emphasized «fien this:similarity is measured in terms of chosen learner
characteristics qmﬂaeeds} ‘Homogeneous grouping refere to the organiia-
tion of stusents on the ﬁgsis of student similarity onvone or more

specific characteristics. The criterion for this classification may be,
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for example, age, sex, IQ, achievement or 2 combinz:icoa of thase or

other variahles. Alternatively, heterogeneous growpings inclunde a

diverse mixture of children who differ on one or mc=e ﬂarisbles.

This practice results from the hypothesis that in mfmrmbjec:t‘s, varied'

levels of maturity and experience may contribute morex=o the Eearning

F‘. . process and that interactiom of varied age groups may=ontribute to
social grthh and- understanding as well as to academiz growth Con-
sequently, pupils are sometimes grouped . heterogenenuslv as a matter of
deliberate policy. 1In the United States, heterogeneous grougin:g oves
mueh to John Dewey's influence. He maintained that a.school class
should ideally be a society miniature, containiné the: same merging of |
social classes and levels of abili.ty as one found in the adult
codununity. This special s:ignificance of grouping in a democracy was
recogniaed by Petty (1953, page 17) and Hildreth (1962, page 286) who
stated that skill in group .11"iving- is not learned’by chance but is

definitely planned for in the elementary school and that group

turns, wm:king with a leader, contributing to and sharing in a. :common
cause. TGiven the validity of these arguments, a complete grouping
.. _ p-roeedure should facilitate the creation of groups sufficiently hetero-
geneous to meet the purposes of the grouping as specified by 'those
responsible for the formation of the groups.. Such purpomes may be
best attained by the random:selection of group members. The random
assignment of students to groups is of course: the antithesis: af the

creation :0of homogeneous groups of students, which topic 'is: mext discussed.
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A Tommon assumpticm in the:formation of homogenemas groups is
tiat a ceacher can'more r=zadily adapt ;:‘:nstruc;tioﬁ to difimmences among
student= when the wrange of -differmnces within a class ﬁsz&ﬁﬂuced.i This
ie:s0 hecause group teaching becmmes more manageable when::tiie members:
of a group have»more'characteristics inxcéﬁ;on._ Suéh:gronping makeé.if
pnssiﬁﬂe.ior the teacher to adaptmmethnds ahd materialsvmoreucloséij -
to the level most appropriate for the ‘students. |

‘peachers often subdivide theifrmlasges to.facilitatéuinstrﬁctipn.
Subgrouping has been more apt fo occur in heterogeneous edasses than
in ability gruuped‘classes since teachers'have~employe&¢ttfﬁn.acéompligh
within graup fhomogeneity when this is based on abilityﬁn:wanhiévement
gata,

Such subgrouping is most common in eiementary schools :and is
used most frequently with instruction ih the skill areas of .reading,
speiling,‘and.arithmetica It is also used when conducting project
activities in science and social stmdies.

DeVault and Eriewall (1970, page 418);notedxthat:mathemat;cs;
.seems to be one arem of study which can be undertnkenkwﬁthgmmfmajor
concern for the rode: of one?snpeerfgroué;. They .claimediithat the degree:
'ofk;part'ix:’ipationizrthts kind of group,‘structuri;ng.éctiw:l:ty~'-'swou1d seem:
to: be ;:an important adjustable par=meter of the fﬁlly.tdﬁiviﬂuaiized
.ksarmingtenviroumgp%:;_gmmgﬁng homogeneous groupswmfaﬂ!mdentssfor
imwstracsion in reading:ﬁg:a;common;gzactide,in.eﬁﬁmentaqy.schools:&nd
the .subject has received considerable: attention i the.professional

literature. Petty (1953, page 39) noted the primary comsideration:in
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homogenssnsly grouping studempts for instruction in reading as being:
() the imstructional readimtg level of the students, (2) the genérai
mrmrmer level of the stufismcs, (3) the specific needs of students

embzzezivee= language skili:s(.,.:::nncjépts,v critical reading, socj_a]. adjus"t-

ment e other learnings  vazying all the way ‘from word recognition to

"

groups of srtudants for gpecfic instruc:tio.nal‘ purposes especial'ly'
as tthese. occur in the. skill:subjects in: thé elementary schoois, required.
its ‘inclusfon:-in a set of criteria to be met by an acceptéble gréu:ping,
procedurs. The first such criterion recoqﬁended the::fomatiovn of
‘homogenenns groupss » _
Criterion I. A numerical _gLroupi_,;xg_prqcedure .s'.h_gx,xld,_‘p_r,ovi;de
figr the creation of maximally homogeneous g;oups.
In the 1920"%s @mi 1930's many ‘studies attempted to compare
‘Het erogeneouss with husesgganeous groupings, Heterog=meous grouping was
comeonly base® on: @ diradmion by chronological age; homogeneous ;‘gi'ouping,
-x w=mndardized tests of mental ability, often.ccombined :ﬁith measures
f achievememt. Thesoutusmes of the related i‘eseareh are inconclusive
it indefinite (Beathers, 1969, page 2). What now ss=ems to be clear
ssofthat - many Saciod . other than the heterogeneity orzhomogeneity of
tre sgroupingss-were: involvesE., What the studies :seemed to show us was
-thast’- teaching: approximatély the same subject matter in ,approximately
tle=:same:-way -p'x:oduéed approximately the same r;esul'ts: whether ability

grouping was used or not. These groupirig practices were often based tmn
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the assumption that by choosing the proper ‘groupj:ng c:it:e'ria, the
variation of individual disfew=nces within the classroom group could be
reduced significantly, amd by so doing, e:ﬁble teachers to teach more
effectively. The facss are that whatewer the criterta, a reduction
im vaziability of a group by more tham twenty percext is unlikely
(B=athers, 1969, ‘pé‘ge 10). Ne'if:her does ability grmuping alone emable
tezchers ‘to create optimum: learning situations. So called:ability
grouping ‘tends to set arhiir=ary pattexrns which restrict rather than
encourage pupils to make: #Enil'l use of their individmal potential.
Grouping on the basis of ##&ility measures to cr=ate fixed groups over a
range of subject areas has generally bt=en superseded by i‘ndividualized
instructional progmams in which flexibility of the groupiing arzange-
ments reflect the more -i\n—dimidualized; goals of the: programs.
Consideratiat @& the above argument suggested.;a further criter-
jon of acceptability for a grouping procedure:

Criterion II. A numerimal groupimg procesture :should permit the

storage:of. diveerse data from wiich selecrions cam be:made to meet
different imtzrmctrizmal -purposes.

In the sdxties ‘aa:nd.méaﬂy'-fseventiesv a number of educational
4nnovations were tried intclassrooms across the Dirited Statés. Among
the. bestiknown .are nongradedness, team teaching, vertical or hetero-
geneous grouping-of stﬁdents., and the use of opew smace S&ho&k badlding
design.

“ftee most widespread:plan.for cont inuous fimdiwidualized! prmeress

4mschool s the nongraded:school. The gtaff urilization plan::itiz=t has
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done moét: to 'implement: the nongraded school is 'cooperative teaching.”
This includes any plam whereby two' or more teachers work with the
same group of students. -In this fozm of associative teaching,

several teachers have joint responsibility-for a. com’un;-vgroup of
students. The varioes pat:t:erns of ‘comperative teaching-all make pcs-
sible flexibility in grouping practices. They assume a way of Working
that permits the team ro mske decisioms about group size: gnd_compos_i-

tion as well as teacther roles that comtribute to the most effective

learning situation. They permit teaciers to atilize: whatever size .

and type of group.which seem warranted for given kimds of Jinstru‘ct:i.on.'.‘
Trends in school building .design also reflect: changes j.n .cvn.;g'an- |
jzation towards mongradef schemss of {mdiwvidustized “nstruction.
Th’e’re appest to be tmo main tremis away from :the xomventional type of
schoé_l planning: (1) 2 buiFldimg-wirich dedtberas=ly waters to a very. |
wide range of group afzmes and groom amtivities, {Z) & building which
is not based ‘on:any parstiicular-reachimg method: bt 4% adaptable during
its use toua wide- ramga: of learnipg activities. The potential range
of spaces Tequired for learning was brnken down .inte five categories
by Yates (1966, page Ii3): thoe= requized. by
(1) an imffeiduas chiffd; o
(2) small groups:of two or-more students,, &we.clearly below

the:-:conventional «class size:y

(3) ‘a groap-which is:at wor akwsst the couvemtional class size;

(4) groups which aremoticabfy larger than :the conventional

.class:mize, of say fiZfty.wrrmore;

3w
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(5) a-large assembly which may range up to the whole enroll-
ment of the school. L E m;.;gf
with specific regard to instructional grouping, the 1iterature'

identified four basic grouping patterns--independent study, one to

one, small group, and large group. All these need to be. considered

by staff teachers as they plan instructiona1 activities for students.i "" -;,;E

Consideration of student. 1earning styles, needs and interests demands

that each of these groups be avai1ab1e at some time for a11 students.
Consideration of the above - factors 1ed to the statement of a

third criterion of acceptability of a numerical grouping procedure\

Criterion III: The grouping procedure should_permit the

formation of groups, the sizes and numbers of which can be specified
by those responsible for the fornation ofuthe groups.

Grouping_procedures'recommended for use with one prominent nongraded
individualized instructional-program--Individually GuidedvEducation

(IGE) are now considered.

'Manual»Grouping PracticeS’in ICE.T-

Individually Guided Education (IGE) is. a comprehensive non- ,:77;“:f;hg-:
graded system of instructional programming, team teaching, differen~v,
tiated staffing and decision making. - IGE, in part attempts ‘to meet: ‘A- e
othe needs of individual students by establishing appropriately sized .‘h”
1nstructiona1 groups.. The grouping procedures typically recommendedx
in IGE schools include ‘the uti1ization of data from three basic

sources: _ S o LTy

et st et et menies i
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(1) cegnitive data from tests, observations, performances,

and work samples,

(2) personel data on learning styles,‘

3 affective data such as 1nterests, attitudes, and motiva-

tional levels (Sorenson, Poole and Joyal, 1976, page 37)
~ } The recommended IGE process of grouping students for instruc-
tional purposes is complex but generally proceeds as follows:

a1 identify the objectives;

..(2) iy th;m;;;;;;;;;: ..... ;;;;;;;I:“;;HW;;;;:;;;; \\\\\ ;;;;MMMMme“Wm“ ..............................
obtained on the students;

(3) assign students to groups, and groups to shysical‘Space;

(4) assign unit staff to groups;

(5) monitor and evaluate student progress.

Typically, teachers assigned to?tﬁe unit of between 100-150
students specislize in handling the various data (e.g., oneiteacher
may be responsible for assembling data on pre-tests, another on
Mlearning styles, anoth::Jon interests, and 8o on. With the respon—

sibility for preparation of summary data delegated among seéerel

teaéﬁEfE:’§3§Eﬁ§5ﬁ:“§351€”§ﬁ&”36§a1t(1976,ipagew38pidividedvthei

- grouping problem into three sucressive stages:
h(l) Form groups according to assessmeﬁt data ;
.M(Z) Reconsider groups formed in (1) and/or form subgroups
from groups formed in (1) on the basis'of‘learning styleS’

(35®Reconsider groups and/or subgroups from (2) above on the

basis of interests,vattitudes, and motivational level.

38
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Sorenson, Poole and Joyal (1976, page 38) also provided the.
following illustrative example of the grouping process. The illustra-
tion involves grouping one hundred and twenty 9-12 year old students
for instruction in a science topic (vertebrates)f

'The teacher who had assumed the responsibility for sumpariéing
the assessment data (pre-test results) has already piacéd the 120
children in the unit into four groups and has‘duplicated the naﬁes

n0f. the students.‘ These appeared as follows:

(40 students) 1. Students who do not meet the mastery 1evei
(90 percent) for any of the five classes of

. vertebrates and need work on all of the
‘material, _

(30 students) 2. Students who need work on three of four
classes: mammals, fish, amphibiané, and
reptiles,

(40 students).3. Students who need worl: an'éwQ ofvthreé
classes: mammals, amphibians, and feptiles.

(10 students) 4. Students who meet tne mastery level on ali

five classes and do no;‘neéd*BEEiE"WBtﬁfbﬁ““W'”mm””"mmL

vertebfates. -
The initial gfouping step can be expected‘tq;take approximately
five minutes of meeting time. |
The second step in grouping is to reconsider the initial groups

formed on the basis of assessment scores. In the illustration this

reconsideration is based upon learning -style, but need not be. The

a9
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teacher "specialist" on learning style and media preference adds the"”

data on learning style which includes (1) attention span-continuous,

irregulaz, short bursts; (2) sound to1erance-low, medium, high,

(3) group size—alone, one-to-one, small, other, 4) assignment

‘type—teaclesx or:student-selected° (S) perceptual strengths and styles

*t (preferred mesdia). These 40 students fa11 1nto three subgroups as
indicated.m&ﬁow. Tbe teacher Specialist on affective data looks at
the needs of’ these 40 students and compiles the entire 1ist at once.

Doing this, the stuﬂents who do not meet the mastery 1eve1 for any of :

the five cl=sses of vertebrates are subgrouped as follows-
{10 stud=nts) Group A. (continuous attention span)
(low tolerance for noise)
Learning (small group (3-13 students))

Style (self-selected assignments)

(a combination of printed and audio-

visual materials)

(medium interest) -

Affective_ Omedium motivation)

(low to medium attitude toward science)

(17 students) Group B. (sho*t bursts of concentrated effort)

(to1erated distant noise Well)

Learning (small group) S EREIE R,

Style (teacher-selected tasks)

(mainly audiovisual-and activity-oriented'

materials)

490

o e




22

(low interest)

Affective =  (low motivation)

(medium to low attitude toward science)

(13 studenté) Group C. (irregular q;ﬁention épan).
| (high level of activity/noise)
Learﬁing "(one-to-one and small group)
Style (teacher-selected tasks)
(high interest, Audiovisual materia
and activities) l
(low interest)
Affective (low moﬁivation)
(low attitude toward science)
The three remaining init;al groubs'formed on the basis of
assessment are reconsidered in the same manner as above. Reconsidered

groupings are indicated in the diagram below.

Group A " Group H Group G
10 students 10 students - 15 students
Group B . o Group F
17 students : 25 students
Group C Group D Group E
13 students 10 students 20 students

41
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School areas are then assigned primarily on the basis of groups'b
needs relative to: (¢H) noise level; (2) heavy use of audiovisual
equipment' (3) facilities for one-to-one and independent study work.
Sorenson, Poole and Joyal (1976, page 41) reported that the assignment
of students to groups and groups to spaces can be eXpected to take
'approximately 35 minutes. | W

The purpose of the above Qrouping scheme seems clear as do its
procedures. However, its efficiency and effectiveness remain dubious.
Its objective is to form homogeneous groups when similarity is measured i
on such factors as pre-test results, learning styles and interest
levels. The procedure for forming groups is chgracteristically
sequential with subgroups being formed from within previously deter—
mined groups. It is a decomposition method, the composition of the
final groups being independent of the order in which the factors are
considered. The number of groups to be formed is not a prior con-
straint on.the procedure, but '"natural clusters are sought. Judgments
" are made as to where the boundaries of these natural clusters occur.
Having made judgments on group boundaries, the task of allocating
students to them is routine and can be expected to be accurately done
in the manual mode. It may, however, be tedious and time consuming
considering that the data is most easily analyzed in rank order. The
example chosen considers only on? data set (pre-~test results) on the
first sorting into groups., Use of data from more than one test, even
.1f this multivariate data is summarized, is more complex and time
consuming in its analysis. Similar considerations apply to the sorting

at other levels.
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o Prior to the assignment of groups to instructional areas must‘
be the assignment of teachers to groups. AB a consequence of this
constraint, the final number of groups to. be used must be deliberatelyv
chosen by the instructional staff to it in with teacher availability _
and teacher competencies to instruct. groups with different needs.'
In the grouping procedure described‘here,.this recombining of.groups;"‘
or joint instruction of groups by the one teacher‘is a,decision‘of'v
the instructional staff and is based on a knowledge of previously
identified homogeneous groups. | |

The preceding example involved the grouping of students for

)
instruction in a particular science topic on vertebrates. Such a

topic may be one of a set of topicsiwhich make up a complete instruc-
tional program in science. Although not specified in the earlier
illustrative example, topics may be further considered as relatively
short-term aggregations of instructional objectives. Within' the 1GE
instructional programming model, instructional‘objectives are the |
most specific outcome oriented statements for goal attainment and
state for each student what is to be accomplished, at-what level of
expertise and sometimes by when it will be dome (Spuck, ﬁunter,

owen, and Belt, 1975, page 7).

It should be noted that some instructional programs define
prerequisites at either the topic level or the instructional objective
level. Instructional objectives or topics within an instructional
program may be interrelated in predetermined ways, establishing for

the program a network of prerequisites. If such prerequisites exist
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mo within a’ program- the - objectives -are: sequential For.example,»the _>

achievement of objectives in a mathematics program is often sequential

in nature, with completion of IOWer-order objectﬁ"p'being prerequi-,..
site for progress toward higher-order objectives.. Not all objectives

need be re1ated sequentially,~hcvever.' Many may be re1ative1y inde--fﬂ .;“
pendent, and can be attained at . any one of several points in the

program of individualized learning. Some instructional programs are

characterized by the absence of prerequisites and are. therefore non— )

sequential in nature. The earlier i11ustrative example on vertebrates:"

" may 'be considered as one tooic in a sequence of science topics a11 of
which may be interrelated in a. network of prerequisites at the topic J-‘c ii;
level. _ , ‘ ‘ | | ‘ | -

Developing MathematicalqProcesses,(DMP),and thefﬂisconsin ﬂesign.

Kfor Reading Skill Development (WDRSD), .both instructional programs |

::veloped at the Wisconsin Research and Developnent‘Center, contain

networks of prerequisites at the instructional objective‘level. |

Networks of prerequisites are best described by reproducing Spuck;

Hunter, Owen and ﬁelt's diagrammatic illustration (1975,.page 25).,

(5)

G 02’000 ®

(a) Network (b) Linear (¢) Non-sequenced

Figure 1-1: Sequencing of Objectives i
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In a network an objective may have more than a single objective

as a prerequisite. For example, objective six in Figure la has as
prerequisite objectives two - and four° obiective six is in turn pre-
requisite to objective seven along with objective five. The linear ‘f
form (Figure 1b) is clearly a special case of the network form. .
Figure lc shows the non-sequenced case. Here, no objective is depen-'
dent upon, or prereqpisite to, any other objective.’

The Wisconsin System for Instructional Management Wis- -SIM),

the computer support system which supports IGE, has been designed to

assist in the management of instructional programs which contain a
prerequisite structure. Belt (1975, page 6) reported that within
WIS-SIM the‘establishnent'of instructional groups is generallv
accomplished in two steps.

Firstly, the unit leader or another teacher assesses the over-’
i

all instructional needs of the students in the unit by examining "Unit

Performance Profiles" (see Appendix ¥, page 375) for the wvarious sub-
ject areas under consideration. The Unit Performance Profile sum-
marizes for each student in the unit his past performance in that

subject area. Secondly, having assessed the overall status of the

students in the unit, a number of instructional groupings are
requested from the computer.' Each instructional groupingwreconmenda-
tion (IGR) consists of three parts. For each instructional group
(skill or topic) requested, there is an Instructional Grouping

Recommendation (Group) Report (see Appendix F, page 3755thich, in

addition to listing the students who are eligible, also indicates any
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previous experience the student may have had with the instructional
objectives. he second part of the IGR is the Instructional Grouping.
Recommendation (Summary) Report which identifies. students eligible :
for the skills requested. The third partvof the IGR is the~Instruc-‘uh
 tional Grouping Recommendation (Omissions) Report which 1ists studentsf'
who did not qualify for any of the requested instructionsl groupings.
Students fail to qualify either because they have not mastered the
necessary prerequisites or because they have already mastered the
'topic. These grouping recommendations are considered at a meeting of
the teachers of the unit who evaluate the :grouping rsconmendations.

Tn addition to the three-part grouping:report&,reganbs are
availalile to the unit leaders in order to establish #nstructional
groupszito meet the needs of‘students not included in tie="IGR. The.
Topiic: Deficiency Report (Appendix 'F, page 381 ) lists the specific
prerequisite deficiencies which prevented individunl students'from
qualifying for placement in a particular instructional group. The
WIS-SIM-reports described above illustrate the significant emphasis
that IGE places on the establishment of appropriate instructional
groups to meet student needs. -

From this examination of both IGE and WIS-SIM grouping practices
as they were currently being used in some schools, it appeared that an
automated grouping procedure should consider the organizational
structure of the instructional program being used. It therefore’
appeared that a grouping procedure, to be useful in hierarchically

sequenced instructional programs, should result in groups compogsed of
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-students all of whom_have met the‘instructional'prerequisitesdsetxfor“

the topic to be studied.. For programs in which the prerequisite o
structure is not of primary importance, this feature need not be pro-
'vided. This recommendation is expressed in Criterion IV° e“
Criterion.IV; The grouping procedure should take into account
the prerequisite structure of theoinstructionsl program when such
prerequisites help determine the comnositignﬁof.thegggoups to be

formed.

Eactors On Which To Form Groups

The basic data used in a grouping procedure isza. set of stus

, ‘ |
dents on which we have recorded measurements. 'The initial choicef

the particular set of'measurements used to describe\eachdstudent
‘ constitutes a frame of reference within ﬁhich‘to estahiish;the group- "

ings. The choice reflects the instructional stafffs’judgment‘of ) |

relevance for the purpose of the grouoing snd_theﬂfirst ouestion to

ask when grouping'students concerns the variables and whether the

correct ones have been chosen in the sense that they axe relevant to

'the purpose of the grouping. For example, when grouping students for

purposesbof reading instruction, it is gemnerally mot sensible to - i fé

include such variables as height, weight, and other vitalrstatistics :

since,wthewacquiaitionhofﬂreading skills is not considered to be

dependent upon these variabies. It is important to bear in mind that

the initial choice of variables is itself a categorizstion of the

data which has no mathematical or statistical guidelines, and which
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reflects the investigatof's judgment of. relevance for the purpose of
the ggguping; .

Everitt (1974, page 12) noted that researchers in the natural
sciences take a unique approaéh to this pr&blemixhrnugh thé,"ﬁypothesis _
;Uf nonépecificity." Briefly,.it is assumed ;hat“the:grouping Btrd;-
ture (considered as:mmconstrained) is aepend;;gxon many variéb1¢s,"
-:any single one of which can be deleted or added without noticeable
effect. As a consegmence, numerical‘t#xonomy:or:clustering 1nvé9tiga-
tions often involve;ﬁuge.ﬁuﬁbers of variables. ,Oﬁm:;e o;her hand;
‘mehavioral and s&ciﬂl scientists, sté:isticians;;and engineers strongly
emphasize parisomy -and seek to minimize the numberjof‘ﬁeasured_var-v
iébles. This approach puts a premium on wise selection of variables
both for-relevénce,and discriminating power. |

J,ockhart and Liston (i970, page 8), when commenting on the
clustering of data in microbiology, cautioned about types égi;ariables
on which not to base the formation of groups. Their advice, although
directed towards a non-educational field, is pertinent in considera-
tions of relevance and discrimination.

1. Meaﬁingless characteristics which do not have proven direct
or indirect affect on the purpose for the grouping should not be
considered.

2. Characteristics positive, negative or very much of the same
magnitude for all units in the original group should not be included
in the list of factors on which to form groups as they do not provide

useful discriminatory information.

48




30

3, Redundant characteristics should be avoided. 1Inclusion of

a gseries of obviously and closely linked or correlated chéracteuistics

will not provide -very much extra discriminatory powér in the formation
of groups. |

4. It iszmandatory that precise methods and exact definitions
be employed in:testing. Vague terms are inAppropfiate for identifi-
cation purposes-and inappropriate for computer coding. Presence/
absence, positive/negative, character states reéresenting exact.
‘categories for .quantitative character rankings on variables or
variables capable: of interval or ratio measurement are best for
coding.

The selection of factors on which to form instructional groups
should be based on these considerations of parsimony, relevance, and
discrimination. Already the review of grouping procedures. in the
previous section has led to the identification of several-relevant
factors or sets of faétors. These include achievement scores, learn-
~ ing styles and interest levels as recommended in the IGE literatﬁre |
(Sorenson; Poole, and Joyal, 1976, page 11). Although it cannot be
claimed that the use for grouéing purposes of these factors is wide-
spread, nevertheless, a grouping procedure should make provision for
their use. Particuiarly, cdnsideration needs to be given to their
measurement and the effects of cqmpounding their measures int; indices
of similarity.

According to their purposes, teachers may choose to group

children by a number of different criteria such as: aptitudes,
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achievement, interest, sociometric choice, and the:rask at hand

kel
- A

(Sorenson, Poole and Joyal, 1976, pagef12).,w._w

Aptitudes
Aptitede is potential'ability for achievemenn Abilitieslinf'

the sense of Special aptitudes are frequently critteecia for - grouping.n
students with comparable aptitudes for a foreign language, for example, ‘
may be placed in the same language groups, Studenns with comparable )
physical abilities may similarly be grouped into teams for Sports
activities.

The most cemmonly used criterion inﬁdlviﬁg“ability, hoﬁeve:;
is probably that of wmental abiliﬁy& Mental ability as maasured‘by B

scores on standardized tests'ismrarémy'usedfas;a;snle‘ctiﬁerionbfbr

grouping. 'In most casses wheremteadhers‘conﬂidermmental ébility'

" test scores as a.basis For. grouping,.iachievement scores.:are also taken
into aecount. Socialgsxudiee groups, for instance, .may be based on
mental ability and reading achievement as well as,paﬁt grades in

social studies.

Achievement

Achievement tests measure the present proficieﬁcy, mastery, and
understanding,of!éeﬁerai and épecific areas of knowledge. Achievement
tests are either standardized or specially constructed tests. Stan-
dardized achievement tests can also be classified 1nto.general and
special tests. General tests are typically batteries of tests that

measure the most important areas of school achievement: language
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'usa;e vocabulary, reading, arithmetic, and social studies. Special
achievement tests are~tests in . individual subjects such . as history,
.science,_or English .....
_ Perhaps reading achievement data has been most frequently used

as the basis for classroom grouping. It has been used not only to
determine reading groups, but also for groups in’social’studies and
other subjects. | |

| Achievement data from the curriculum area in which the groups
are to he formed is commonly utilized, and in IGE a further breakdown
within the curriculum area according to the instructional objectives
is frequently necessary. For example, a'student might have'high
achievement scores in mathematics in sets and geometry, but medium

to low scores ‘in computational areas.

Interests i
As a criterion for grouping, interest takes into account an

important dimension of 1earning that grouping by ability and achieve~

ment may neglect--namely, motivation. 1f a child is to be motivated
to use his ability, he must be interested in the task at hand. Many
teachers, understanding the role that motivation plays in learning,
group for interest. Students interested in learning about verte-
brates, for example, will be more likely to work effectively if
grouped together than if forced to choose some other ecience topic in
which they have little interest. Interest inventories useful in

measuring interest in different areas employ criterion keying of items.

The assumption is that the subject's responses to a set of items,
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presumably representative of'particular vocations or areas, indicates
T his 1nterest.1évei.in that area. His responses are then cowmpared to
the responses of members of the v#rious vocations or areas. The |
Kuder Preference Record (Anastasi, 1961, page 538) yiélds a profile
of responses measured as percentiles alcong scales each representing

a particular vocation or area.

The measurement of the attitudes and values of students for

purposes of forming instructional groups does not seem to be recommended
in the literature. However, objective tests are available for these
. purposes and most often result in ordinal level measurements. - Their.

use for gfouping purposes does not seem to pose any unique difficul-

ties. ' ' {

Sociometric Choices

This is another basis for grouping. By informal means and by

using sociograms, teachers are able to analyze the patterms of social"

interaction in their classes. Then can identify the students who

B e R S R L R

are at the ceﬁter of clique groups, the students who make mutual
choices, and those who are isolated. They are aware of the roles

EEEE different children play in different classroom groups.
Teachers can use their sociometric knowledge to help place

apparently isolated and rejected children in group situations where

they are most likely to interact effectively.with others.
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Learning Style

Learnihgbsfyle is variously &gfined in terms of factors which
aid the learning of individual students., For example, Bechtal (1971,
page 46) defined learning style in individualized instruétion‘programs
as "those factors that ease and facilitatellearning for an individual
student in a given situ#tion. Dunn and Dunn (1972, page 29) provided
the following twelve elements of learning style as identified by use
of an observation schedule with each element measured on a Likert
scale.
1. Time most alert
2. Attention span
--3.,-Tolerable noise level
4, Type of soﬁnd
5. Type of work group
6. Amount of preséure
7. Type of pressure and motivation
8; Place
9, physical environment and conditions
10. Type of assignménts
11. Perceptual strengths and styles
12. Type of structure and evaluation _
Hunt and Sullivan (1973, pagé 221) proposéd three categoriés
of learning style based on a conceptual levels dimension that ranges
from a very concrete level at whiéh the person is unsocialized and

capable of only very simple information processing to a complex stage
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where the person is self’ responsible and capable of processing and
organizing information in a complex fashion.’ Hunt and Sullivan j:
-utilized a written response test which they use to categorize the
1earning styles of rrSpondents._f7 . - R

‘The Witchita Public Schools System in Kansas (1975, pag 1:71“'

categories of (a) information-gathering/receiving, (b) social work
conditions, and (c) expressiveness preference. Within each of these
areas are subtopics as follows

(a) The area of information gathering/receiving considers

1. Auditory Language The way a student hears words-igif; o
 processing: spoken wm,ds~ S ——— ﬂ * L

2. Visual Language-l The way a student sees. words,v ‘
processing written 1anguage.‘ | -

3. Auditory Numerical The way a student hears numbers,

.processing spoken numerical values. .

4, Visual Numericai: The way a student sees numbers,
processing written numerical values.

5. Auditory-Visual-Kinesthetic: The‘way a studentv1earns
by doing or involvement. Emphasizing thevexperiencing
or manipulative 1earning style which is almost always
accompanied by either auditory stimuli, visual stimuli,
or a combination of both.

(b) The area of working considers whether a student likes to

work or 1earn in a group or alone. They are appropriately

titled as follows:
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1.‘Group learner: A student who i;kes to work with at
least one other person WhenFthéféflé'iﬁpbttant”wbtk to’
be done,

2. Individual learner; A student who works and thinks
best alone. This student is usually a self-starter and
frequéﬁtly finds working wi;h'other students‘distr#ctihg.

(c) The area of individual ekpressi§eness considers how a
student prefers to expfess himself. Basically, they fall
into one of these two broad.categofieé}"

1. Oral expressive: A student who prefers to say what he
knows. Usually, answers or ekplanations are better
given orally; however, some students may indicate this
preferencemsimply because they are too lazy to write.
things down, o

2. Written expressive:v.A étudent who prefers to write down
answers or explanations. ' Students who exhibit a _
reflective cognitive learning style may prefer this

method.

The Kansas instrument, currently being developed, requires the =

administration of a twenty-minute 6bjectivé tesﬁ; Ihé #dministtation
can be given to a group and results in scores on each of the nine
dimgnsions. Scores 33 through 40 are conside;ed as ihdicating a major
learning.égyle, scores from 20 through 32 as a minor'learning‘étylen
and below 20 indicates the student uses this‘style to a negliéible

; Iy
extent. L 5‘)
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Measurement of Factors Used in Grouﬁing

Ability, aptitude, achievement, interest,andllearning style
test scores are ordina%s They indicate the rank order positions of
the students. The scales used in their t:sting neither have equal
intervals or absolute:zeros. Therefore, strictly speaking thé gstatis-
tics (e.g., similarity indices) that can be used with ordig;i scales
do not include statistics such as r, t, or- F. However, As Kerlinger-.
(1973, page 440) noted in the measurement of preferences and atti-
tudes, for example, the neutral pointa of a Likert type scale can be
considered natural origins. Fur;hermore, Kerlinger (page 440) adopted
a pragmatic ViGWPoint'abOut making the asshmption of equal intervals
measurement for data which are strictly1speakigé”;¥d1nal. He opihes.
that the assumption work;. It is probable that most psyéhological and
educational scales approximate interval equality fairly well. However,
in making this assumption, care must be taken in (1) noting scales
which possess gross ineqﬁality of scale and (2) in the interprétation
of‘the obtained measurements,

From the foregoing desc:iption of relevant Var}ables and their
measurements, the data set used in grouping student; can be expecfed
to be heterogeneous; tha’ , of the same type but of different scales
(Hartigan, 1975, page 50). Although it appears likely that the most
commonly occurring scale will be ordinal (perhaps considerea as éh
interval scale), it is possible that a categorical scale may be
required in the measurément of some variables. This likelihood found

expression in the followiﬁg criterion of acceptability for a groubing
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_procedure.

Criterion V. The groubinz Drocedure shouid'perﬁittthe selec~

tion and use of data measured on different,scales as this is considered
relevant to the_pur;o_se of _g_fpunin&

A brief summary of quantitative nodels'for grouping used in
some non-educationai areas follows. These clustering techniques,
already introduced in section 1-1, will be examined for tneir purposes
and characteristics in an attempt to ascertain their relevance to the
problem of grouping students for instructional purposes.. This survey -
will be preliminary to a detailed examination of those techniques. |

considered as being most relevant in the solution of the problem.
Numerical Grouping Procedures

Certain numerical grouping procedures which had been found use-
ful in other areas of study were considered to be potentially useful
for instructional purposes. 'These grouping procedures can be based
on student chsracteristics and produce sets of possible groupings.
SOme procedures take into account constraints such as numbers of
groups. ''Cluster analysis" is the generic term for these‘techniques’
which are useful in the analysis of multivariate data and which result
.n tne grouping of similar objects. Some of these clustering tech-
niques attempt to solve the problem: Given n objects or individuals,
each of which is measured on esch of p variables, devise a classifica-

tion scheme for grouping the objects into g classes such that the

similarity between pairs of objects in the same group is greater than
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between pairs of objects in different groups.

The need for c1uster analysis has arisen in a natural way in

and social sciences (e.g., psychology), the earth sciences (e.g-,
geology), medicine (e.g., psychiatry), engineering sciences (e.g.,

pattern recognition) and the information and policy sciences (e.g.,

‘ information retrieval). However, it is only since computets; which

can take the burden of the very large amounts of computation generally ‘

involved have become available, has much attention been given to
clustering procedures, Consenuently, this field of study is as yet
relatiVely undeveloped, and mathematical statisticians only recently
hane begun ts formalize c1ustering procedufes of nhich there are
numerous examples (Anderberg, 1973; Everitt, 1974, and Hartigan, 1975).
Since the use cf clustering procedures in education had been infrequent
(Baker, 1972, page 1 and MbRae; 1971(b), page 3), 1ittle was known
regarding their utility in forming groups for instructional purposes;
however, given the importance of grouping students for instructional
purposes, the examination, selective application, and evaluation of
clustering procedures seems warranted.

Clustering cechniques have been_classified into types by
Everitt (1974, page 7) as follows:

1, Often a hierarchy of clusters is sought, rather than one

level of clustering. In the hierarchical techniques, the classes

{(clusters) are themselves classified into groups, the process being

_repeated at different levels to form a tree or family of clusters. The

‘tree may be represented diagrammatically as a dendrogram.

08

many fields of study—-the 1ife sciences (e Bes botony), the behavioral
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2. Optimization-partitioning'techniques which deemd upon

establishing clustering centers and which then grow in size by

merging other objects into the clusters.‘ The central idea in mest
of these methods is to choose some initial partition of the objecte
ané then alter cluster memberships so as to obtain a better paztition.

3. Density or mode-seekingﬁtechniqpes attempt to compare

relative distance between entities (considered as points in metric
space) and to search for continuous relatively densely populated
regions of the space surrounded by continnous:relatively empty
regions. |

4. Clumping techniques,'unlike most classification techniques,

permit an overlap between the clusters. - The clusters produced by

these techniques are not mutually exclusive; that is, an entity may
be a member of more than one group or clusterz
5. Other methods which do not fall clearly into any of the
four previous groups; forlexample, factor analysis and discriminant
function analysis. |
These types of c1uster1ng teehniques are now briefly described.
In the descriptlons, "entities" are the individuals ‘or objects which

are to be placed into groups or clusters.

Hierarchical Clusterirng Techniques

Hierarchical techniques may be subdivided into agglomerative
methods which proceed By a series of‘successive fusions of the N
entities. into groups and divisive methods which partition the set of N

entities successively into finer partitions. The results of both
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agglomerative and divisive techniques may be presented in the form of
a dendrogram, which is a twordimensional diagram illustrating the

fusions or partitions which have been made at each successive level.

Agglomerative Methods

The basic procedure with all these nethods is similar. They
begin with the computation ofla similarity or distance matrix between
the entivies, For example, a very common similarity coefficient is the
product moment correlation coefficient, and perhaps tne mcst common
~distance measure is Euclidean distance. -

At any particular stage the methods fuse individuals or grOups
of individuals which are closest (or most similar). Differences
..between methods arise because of the different ways of defining
distance (or similarity) between an individual and a group containing
several individuals, or between two groups of individuals._ some of
the methods are only really suitable for use when a distance matrix is
used as the starting point, and where this is so it will be noted.

Several agglomerative hierarchical techniquee are now described and

for convenience the description will be in terms of distance measures. -

(1) The Nearest Neighbor or Single Link Method

This method can be used both'with‘similaritv measures and with
distance measures. Groups initially consisting ofgsingle individuals
are fused according to tne distance between their nearest members, the
.groups with the smallest distance being fused. Each fusion decreases

by one the number of groups. For this method, then, the distance
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between groups is defined_as the distance between their closest mem-
bers. Everitt (1974, pége 9) provided the following example in which
five individuals are to be classified, and the matrix of distances

between the individuals, namely Dl’ is as follows:

1 2 3 4 5
1 0.0 2.0 6.0 10.0° 9.
2 2.0 0.0 5.0 9.0 8.0
D.=|3 6.0 5.0 0.0 4.0 5.0
4  10.0° 9.0 4.0 0.0 3.0

5  9.0- 8.0 5.0 3.0 0.0

- —

(In this matrix the element in the ith row and jth column gives the
distance, dij, between individuals i and j.)

At stage one of the procedure individuals 1 and 2 are fused to form
a group, since d12 is the smallest entry in the matrix Dl' The distange

Letween this group and the three remaining single individuals 3, 4, an” 5,

are obtained from Dl as follows:

d(gay3 = min [dy35dp5] = dy5 = 3.0,
d(12)4 = min [dl4’d24] =,d24 =9.,0,
d(19y5 = min [d5,dyq] = dyg = 8-0

A new distance matrix D2 giving inter-individual distances, and group-

individual distances may now be formed.
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(1zy 3 4 5

12y 0.0 5.0 9.0 8.0
3 5.0 0.0 4.0 5.0
D, = 4 9.0 4.0 0.0 3.0
,,L;S Ceo se meee]T

The smallest'entry in D, 1is das-which is 3.0, and so individuals 4 and 5
are fused to become a second group, and distances now become

d(12)3_= 5.0 (as before)

412y (as) = T [d140d1500540925) = dp5 = 80

= min [d34,d35] = §34 f 4.0

(453

These may be arranged in a matrix'D3,

(12) 3 (45)
(12) 0.0 5.0 8.0

D, = 3 5.0 0.0 4.0

el

(45) 8.0 4.0 0.0

The smallest entry now is d(45)3 and so individual 3 is added to the group
containing individuals 4 and 5. Finally‘fusion of the two groups at this ¢
stage takes place to form a single group containing all five individuais;

The dendrogram showing these fusions appears below:
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Figure 1-2: Dendrogram Using Single Link Method

This technique seems to have been first described by Sneath (1957),

and later by Johnson (1967).

hY

(i) The Furthest Neighbor or Complete Linkage Method

This method is exactly the opposite of'the-single linkage method,
in that d*"tance between groups is now defined as the distance between
their most remote pair of individuals. This method can also be used

with similarity and distance measuret.

(11i) Centrocid Method

In this method, groups are depicted to lie in Euclidean space, -
and are replaced on formation by the coordinates of their centroid.

The distance between groups is defined as the distance between the
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group centroids. The procedure then is to fuse groups .according to

. the distance between their centroids, the groups with the smallest

distance being fused fii&t. Again, this method can be used with both

similarity and distance measuree.

(iv) Group Average Method

This method defines distance between groups as the aver#ge of
the distances between all pairs of individuals in the two groups.
Sokal and Michener (1958) used this average asva méasure of distance
between an individual and a group of individuals, wﬁile Lance and
Williams (1966, page 60) extended it to a measuré of distance between
groups.

' Tbe procedure can be used with similarity and distance measures

provided the concept of an average measure 1is acceptable.

(v) Ward's Method

ward (1963, page 236) proposed that at any stage of an analysis
the loss of information which results from the grouping of individuals

into clusters can be measured by the total sum of squared deviations

of every point from the mean of the cluster to which it belongs. At~

each step in the analysi;, union of every possible pair of clusters

is considered gnd thé two clusters whose fusion results in the minimum
increase in the error sum of squares are éombinéd. Everitt (1974,
page 15) provided thg following example in.which five individuals are
to be clustered\bﬁ the basi; of their values on a single ygriable
using this method of cluster analysis. ‘The values of the vafiable

for eaéh of the five individuals are:
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Variable
Value
1. 1
2. 2
Individual 3. | 7 )
4. 9 .
Se ‘12

The error sum of squares (E.S.S.) is given by: 4 :

n
2 1 2
E.S.8. = E X -4 (zxi)

where Xy is the score of the ith individual. At stage one, each
individual is regarded as a single member group and so E.S.S. is
zero. The two individuals whose fusion results in the minimuﬁ

increase in E.S.S, form the first grqup,'and for our data these are

individuals 1 and 2 and the E,S,S. becomes 0.5. At the next sfage

individuals 3 and 4 fuse to form a second group, increasing'the{ |

E.S.S. by 2.0 to 2.5, Next, individual 5 joins the group formedlpy
3 and 4, and the E.S.S. increases by 12.7 to 15.2. fiha11y,'the o
remaining groups are fused and the E.S.S. increases by 71 6 to
86.8, |

These results may be summarized as a dendrogram which is

shown in Figure 1-3.




- 868

152

2-5 —
05— [ o
2 3 4 5

Figure 1-3: Dendrogram for Ward's Method

Probably the majority of the applications of agglomerative

hierarchicalWtechniquethavembeenvin»themfleldswof~biology~andVH,U,VWU

zoology. They are particularly useful for plants and animals when

these are hierarchically grouped>witﬁvfégﬁééiﬁfd2ééﬁéfié' -

" characteristics.

Baker (1972, page 352) described the application of hierarchi-
cal procedures to an instructional grouping situation and noted their
usefulness in providing information about the dynamics of group

formation.

Divisive Methods

with divisive methods the first task is to'split the initial
set of individuals into two. Now a set of n individuals can be

divided into two subsets in Zn'lv- 1 ways, and althodgh_Edwards and
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cavalli-Sforza (1965, page 362) considered them #11, this is obviously
only possible for very small sets, even with a 1arge.computer. In

the case of even moderately large sets we have to impose a restric-
tion on the number of ways considered. There are two Eypes of

divisive techniques: mcnothetic, which are based on the possession

. -

or otherwise of a single specified attribute, and polythetic, which
are methods based on the values taken by all the attributes.
Everitt (1974, page 18) considered the most feasible of the
.”poiythetic divisive techﬁiques is that described by MacNaughton-
émith et al. (1964, page 1034). 1In this instance a splinter group is
accumulated by sequential addition of the entity whose total dis-
similarity with the remainder less its total dissimilarity with the
splinter group is a maximum. When this difference becomes negative
the process is repeated on the two subgroups. ‘The measure of
dissimilarity used is the average Euclidean distance between each
entity and the other entities in the groups For example, the distance .. .. .

matrix D, shown below, gives the distances between seven individuals,

5 {29 25 22 7 o 1 17
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These individuals are to be divided 1n£o two groups usihg this method.
The 1ndividua1 used to initiate the splinter group is the one whose
average‘distance from the remaining individuals is a maximum. This
is found to be individual 1, giving the groups

(1) and (2, 3, 4, 5, 6, 7).
Next,the average distance of each individual in the maiﬁ group to the
individuals in thel§p11nter group is found, followed by the avgfage
distance of ecach individual in the main group to ﬁhe othér 1ndi§idf
uals in this grbup. The difference between these two averages is
then found. This gives the following'résulté:

- Average Distance Average Distance
' to Splinter Group to Main Group

Individual (1) (2) . (2-1)

2 10.0 25.0 15.0

3 7.0 23.4 16.4

g e e G 30.0 14,8 -15.2
5 . 29.0 16.4. -12.6

6 38.0 | .19,0 ' -19.0

7 42,0 22,2 -19.8

The maximum difference is 16.4 for individual 3, who is‘thergfore
accumulated into thg Splintgr group giving the two gréups:
(1,3) and (2,.4, 5, 6, 7).
This method has the advantage that the computation required is
considerably less than for an all possible subdivisibns method. As

with other divisive techniques, an inefficient early partition cannot.
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be corrected at # later stage. This is also the case for agglomera-
tive techniques.

Monothetic techniques are usually used in cases where binary
data is used. A division of the set of data is then initially into
those’individuals who possess, and those who lack, s;ﬁe one specified
attribute. If only divisions of this simple type are considered
then, given data for, say, m attributes, there are m potential
divisions of the initial set, (m~1) potential divisions of each of
the two subsets thus formed, and so on. éhch a division is termed
monothetic, and a hierarcﬁy of such divisions a monothetic classifi~-
cation. Association analysis (Lance and Williams, 1965, page 246)

is a monothetic technique.

Partitioning Techniques

This section describes clustering techniques-which produce a
partition of the objects, but differ from the hierarchical techniques
in that they admit relocation of the entities, thus allowing poor

initial partitions to be corrected at a later stage.

..... N

The majority of these techniques can be formulated as attempts
to partition the set of entities so as to optimize some predefined

criterion. For example, many of them attempt to minimize trace W),

~where W is the pooled within groups matrix of sums of squares and

cross products. Most of the methods also assume that the number of
groups has been decided a priori by the investigator, although some
do allow the number tc be changed during the course of the analysis.

Most of these techniques employ three distinct procedures, which are
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as follows:
(a) A method of initiating clustexs;
(b) A method for allocating entities to initiééed clusters;
(c) A metﬁéd ofvreallocating some or all of the entities to
other clusters once the initial clasBificatbry éfocesg has
been compléted. - |

The differences between the methods lie primarily in (a) and (c).

Techniques Used for InitiatiggﬁClustérs

The majority of techniques begin by fin&ing k points in the p-
dimensional space, which act as initial estimates of the cluster
centres (where k eqﬁals the number of groups gg‘be formed) . Various
procedures have been suggested for choosing these points which aie
, kgown as seed pbints. For example, MacQueen (1967, page 285) chose
tﬁe first k points in the sample as the initial k éluster mean
vectors.i Anderberg (19f3, page 157) mentioned.seven other methods §f
establishing seed points, including random selection, sequential
selection, subjective selection, selection of the centroids of any
desired initial partition and the selec:ion of seed points which are
greater than some specified distance ffbm each other.

The k starting points are used as initial estimates of cluster
centres. Entities are allocated to the cluster to whose centre they
are nearest (usually in the Euclidean metric), and the estimate of
the centre may be updated after the addition of each entity tc the
cluster (MacQueen, 1967, page 287), or only after all the entities

have been allocated (Ball and Hall, 1967, page 153).
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It is often,useful if the investigator, on the basis of prior
: ‘ : .

knowledge, can specify the initial cluster configuration.

Relocation Techniques
Once an initial clgssification has been found by one of the
methods mentioned above, a search is ﬁade for entitios which should

bé reallocated to another group. This relocation takes place in an

. At
EARTETS R e A

attempt to optimtze§séﬁéﬁc;ﬁstering.ériterion.

In gene;al relocation proceedé by cons;ggring each éntity in
turn for reassignment to another cluster, reassignment taking place
if it causes an increase (or dec:ease in the casé of minimization)
in the criterion value. The procedure is continued until no further
move of a single ‘entity causes an improvement. A 1ocai optimum of
the criterion value is thus reached and the solution mayvbe‘accépted
or an aétempt may be made to improve it by fepeaﬁing‘the'procedure
using a diffe;gnt:starting cohfiguration. In general there is no
way of knowing’whether or not the absolute maximum of thevéfiterion

has been reached.

Clustering Criterion

Three illustrative cluétering criterion are all derived frogﬂwu
the following fundamental matrix équation:
T=W+ B
where T is the total scatter or dispersion matrix, W is the matrix of
within -groups dispersion——that is, W = iéi W, where W, is the dis-
persion matrix for group i—and B is the ''between '-groups dispersion

matrix. 7 1
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For any glven data set the matrix T is fixed, and so functions
of B and W are sought as clustering criteria.

(1) Trace (W)

-The first criterion is the minimization of the trace of the
pooledfwi;hin groups matrix of sums of squares and cross products.
It has been.proposed alike by Friedman and Rubin (1967), MacR;;fii971),
#nd Calinski and Harabasz (1971):vat may be shown that this ;riter;
fon is the same as minimizing the total within group sum of squares
of the partition (Everitt, 1974, page 26).

(1i) Determinant of W )

The next criterion is the minimization of the determinant of
the within-ciuster matrix of sums of squares énd cross products,
This criterion seems to have been first suggested as a clustering
criterion by Ffiédman and Rubin (1967): |

(111) Trace gt

Another criterion suggested by Friedman and Rubin (1967) is
the maximization of the trace of the matrix BW-l, obtained from the
product of the petween-groups matrix of sums of squares and cross
products and the inverse of the within-groups matrix.
The description of partitioning techniques will not include
specific procedures at this stage. A detailed discussion of the
elements, processes, and logic of partitioning procedures will be
provided in Chapter II together with an analytical

comparison of different partitioning techniques.
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Density Search Techniques

If entities are depicted as points in a metric space, a natural
concept of clustering suggests that there should be parts of the
space -in which the points are very dense, separated by'parts of low
density; This concept was used by Gengerelli (1963), and Charmichael
et al, (1968). Methods of cluster analysis which use this approach of
seeking regions of higﬁcdensity or modes in the data are known as
density search techniques. In general each mode is tﬁken to signify
a different group;

Several of these methods have their origins in single'linkage
cluster aﬁalyéis. One example of a density search technique is now

described,

The Taxmap Method of Carmichael and Sneath

The density seéking technique considerad here is one due to
Carmichael et al. (1968), and later extended by Carmichael and
Sneath (1969). It &ttempts to imifate the procedure used by the human
observer for detecting clusters in £Wo or three dimensions, that is
to compare :élative distance between points, and to search for continu-

ous relatively densely populated regions of the space surrounded by

_ continuous relatively empty regions. Clusters are férmé&wiﬁiéigiiy
in a way similar to that previously described for the single linkage
method, but criteria are adopted for judging when additions to
clusters should be stopped. One such criterion is to terminate
additions if the prospective poiant is much further away than was the

last point admitted, as indicated by a discontinuity in closeness.

-
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For this pdrpose the authors use a single measure obtained by sub-
tracting the drop in the average_siﬁilarity on.additibh of gh entity‘
to the cluster, from the new avefage. This measuré has been‘found .
to decrease smoothly untilltﬁefe is a‘dis@gptinuity whereés the |
drop in average similarity by itself may vary wideiy. Everitt (1974,
page 31) provides the‘fbiloﬁ;ng ﬁatrik §f éimila:ities between five

individuals:

T 2 3 4 s

1-|1.0 0.7 0.9 0.4 0.3

2 lo.7 1.0 0.8 0.5 0.4
s=3 |0.9 0.8 1.0 0.4 0.2
4 0.4 0.5 0.4 1.0 0.7

5 0.3 0.4 0.2 0.7 1.0

baes et

The two most similar individuals are uéed to initiate the cluster.
From S these are found to be individuals 1 and 3, whose similarity
is 0.9. The next point considered for admission to the'gluster is
that one most similar to a point already in the cluster. .This leads
to consideration of individual number 2 whose similarity with
individual 3 is 0.8. The average similarity between the three
individuals is now computed to give the following:

Cluster members Candidate individual

1,3 2

Similarity 0.9
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Average similarity hetween individuals 1, 3 and 2 is

3(o .940.740.8) = 0. 8

Therefore the drop in similarity is 0.9-0,8=0, l, and hence the measure

of discontinuity is (0 8-0 l)=0 7. Low values of this measure

indicate that the candidate point ‘should not be added to the cluster.

1f in this case "low values" were regarded as those less than 0.5,
then individual 2 would be added to the cluster, and a further
individual would be considered for admission as folloWs
Cluster members | candidate individual
1, 3, 2 A |
Similarity 0.8

Average similarity betWeenuindividual;l, 3, 2 and 4 is

%(o.9+o.7+o.a+o.8+o.s+o.4) = 0.6.

L e-

. Therefore the drop in similarity is 0.2, and the measure of discon-

tinuity is 0.4. This individual is therefore not admitted to the
cluster; but initiates a new one.

Various other criteria are also used‘to prevent admission of
points relatively near the centroid of an elongated cluster but still

rather far from any point in it.

- Clumping Technigues

Most classification techniques lead to distinct or disjoint
clusters, and these are what is required in most fields of applica-
tion. In'other cases (language studies, for example) classification

must permit an overlap between the classes if it is to be of any
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value, because words tendrtb have several meanings, and if they are
being classified by their meanings they may belong in several plhces.
In”gé;ér;i;vcléssification techniques which allow overlapping clusters
are known as clumping techniques.

Clumping techniques begin with the computation of a similarity
matrix from the original data to give an estimate of the similarif?g
between each pair of entities on tﬁe basis of the propérties they
exhibit., Theee methods seek a partition of the entities into two
groups, the smaller of which is generally considered to be the class
sought. Partitions are found by minimizing a cohesion function between
the two groups. Fo; example, Needham (1967, bage 48) considered a

symmetric cohesion function G(A) given by

where A and B refer.to the two groups into which the dafa are parti-

tioned, A beinglthé putative clump. S§,p = Eiias“ ., where Sij

is an inter-entity similarity coefficient. Algorithms to minimize
these functions proceed by successive reallocations of single individ-
uale from an initiél randdmly chosen cluster centre. By itefatiqg
from different starting points many partitions into two groups may
be found. 1In each case the members of the smaller group are noted
and constitute a class to be set aside for furthef examination. This
independent search for classes is the reason for one of the less
attractive features of these methods, namely that it is not at all

. unusual for the same class to be found several times; no way is known

of completely avoiding this.
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Other Clustering Techniques

The methods déscribed in the preceding sections constitute
some of~the”mostmrecentwwork_in-themfieldwofuc1uster~ana1ysia.,“Thgtg,,wdpw,ﬁ_
remain, however, several other clustering techni;ues which have beén
found useful, and which do not fall cleafly %nto any of the four
previous categories. Some of these techniques will now be described.

The usual starting point for a cluster analysis is an n x p
data matrix in which the scores of n individuals (or objects) for p
variables are recorded. In factor analysis, the matrix of interes®
is a p x p similarity matrix where P is the number of variables.

The purpose of the analysis is to find anx r matrix F, wheve r<p,
such that FF' reasonably approximates.the original similarity

matrix. The factor analysis model was developed as a partitioning
of variancziiiﬁto linear QZ;;EKEnts. In this analysis, the variables
are taken as a fixed, complete representation of the domain of
interest and the individuals ave taken as a random sampie, the
analysis transforms the variﬁblesvinto linear components,

As an approach to the clustering or grouping of 'individuals,
it has ﬁeen suggestgd that one might factor analyze an n x n matrix
of similarities among the n individuals (Stephenson; 1953). 1In
this analysis, called Q-factor analysis, the n individuals are
assigned to clusters on the basis of their_scoreson the n factors.
The individuals, not the variables, should be taken asla fixed,
complete representation of the domain to be partitioned. However,
this is not generally the intention of the researcher employing

Q-techniques who would like to consider his data ascoming from a

7
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random sample of individuals and would like to be able to generali;e

to the population of individuals of interest (McRae, 1973, page 4).

pDi:scriminant.-analysis attempts to answer the question: How
can individuals best be assigned to already existing groups on the
basis of several variables? Kerlinger (1973, page 656;'&ésdribed a
discriminant function as a regression equation with a dependent
variable that represents group membership. Tﬁe function maximally
discri@inates the members of the group; it indicates to which group
each new mgmber probably belongsf

From the above descriptions of availéble clustering techniques,
it is apparent that some are not difectly applicaﬁle to the problems

of grouping students and that none are exactly applicable to the

grouping situation as this is defined by Criteria I through V. Fofrwmw o

example, none of the techniques reviewed directly refer to eligibilify
for group membership. Clustering methods are mostly used where
naturally occurring clusters are sought. The formationnof these
clusters is typically free of eligibility constraints. However, the
partitioning techniques, which are very similar to the steepest
descent algorithms used for unconstrained optimization problems in
non-linear programming, appear most directly amenable to such
restrictions on eligibility for group membership.

Similarly, none of the applications of the techniques reviewed
have incorporated the option of prespecifying the sizes of the
groups either as exact sizes or as size ranges. Again it seems that
the partitioning techhiques are the most directly adaptable for pro-

viding this option.
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More of the techniques meet the criveria of préspecification
of the number of groups to be formed.. Q-fhctor analysis permits
the. number of48r°uP9f°f~Per90n§“§9,b?m€gﬂﬁidé5§4)mhiﬁfﬂffhiﬁﬂ}w
techniques (either the aggiomerative or diversive types)ﬁcan be
terminated at the desired levei and the‘partitioning techniques are

mostly designed on the basis of a fixed ‘number of groups.

All techniques ﬁermit th.. ase of multivariate datawpf the type )

commonly used in grouping Sor instructional purposes. Néithef does
the number of variables likely to be.éonsidéred in the grouping
situation appear to be a restriction of any of the techniques. -

Only the clumping technidqés do not result ih disjq%p; or
mutually exclusive clusters and therefore may be rejected as a pro-
cedure for grouping students. Discriminant analysis may also be
rejected as a procedure for grouping students because of its
assumption of the presénce of already existing and‘clegrly defined
groups.

The partitioning techniques are the only techniques of those
examinéd which attempt t; optimize a clustéring criterion. This
criterion is often the total within groups sum of squares which can
be taken to represent the degrée of homogeneity'possessed,by'thé
groups. On the other hand, most hierarchical grouping procedures
focus attention on ghe dynamic and successive formation of groups
and in so doing do not attempt to optimize a criterion. Ward's
variance hierérchical method does, however, at each step in the

analysis consider the union of every possible pair of clusters and

" the two clusters whose fusion results in the minimum increase in the

5\
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within sum of squares are combined.
Hierarchical clustering techniques also have a general dis-

advantage-since -they..contain no provision for reallocation of

entities who may have been poorly classified at an early stage of
the procedure. In other words there is no possibility of correcting
for a poor initial partition. The paréitioning-techniquea do not

share this disadvantage_but do, however, possess'the disadvantage of

mostly resulting in sub-optimal solutions. When complete enumeratibn

of all possible partitions is infeasible, as is mostly the case, an
initial partition is provided by the investigator. The optimum
value of the criterion is therefore only local to thé initiélAparti-
tion. The usual procedure then is to compare the values of the
criteria obtained from several other’ihitial partitions and then
select the minimum criterion value. With well structured data
different starting partitions will usually lead to the same final
solution, but in general there is no way of knowing if the criterion
value obtained is the true optimum or'only a ldcal optimum,

Despite the limitation of providing only local optima,vit
appears that the partitioning techniques have the most direct appli~-
cation to the grouping of studénts for instructional purposes. They
appear to most closely meet the Criteria I through V and their general

structure appears to be adaptable to better meet these criteria.

it therefore seems profitable to limit a more detailed examination

of clustering techniques to the optimization-partitioning techniques.,
This is carried out in Chapter II and serves as the baéis for the

development of an acceptable procedure for grouping students for
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instructional purposes.

e FR_— s s RPN - et e 41003 < A et et

This chapter has been concerned with an: examination of the .
educational climate within which the problem was set and also with an
introductory description of some grouping techniques used in other

areas of inquiry; This permitted a more definitive statement of the

problem.

Statement of the Problem

Approaches to individuéiinatinn of instruction such as IGE are
dependent to a large degree npon.the appropriate formation of instruc-
tional groups for the extent to which they adequately cater for the
educational needs of individual students. This study involved the
development of an automated procedure useful in forming groups of
students for instructional purposes. This aim finds expression in
the following problem statement.

Can a computerized numerical procedure be developed which
groups elementary school students for instructional'pnrposes and
which takes account of the following factors:k

1. Considers a range of skills or objeetives for which
students may be eligible and places into a group only
those students who have met the prerequisites of the
objectiﬁe or skill and who have not mastered that objective
or skill. |

2. Permits the prior determination by teachers of the number

of groups to be formed.

3. Permits the prior determination of the exact size or size

range of each of the groups to be formed.
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e M”M”mim"mmwéimhssigns students to SrOURQ,Qﬁ the basis of measures of

relevant student learning characteristics such asbmeasuresr
of prior achievement and learning style. |
5. Assigns students to groups 80" as to maximize the homogeneity
of these groups as measured by the degree of similarity
amongst those characteristics.
on the assumption that more than one such mathematical model
could be identified considerations for ite implementation in the

instructional setting led to three related research questions.!”'” B

1. Which grouping procedure of those comparedvyields the
most homogeneous groupings?

2. Are the groupings formed on the basis of the numerical
grouping procedure more homogeneous than teacher created i

groups?

3. Do teachers involved in the groupings of students perceive"

~1_the computerized grouping procedure as being a more

efficient procedure than those procedurcs currently

employed, as being able to'take into account (a)‘realistic

constraints on the formationuof groups and (b) relevant
, . learner characteristics? 'More efficient! was defined as
nlegs time taken in the grouping process.'' ''Realistic
constraints" were those which pertain to personnel avail- "
ability as these affect the number of groups and their
sizes. Relevant learner characteristics included students'

prior achievement, rate of learning, and learning style.
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Preliminary design considerations for acceptablé partitioning pro-
_cedures are presented. in Chapter II. These considerations arose

out of an examination of currently .available optimization -

partitioning techniques.
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CHAPTER 1l
FURTHER DESIGN CONSIDERATIONS

An examination of the operations research literature
(Hillier and Lieberman, 1974 and wégner, 1975) revealed that the .
sub-optimal partitioning\techniques introduced in Chapter I are a .
subset of a wider collection of optimization prOcedures &esigned to
solve combinatorial problems. The literature on cluster analysis
(Anderberg, 1973 and Everitt, 1974) focused on the sub-optimal
techniques and ignored otﬁer techniques which yield exact solutions.

Because the problem being investigated involved (1) the search for an

s
3

algorithm directly.appiicable to the grouping of studengg fof
instructional purposes and (2) the possible subsequent modification
of an existing algorithm, it appeared appropriate to review the wider
collection of combinatorialﬁprocedures and their application to
assignment probiems. The various procedures reviewed are displayed
in Figure 2-1. This review resulted in a series of recommendations
which formed the basis for the design ;f an acceptable computerized

grouping procedure.
- Complete Enumeration

The problem of placing n students, each measured on p variables,
into g groups, such that the similarity between pairs of individuals

in the same group is greater than between pairs of students in
65
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Conplete Enumeration

Exact or
Optimal
Solutions
Branch and Bound Programﬁing

Discrete Mipinization of

Combinator-
ial Optimiza-
tion Procedures

Back Tracking Programming

Friedman and
Rubin

Heuristic Dynamic Programing
or Sub~optimsl
folutions
Forgy

Minimization -4 Jancey 86 ‘

30

of Within
Group Variance MpQueen
(riterls Wishart

Ball & Hall

Figure 2-1: Combinatorial Optimization Procedures
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different groups, is a combinatorial problem whose solution is
restricted to integer values (number of ‘students in each group). AS
such it can, in principle, be qolved by complete enumeration of every
possible solution. In practice, almost all realistic cdmbinatorial
problems are far too large fof sclotion by such simple and direct
methods. This is to a very large ..’ ze a consequence of the
explosive nature of. combinatorial problems where the marginal contri-
bution of the nth element to the total effort required to achieve a
soiution is always exaggeratediy large..

For example, the number of ways that n students can be divided
into g distinguishahie classes containing kl, k2, o o kg elements,

respectively, where k1 + k2 +.. .+ kg = n, is

n! ' (2.1)

kl!kz!. . . k% (Eisen, 1969, page 34)

For the relatively shall problem of sorting 25 students into % groups

"
each of size 5 the number of possible groups is 5.195 X 101“.

Where
the size of each group is given as a range, the number of possible
gfoups is even larger. When the sizé of each group is not restricted
(but with e#ch‘group non-empty), the number of ways of sorting 25
students into 5 groups is .a Stirling number of the second kind
(Anderberg, 1973, page 3),

5 o
5 5-k 5., 25 15
52‘5) z, zo - 1) = 2,437 x 1017, 2.2)

a very large number indeed. It would take an inordinately long

period of time to examine so many alternatives,.

o
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Numerical combinatorial problems have ﬁeeh tra&itionalkyfegarded
bqﬁh by mathematicians and applied analysts as highly_ihtractable and
complete enumeration of all possible partitions of 150 students into
5 groups (this is an estimafion of the magnitude of the problem
studied) is infeasible given the present capabilities of computer
technology. |

‘ Recommendation 1. Complete enumeration of all groupings to

identify that grouping whieh achieves maximal homogeneity should not
be considered further, since it is not a feasible procedure.

‘Until the late 1950's no powerful general methods were avail-
able for the solution of discrete-#alued optimization problems even
though optimization problems involving real-valued variables could

be solved in certain circumstances either by classical calculus tech-

niques or by linear programming. It was therefore to be expected that T

some of the first éttempts to derive a ggneral and exact method of
solving combinatoriai p;ogr;h@ing problems should have been directed
to the problem of intééerizing linear programs, More recently
certain tree-searching metho&s have been developed for solving
combinatorial probiems. |

- Both intgger programming and tree_searching‘mefhods are often
referred go in the operations reseafch literature in the context of
the quadratic assignment (QA) problem which involves asgigning new
facilities to sites when there is an interchange between new facili~
ties. .The QA or location problem can be formulated as follows:

Let Cikjh denote the énnual cost of having facility i located

at site k and facility j located at site h. Also, let the decision
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variable x,, equal one if facility 1 is located at site k and equal

zero, otherwise. If there are n new facilities and sites, we wish to

‘nﬂﬁéntod - 3

._.],

' Xfﬁ‘, s

I1f facility i is locatsdiat site k snd.facility j is lncated at site: o
h, then X4k and xjh both equal 1 and the cost'tgxm”cikjh is included
in the total cost calculation. The first set of constraints ensures
that exactly one faéility is assigned to each site; the second sat
of coustraints results in each facility being assigned to enactly one’
site,

The optimal assignment of facilities to locations:to minimize
costs (analogous to assigning students to groups to maximize homo-
geneity) is a combinatorial optimization problem and has recently
been given exposure in the educational literature by Hubert (1975) who
applied the quadratic assignment paradigm as a general data analysis
strategy and accordingly interpreted the problem of optimally allocat-~
ing students to groups as a quadratic assignment problenm, The
techniques for solving the QA problem are very similar to those
utilized in the solution of discrete-valued optimisation”problems ;;

which the QA problem is one type.

39



N T

70
Integer Programming

As a typical pure integer programming problem involving n

discrete-valued variables {xl, Ry » = - xn} consider the following:

n
Maximize: 2 = ;Ei' (2.4)

X
P3®y

subject to the m constraints

n
Coxs A -
J_Z=lacl_-|XJ 2y, (1=1,2,...,m)

and the side-conditions xj 2 0
xj = integer

where pj, Yi and ‘cij are given parameters,

Such problems can be solved by cutting plane methods developed by
Gomory (1958). 1In these pethods the problem is first solved by
ordinary linear programming, ignoring all integer side~constraints

on the variabléé of the problem. Then new coﬁstraints, designated
cutting planes, are introduced one by oné into the problem. These
cutting planes possess the function of progressiVely‘eliminafing from
the total solution space of the given problem, areas which contain
real valued solutions to the problem, but no discrete-valued solu~
tions. -By these means, the solution space of the problem is reduced
until the qptimal integral solution is ravealed. Scott (1971, page 8)
provided a simple numerical prohlem and a graphicai representation of

Y

the cutting planes solution and Vinod (1969, page 506) formulated

. the grouping problem in integer programming form when the entities

are points in a p dimensional Euclidean Space;
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Practical experience with these cutting plane methods seems to
indicate that for small well-behaved problems, these methods will
usually converge quite rapidly to the optimal integral solution.
Large and complex problems appear to be less amenable to solution,
and Scott (1971, page 11) has reported. that ﬁéhy cases have been
observed where cutting plane methods fall to convérge to an optimal

feasible solution in a finite number of iterations. Because of the

uncertainty of obtaining optimal solutions with integer programming

methods and the complex nature ofviﬁ;mb}bblem being studied (e.g.,
eligibility and size constraints on ggbup‘mehbership) the following
recommendation was made.

Recommendation 2. An integer programming procedure should

not be considere& further as a viable method of identifying that

grouping which achieves maximal homogeneity.
Tree Searching Methods

A more promising approach to the solution of combinatorial
programming problems is presented by the family of algorithms known
as treé-searching methods. TreéhSearching methods are more general
than ordinary integer linear programming; they are in addition more
specifically related to, and sensitive to, the undeflying combinator-

ial structures of problems containing discrete-valued variables.

"Specific variations of these algorithms are jdentified severally as

the branch and bound algorithms, backtrack programming, and discrete’

dynamic programming. These methods all have in common the property

[T
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that they involve a systematic search over a combinatorial tree for
an optimrl solution.

A combinatorial tree may be represented as a logical branching
process defined over a set of integer variables. Suppose, for
example, that a problem contains exactly four zeroeone variables,

XI’ >\2, 32 and >\ Then every possible solution for this problem
may be represented by the tres structure depicted in Figure 2.2,

where each vertex in the tree represents a particular and unique
solution. The list of variables attached to each of these solutioe
vertices is that sub-set of variables out of the total set of variables
whose valuee are all equal to unity. If inclusion is made of the null
solution, which is represented by the origin of the tree, thére is

a total of 24 =-16 different solutions, whether f:asible or noi,

within the tree, |

The principles underlying the orderly comstruction of the tree
are to a large degree self-evident from a censideration of Figure 2.2.
However, rt should be noted especially that the tree develops Sy
expanding out from the origin into a series of subsequent generations,
and that, in general, each vertex on the tree in any generationm, t,

gives rise to a fan of immediate descendents in
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[a A22ghal

[rarzral

Figu e 2-2: Combinatorial Tree

generation t + 1. An, uvuc solution in generation t 4+ 1 differs frém
its immediately antecedent solution in generation t by possessing a
single extra entity. This means that it is possible to move |
systemafically forwards and backwards through the tree by adding or

" dropping, as the case may be, an entity at a time. However, whenever
the entity >\n (e.g.,)\4 in Figure 2.2) occurs as a positive element
of any solution, then a terminal state is encountered, and no further
branches may be extended out of the corresponding vertex on the

combinatorial tree.
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The algorithms which are described below represent sets of
rules for effecting an intelligently structﬁred search over a combi-
natorial tree. These sets of rules have in coumon the property that
they are concerned with the prqgréssive transfornation of a vector
{A} = {0, 0, « « « » 0} denot? : the null solutici, in the direction
of the vector A*} {1 1,..., 1}- dénoting a fully developed solu-
tion.. Thr e algorlthms progress from an examination of solutions
characterized by low and infeasible values of Z, the objective function,
to examiniaton of solutions charaéterlzed by re1at1ve1y high and
feasible values of Z. At the samé time, the searching mechanism
representing the transformation p%ocess {h}é—{A{} prog;essively
partitions the underlying combinatorial tree into sectors where the
optimal solution to the given problem may or may not occur. By dis-
carding lzarge segments of the tree whereﬁthéfoptimal selution is
inferred not to be (aiprocess designated implicit enumeration),
these tree-searching aigorithms will finally converge upon and
identify the globally optimal solution to the problem. There are threel
principal variations of tree-searching algorithms, namely branch and
bound programming, backtrack programming, and discrete. dynamic

programming.

A Branch and Bound Algorithm-

Let z* denote the optimal objective function for some minimiza-

tion problem which is to be solved by branch and bound programaming.

1

The value of Z* lies between some upper bound U and some lowr: i:ound L:

LE2%¥LU
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At the initiation of the branch and bound algorithm the value
of U may be set equal to any arbitrarily high value, and the value qf
L may be set equal to any arbitrarily low value. Throughout the period
of operation of the algorithm these values are gradually altered
until they converge upon, and thus identify, the final optimal solu-

" tion. The branch and bound algorithm cau be described in terms'of
three basic processes or principles.

The algorithm begins by:the establishment of a full set of
immediate descendent solutions out of the origin of a combinatorial
tree. These solutions are then examined to determine whether or not
any are feasible. If any solutions are feasible, then the value of
the upper bound, U, is chahged to the value of the objective function,
7, for the best such feasible solution. Thisﬂoberatibn ekemplifiea
the first basic principle for the branch and bound algorithm: The

value of v is always changed to the best value of Z out of all current

'””””féaﬁiblé“bbluttans;—provtding;“in“addttton;mthatmthe*value"of~z”is

less than the already given Qalue of U.

The second basic principle of the algorithm is now applied.

This consists of scrutinizing every current solution, whethér feasible
- or infeasible, by comparing it against the valué of U. If any sclu-
tion possesses a value of Z such that 2>1J, then neither this sclution
nor any of its descendent solutions cﬁn ever be optimal. For since
the objective function of the problem is sPecified as strictly mono-
tonic-increasing, then it follows that all such descendent. solutions.

must al- - ' .7e values of Z greater than U. However, the value of the
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0ptimal.feasib1e solution, Z* is in practice and by definition neces-
sarily less than or equal to U. Therefore, any vertex in the combi-
natorial tree whose solution possesses a value of Z which is greater
" than U is permanently deleted from the tree, and no. further branches
may be drawn from this Vertex. This feature explains why the
restriction of monotonicity is placed upon the objgctive fanction of
any problem which is to be evaluated.

| The third principle of the branch and bound algorithm relates
to the'definition and utilization of the lower bound, L, which is #t
this point br:-«ht into the prublem. The value oé 1, is simply set
equal to the lowest value of Z out of all currenL solutiona, and,
usually, this particular solution w11imge lnfeasible. The solution
corresponding to the currégt value of L is now used as a parent

vertex from which a new set of descendent solutions is derived.

Again, thzse new solutions are ex“mined to determine if any are

feasible; and, again, if any are simultaneously both—yeasible—and e
possess values of Z less than U, then the value of U is changed o

the value of Z for the best such solution. Now the entiré set of

active vertices W1thin the sclution process consists of all new

wvertices, together with all prior vertices remaining in the problem

at large. This entire set of vertices is compared in relation to the

value of -U, and any vertex where 2> U is-permanently-deleted from

the problem. A fresh set of solutions is again derive& out of that

vertex which identifies the new value of L.

The algorithm now proceeds on in this manner, bran~hing from

the least value of Z within the combinatorial tree, and setting
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bounds on the outward development of the tree by testing each soluﬁion
in relation to the value"of U. These operations may be formalized
schematically ag in Figure 2-3. Throughout this process, the_valué

of U is constantly decreasing and the value of L 1is cpnstaﬁtly.
increasing. In brief, each converges from a different directidﬁ of
the value of Z*, Finally, when the conditlon L=U is éncountered,

then the optimal feasible solutioﬁ has been discovered and the

operation of the algorithm is terminated.

. NO Current U
St e ]

Change U to
best feasibleZ <z U

Terminate all
solutions where
2>u

i

Figure 2-3: Flow Diagram for the Braﬁch and Bound Algorithm

(Scott, 1971, page 17)

RN
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The branch.and bound algorithm has one highly significant____
limitation. Because potentially a very large number of solutions must

A

be held in storage as the algorithm progresses, the method (even when o

modified for computer application in the mannerAsuggeéted by Scott

(1971, page 17)) is suitable only for probliems of moderate size which

3éfe“notWIikelywtOMexplode»into~an~excessi§elyﬂlarge_numng of com-_ .
binatorial possibilities, or where the bounding process is of unusual

péwer. For many problems which would otherwise exceed available

‘gtorage capabilities, the method of backtrggk programming is often

more suitablé., This method requires only very small amounts of

storage. However, this,adVantage must be paid for by a considerable
increase in the number of computations which must be performed to

attain a solution.

A Backtrack Programming,Algorithm

In contrast to the branch and bound method, the backtrack pro-
gramming algorithm’maintains only one active solution at'aﬁy one time
within the solution pxocess. Thus the total storage requirement; of
the algorithm are quite small. An upper boﬁnd, U,_analogous to the
upper bound in the branch and bound algorithm, is maintained throughout
the operation of the backtrack process. However, no lower bound on .
the optimal solution’ is méintained.
The backtrack solution method proceedé by 1nitiat1ng a pattern
. of search over a combinatorial tree. This pattern of search is directed
| outwards and in a clockwise direction ;hrough the tree. As any vertex

is encountered during the search procedure, a decision is made as to

R
e e e “
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whether to continue branching outwards through the tree or whether to

backtrack to some previously examined vertex and begin a new branch

from- that vértex.' At any'timewduring the backtrack solution process
the major test of whether to continue branching outward; or whether

to backtrack is determiﬁed by tomparing the value of Z for the current
" golution against the value of U. Whenever the condit;ion Z £U occurs,
a test is mede to determine whether the associated solution is
feagible or infeasible. If the sclution is infeasible, the ﬁlgorithm
‘éimply continues branching outwards. If the solution is feasible,
however, then a new best upper bound on the value of the optimal
objective function has been discovered and the value of U is changed
to this value of Z. Thus on the termination of the'a;gorithm, U
represents the va;ue of the’full optimal solution. Whgnevef the
conditions Z) U occurs, then the'solutién corresponding to this'

value of Z together with all its. descendents in-the éombinatorial

tree are necessarily ncn?optimal (since the objgctive function is
monotonic-increasing). Thue whenever ; solution yiéldihg the éondition
‘z>'U occurs, then the algorithm backtracks into the tree to the near-
- est node from whick 3 new branch can be dr;wn. These operations
continﬁé-until the search process is exhausted. The aigérithm'as a
whole way be decomposed into the schematic reprgséntation given in

Figure 2~4.
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ho Backtrack

Is
current

Z
feasible
?

{
Al , » o o
solutions .
implicitly - :

enumerated
7 7

Figure 2-4: Flow Diagram for the Backtrack Programming Algorithm

(Scott, 1971, page 23)

Discrete Dynamic Prograﬁming

pDiscrete dynamic programming is a combinatorial programming pro-
cedure which partakes of certain characteritics of 5oth the branch
and bound and backtrack methods.
The main features 6f"tﬁe discrete dynamic programming algorithm
e S may_be made concrete by a simple exemplary p?qblem. Suppoée that some
- system is identified as possessing the following characteristics:
The system exists within a set of discrete time periods, t = 0, lycees, Te

In an’ time period, t, the system may br in any one of n states., The

100
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number of possible states need not be constant from time period to

time period, but only the simplest case of a constant number of states

will be considered in this account. At any time, t, the cost of mov-
‘ing from state 1 to state j is-?ijt' At time t = 0 the system is
identified explicitly as being in some particular state.

It is uow required to compute a time-p:th for the system such
that the aggregate cost of its sequential transitions from state tdé
state between time t = 0 and time t = T is a minimum. Let Zt(j)

*"denote“the*cuhuiated“Eost of the optimal—(least-cost) time-path lead~.

ing up. to state j at time period t. This quantity may be deté{?*ﬁequm_“”ﬂ_

by the central recursion or branchipg formula of dynamic programming,
2z (j) = min [eijt + Zﬁ—l(i)j (2.5) :

In other words, zt(j) is composed of the two elements, (a) the cost:

of making the transition from some state 1 to the particular state j

at time t, and (b) the cést of the optimal time-path leading tg

state i at time t-1. Where the sum of these two eicwents is minimizéd

over all i = 1, 2,.00, 0, i8 giVeﬁ the value of the least coét time-

path to state j at time t.

This recursion formula is applied until finally at time t = T

the n solutions are determined,

| 'zT(l),zT(Z),...,zT(n)
and the global optimum (Z*) for the entire problem is
| z+ = min [zT (1)]
A simplified flow diagram for the discrete dynamic programming

algorithm is shown in Figure 2-5.
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| Start l
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enumerated
?

Best current
e o o o i : . 2 is optimal
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Figure 2-5: Flow Diagram for the Discrete Dynamic Programming

Algorithm  (Scott, 1971, page 29)

k" Jensen (1969, page 1034) gave a dynamic programming algorithm for

minimizing the within group sums of squares criterion.

General Observations on Tree-Searching Methods

The efficiency of the branch and bound and backtrack algorithms
is heavily dependent upon the power of the boundinghérocesses which
guide their computational development. To a large degree the etficiency »Q
of both algorlthmsdepends upon establishing, even before the {pitia- |
tion of the search process, a strong upper bound of the velue.of the

optimal objective function.
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None of these three algorithms is capable of solving large

problems,_even with the aid of moderprelectronic computers. ‘Typicaliy,

the branch and bound method becomes over-extended in the matter of
storage requirements, while the backtrack method becomes over-extended
in the matter of solution time. The discrete dyhamic programming
algofithm.ﬁé;rpérﬁagé fewer limitations in these respects than the .
other two algorithms; however, it is apblicable to a much more
limited class of problemévéﬁén'eithér branch and bound or backtrack*j
programming. The combinatorial explosiveness of many problems remains
a forbidding obstacle to the application of exact solution methods.

It is indeed doubtful if the branch and bound or backtrack program-
ming algorithmsbcould handle any problem with mﬁch more:than ninety
or one hundred variables. Discrete dynamic programming algorithms afe
most especially sensitive to the number of 3tates‘in any problem, and
computational difficulties beéome very apparent whefé‘thié(numbéf is
in excess of about fifty. A very ;onsiderable improvement in the
computational efficiency of all of these algorithms is.necessary
before large problems can be handled with ease.

In the context of the quadratic assignment problem, Francis and

White (1974, page 336) noted that implicit enumeration procedures to

date have.not generaily proved to be compqtationally satisfactory.
For example, they estiméﬁe-that branch and bound procedures are
compufationa}ly imfeasiblé for the quadratic assignment problem where
n is greatér than 15. Nugent, Vollmann, and Ruml (1968, page 153),

wagner (1974, page 490), and Hubert (1975, page 54) alsﬁ“noted this

1‘03'
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restriction on exact procedures and recommended that a generally appli-.

cable routine must be based on a method with reasonable cost require-
ments and great flexibility. The iterative improvement schemes
described in the next section have these two characteristics.

Although the problem of grouping students for instructional purposes

may be formulated in terms of the exact procedures discussed, they

" appear to be computationally infeasible, which observation led to the

following recommendation:

.-

Recommendation 3. None of the exact procedures should be

further considered as viable methods for identifying that grouping

which achieves maximal homogeneity,

General Solution Procedurea for Heuristic Programs
E . N ,
It is often the case that combinatorial problems can be solved

only by sub-optimal approximation, where exactness of” the final solu-

tion is sacrificed for the sake of compu