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ABSTRACT

This study was concerned with the formation of groups of students

and specifically addressed the probiem: Can a computerized procedure

be developed which assigns students to.instructional groups, which

maximizes the'homogeneity of these groups when this homogeneity is

based on relevantstudent learning characteristics, and which takes

account of realistic administrative constraints such as eligibility

for group matdbership,, sizes'oE groups, and numbers of groups?

The proc10.rme developed ro solve this problem was mathematical

in nature and lumlilved utilizing compmter technology in its imple-

mentation. It airmeE to facilitate, in part, the management of a
. _

particular imilivgdualized prOgramof instruction, namely Individually

Cuided.Rducmkioa

Based .(-2, an initial survey of clustering techniques including

hierarchica1 tetbniques,oprimiration-partitioning techniques, density-

seeking teduj-iquw and clumping techniques, . ekdecision was made that

the optimiz*tionpertitioning techniques appaied most directly to- the

problem beiug stzucPled. This set of techniques vas further surveyed

in terms of complete enumeration, implicit enumeration procedures and

heuristic proe.e&erea,which yield local optimal. solutions. Despite their

disadvantage oiftelding sub-optimal solutions, the heuristic parti-

tionfng proccdurcs were considered to most closely meet the require-

ments of the -problem.

xvii
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Four algorithms were designed, each one involving the fitting of

a homogenizing procedure within the framework of the administrative

constraints of the problem. The homogenizing procedure employed was

the Forgy minimum variance partitioning procedure modified by using a

proportional division method for selecting seed points and the

weighted Euclidean metric as a measure of similarity. The four

computer based procedures were evaluated on the basis of their per-

formances on a set of tests which involved varying the parameters of

the grouping situation, such as the data on learner characteristics,

data on group eligibilities, the number of groups formed the sizes

of the groups, and the single or multiple assignment of instructional

topics to groups.

Two equally important criteria were used in the choice of the most

effective of the four algorithms--the homogeneity of groups measured on

selected learner variables and the number of students omitted from

the groups. The algorithth which proved to be most effective was the

one which initially assigned instructional topics to group, matched

group sizes with skills, allocated eligible students to these groups

to maximize their homogeneity and then applied other administrative

constraints.
-:-

The effectiveness of this computer based grouping algorithm was

further assessed by comparing its recommended groupings with teacher

generated groupings when both groupings were subjected to the.same

constraints. In the comparison performed, the computerized procedure
,

produced much more homogeneous gieups than did the teachers and an

equivalent number of students were omitted. The profiles of the

groups formed by the two methods were noticeably different as

xviii
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determined by the differences in the means of the learner character-

istics for each group, a ratio of agreement and the phi coefficient

of. association.

User perceptions of the efficiency and effectiveness of the

computerized grouping procedure were also obtained.. The cOmputeriZed

grouping procedure was perceived to be much more efficient in terms

. of time spent by users in the grouping process thah a manual pro-

cedure and more efficient than a semi-autoMated procedure used by the

teachers. Respondents, however, mainly tave median ratings of the

computerized procedure's success in takiMizing the homogeneity:of the

groups and minimizing omissions from the groups.

The evaluation of the computerized grouping procedure performed

as part. of this study can only be considered as preparatory toe

more comprehensive examinatiomcf the effectiveness and.efficiency

of the-computerized:grouping procedure. Despite this limitation, it

is Claimed that the procedure developed warrants this futther

evaluation.

APPROVED det

DATE. August 13, 1976
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CHAPTER I '

FOUNDATIONS OF THE PROBLEM

Introduction

Attempts at-iMproVing :the iitaituctional and-learning processes

ilave frequently emphasized individualized instruction which Supties

(1966(a), page 207) defined as 'an adaptation:of an eduCational cur-

riculum in a unique fashion to individual learners each of whom has

hisawn characteristinAnitial
ability, rate and style, to proVide

him with a successful learning experience." :Systems of individualized

education are orienteittawards individual abilities, interests and

meedaand take aCcountottdifferences in learning styles,, instructional .

levels, rates of progrestrias well as in instructional strategies.

Wright (1972, page 77)- identified similar defining characteristics

of individualized instructional programs when, on the basis of a

comprehensive review of the relevant literature, he recognized these

programs as providing for differences in

(1) learning rates,

(2)_learning styles,

(3) student particiPation in goal setting,

(4),.student participation in determining learning sequences,

(S) student grouping based on student characteristics, desires,

and, needs.

1
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Within some individualized instructional programs, student

groups are established for specific purposes and ehen dissolved when

theSe purposes are achieved (Martin and Pavan, 1976, page 311).

group comprises students who at a specificlztime.have caimon.concerns,

needs, interests or plans sad may be: formedifor students to share a

common meaningful experience, to participate in specific activities,

or to attain skills not available in another-mode. Instructional

resources such as team teaching, television-, film, slides, language

laboratories and self7education-programs are readily adaptable to such

groupings and wcre considered by Belt and spuck (1975, page 7) tO be

realistic solutions to the problem of adjusting instruction to the

-individual differences in students.

In the past, groupings of students for initructional purposes

were aften based on a very small-nuMber of parameters (e.g., age and

intelligence measures), considered permanent and applied uniformly to

a wide range of curricular subjects. Such groupings haVe been conclu-

sr.vely shown to have little effect on reducing the degree of

heterogeneity of the group and also to have deleterious effects on the

motivation, self-image and achievements of the students (Heathers,

1969, page 14 and Westby-Gibson, 1966, page:_10). However, there can be

little argument that groups formed for a specific,purpose can reduce

the differences among individuals when these differences are in the

area identified by the dependent variable used teform the group.

Equally obvious*ts the strata likelihood that vartation,in other student

variables; may be increased as a result of the grouping. This raises

21



the question al .lether or not educators ipite identify a specific Set

Of dependent variables that pertain to'a specific content area. If not,

homogeneous grouping will continue to be suspect as an attempt to

provide for individual differences in learning.

The general literature on individualized education has identified

several learner characteristics which should be taken into account

when forming groups-for-instructional purposes (McNamara and Spuck,

1975, page. 6; DeVault and Kriewall, 1970, page 416; Heathers 1969,

page 21; and Suppes, 1966(a), page 207).

These characteristics typically included learriing style learn-

ing rate, interest level, and deficiencies in knowledge base. To be

useful in numerical grouping procedures, these characteristics need

to be measured. It is expected that where measurement of.such learner

characteristics is possible, it will be at-thaordinal or-interval

levels. Because grouping is essentially based on degree of similarity,

it can be further expected that these levels of measurement.wili.resUlt

in adequate data in the Measurement of.interstudent similarity. ,

Instrutents-useful in measuring learning styles and'interest levels

are often of the self reportor observational types and measures of

learning rate and .defitiencies in kamailiedge baseareavailable as a

result of periodic-resting doneaspart of the Instructional program.

What is not considered in the literature is the effect on the composi-

tion of the instructional groups andirence on individual performances

of using different
combinationsef-dera on learner characteristics and

learner past performance. Not only should grouping-procedures permit

the use of various relevant variables, but their selection should

2 2
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be based on evidence of their singular and collective effectson the

achievement of the group members.

Some schemes of individualized instruction which attempt to

meet the needs of individual students by bringing together learners

having common attributes base these groupings upon teacher opinions,

test scores or some subjective assessment involving both test scores

and student characteristics: Because of the subjective nature of the

procedures, the limited range of student characteristics considered

when forming the groups and the inefficiency of the methods used, it

cannot be expected that the degree of homogeneity of the groups will be

optimal. Consequentry, it is unlikely that the goals of such programs

of individualized education will be met by so forming instructional

groups.

The Individually Guided Education (IGE) scheme presently being

utilized in over 2,000 American schools attempts to meet the needs of

individual students by establishing appropriate instructionaLgroups.

Klausmeier, Quilling, Sorenson, Way, and Glasrud (1971, page 18) report

that in IGE rather than having one teacher who is more or less respon-

sible for 20 to 35 students, three to five teachers and other teaching

aides work as a team to guide the education of 100-150 students;

these teachers, aides, and students make up an instructional unit.

Such factors as the nature oi the instructional material, and student

and teacher characteristics are involved in identifying instructional

groups and establishing group sizes. Thus, while group teaching is

characteristic of traditional classrooms and students working by

2 3



themselves is a characteristic of "file-folder" approaches to individ-

ualization, instruction in ICE takes place in various size groups

large group instruction to individual work with the Small to medium
.

_ _

sized group being the most common.- Proponente of 10 strongly believe

that suth group interaction is the most effective use of learning

certain concepts (Belt, 1975 page 15)-.

Essential to the fUnctioning of such prograMs of indiVidualizecL

eduCation is the teacher'S ability tO cope Kgfectively with the large
_

. .

volume of information required in the management OLthese,programs.:,

Monitoring the progress'of students and deciding unon oPtimal inatruc7,

tional objectives; tasks, and organization becomes an extremelY complex,

and difficult endeavor. Experience in working with these complex pro-

grams has led to an increased awareness that computer-based management

information systems are essential to their effective implementation and

operation (Baker, 1971, page 51 and Spuck and Owen 1975, page 2).

Accordingly, the Wisconsin System for Instructional Management (WIS-SIM)

is being developed as a generalized scheme of computer support for the

instructional management needs of ICE schools (Spuck, Hunter, Owen

and Belt, 1975, page 21). It is within the framework of WIS-SIM that

a computerized grouping procedure fits.

Based on considerations of schemes of individualized instruction

such as ICE, it seems that the grouping procedures involved should be

economical of teachers' time and should have the capability of forming

mutually exclusive groupsteach of which has members who are maximally

similar with respect to specified characteristics related to

2 4
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instructional needs.

This study was concerned with the formation of groups of students

and specifically addressed the problem: Can a numerical procedure

be developed which assigns students to instructional groups, which

maximizes the homogeneity of these groups when this is based on

relevant student learning characteristics and which takes account of

realistic constraints on 7esources such as numbers of groups and

sizes of groups?

The procedure developed to solve this problem was mathematical

in nature and involved utilizing computer technology in its implementa-

tion. The study itself comprised the development, application and

evaluation of the procedure.

Grouping students'for instruction is but one aspect of the

instructional program about whiai decisions are made by school personnel.

These decisions can be expected to reV,ect the educational philosophiea

of those involved in their making and are specifically influenced by

earlier decisions made in the areas of diagnosis of student needs,

formulation of objectives and selection and-organization of content-

and learning experiences. Therefore, the further expectation was that

the solution to the above problem would be based on an analysis of

the specific educational environment within which the solution was to

be applied. The procedure developed in this study aimed to facilitate,

in part the management of individualized programs of instruction,

the features of which are now described to support the significance of

the problem as well as its further clarification.

2 5



Significance of the Problem

The significance of the problem dertved out of a further con-

sideration of some features of:individualized instructional prOgrems:

alluded to in the introduction. In particular, the probleM

cance was supported by (1) the central role of grouping practices:in

iindividualized_instructional pipgramsv(2) the need fOrprOviding

instructional decision-makers with more relevant Information on whiCh'

to hase groupings, and (3).the'need to provide, more-efficientand-::,

effective procedures in the .formation of the groups.

Brueckner and Grossnickle (1968, page 89) pointed out that

individualization of instruction does not imply that'theimstruction

must be so organized that each individual works by hiMself-on a

specific task, but that actUally Certain capacities of the individual

are stimulated by association with.others., If this point of view is

accepted, one does not reach the conclusion that the wide-range of

differences Ibund in typical classrooms makesgrouping.imprattical.,

Grouping and.regrouping within a classroom for instruction in

particular subjects is an accepted .and recommended practice (Martin

and Pavan, 1975, page 311). Wright (1972, page 76) suggested that

stUdent grouping will continue to be an acceptable practice in edu,

cational institutions, but like Martin and PaVan.recommended that

groupa-be formed .for specific purposes and maintained only so long as

these purposes remain viable. Given.the validity of these recommenda-

tions and the diverse and comPrehensive Curricula of modern elementary

2 6
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schools, one can expect that individual studentc will belong to a

variety of groups even over a relatively short perioa o2 time. Keeping

track of even a single student becomes a considerable clerical task,

and one that can prevent the classroom teacher from spending Tore time

on the important matters of instructional programming and teaching.

Consideration for this feature of indiiduslized programs draws,atten-

tion to the logistical problems involved in manually forming and reform-

ing groups for different instructional purposes. Most of these problems

relate to routine matters of record keeping and information retrieval,

difficulties which are accentuated by both the scope and amount of

student related information considered to be essential for the formation

of instructional groups.

In the past, most instructional models for optimizing instruc-

tion have utilized limited performance data for adapting or individual-

izing the instructional process. However, there is good reason to

believe that a.truly adaptive instructional decision model should

incorporate affective as well as cognitive response data in order to

fully optimize the instructional !n.ocess for tho individual learner

(McCombs, Eschenbrenner, O'Neil, 1975 page 47). The:affective domain

typically deals with attitudes, values, interests, and personality

traits. In addition, it includes motivational traits (ankiety and

curiosity). Considered important also are the students current

reactions to instructional variables such as content, presentation

style and difficulty level'. The use of all or,emen some of this

information in the grouping process requires both summarization and

2 7



computerization. A syStem capable of synthesizing large amounts of

relevant information while being efficient of teachers' time is a

requirement of individualized instImctional programs. An automated

grvuping procedure which is part of a generalized automated instruc!.

tional management system is likely to prove more useful than manual

systems. currently employed. Generalized automated instructional

management systems such as WIS-SIM posaess the capability of inclusion

of a grouping procedure which takes account of learner characteristics

such as those referred to above. The WIS-SIM model in i.larticular hato-

been conceptualized so as to take into account for instructional

purposes a wide range of both subjective and objective information

such as aptitudes, learning style, and learning handicaps.

Traditionally. grouping.procedures have been a subjective result

of.some objective measurement process. Student records in various

subject areas are obtained from a variety of sources; for instance,

previous grades, teacher evalUations and standardized tests. The

administrator then sets a few basic decision rules, and groups, or

clusters students on this basis. The effectiveness of this procedure is

open to question: Are the resultat groups in any sense maximally

homogeneous? Given the desirability of using a greater volume of more

relevant data in the grouping process, both the.impracticaiity and

the subjective nature of a manual grouping process are likely to prevent

the formation of groups which are sufficientlY homogeneous to attain

the purpose of the grouping. A more objective grouping procedure may

result in a greater degree of homogeneity with the use of statistical

2 8
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and computer technology. These technologies are presently.available

and await their adaptation in the implementation of individualized

programs of instruction.

Not only should systems for the grouping and regrouping of stu-

dents take account of various relevant learner characteristics but

they must operate within realistic limits on resources. Consideration

of constraints such as the number of groups, the sizes of these groups

and the prior performances of individual students in particular

instructional programs not only makes the problem more relevant for

schools implementing programs of individualized instruction, but also

makes the problem's solution more complex.

The solution to the problem of efficient and effective formation

of groups for instructional purposes appeared to warrant the use of

statistical and computerized procedures. Such procedures have the

capability of providing for (1) the efficient storage and processing

of student related data, (2) the availiability of grouping recommenda-

tions upon request and (3) a high degree of homogeriatYin group

membership.

Because computerized management procedures had found little

application in the administration of programs of individualized

instruction and the use of numerical grouping procedures even less

so, it was considered that a successful joint implementation offered

the possibility of their more extensive use both in the grouping of

_

students for instructional purposes and also in other educational

problems where classification is necessary.

2 9
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;Irecise formulation of the problem ws*1 dellendent.upon_an

analystaof the educatibs7stL ,marc±csnment Azithin whIch was amt. This

analyst .'*fesented in the ;alert, three Sections, the arst of-Nihich

ia concerned with the role of;grouping in individinsUzed. instructional

program-

Qtouping Within Indivtdualized Programs ,4f lustrum-icem

Th:L.-3 section seeks to clarify the purposes of grouping students,

tO identify the components of acceptable grouping practices and.on the

basis of this analysis to derive an initial set of criteria to be met

by an automated grouping procedure.

A philosophy of grouping is closely related to attitudes towards

education and individual differences; thus, the position one takes on

grouping is primarily dependent upon one's basic conceptions of the

nature of the individual and of the purposes of education. Given that

this is so, grouping procedures should be brought into harmony with all

the major objectives of education. So conceived, the problem of group-

........ ........

ing students for instructional purposes is basically as broad as the

accepted objectives of education.

Yates (1966, page 97) referred to grouping as a device for achiev-

ing a better fit, congruence or relationship between students and some-

thing else. This something else could be the teacher, the task or

activity, some set of common purposes, or a generalized social role.

All schools group students for instructional purposes. It is not only

neceasary for practical purposes, as in the sharing of scarce learning

3 0
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ismisfole for educational reass that students bwt grouped

for instructi,zyuksignificant portion of taeir time at schoog,..

The s4414tilmn tf grouping is not one of liesirability but one of

determining tetat avtitem of assigning pupils and_teachers to instonc-

tional spamwtt 11:1, t/st facilitate the accomplishment of school-mide

goals and iINVZOOrioral objectives for learnems.

Grou!I pstung5dures can themselves be usefully subdivided.into

two types, mr..: Afteined from the purposes for-which the groupsmere

initially fc"Miu-1. ane type has as its purpose the teaching of subject

skills on th Leuel of the child's needs and the other grows out of an

awareness of : need of the students in a democracy for actual practice

in living and orking together efficiently and happily. The former

groups may be .1-..ferred to as being homogeneously formed with respect

to some goal, the latter as being heterogeneously formed. To expect

perfect homogeneity of individuals within a group is unrealistic and

can only be when group members are identical in terms of a

continuous scP00-uitth maximum:homogeneity of group membership as one

end point andminimum homogeneity or maximum heterogeneity as the

other-end.point.

The essential-difference between the two basic types of groupings

is therefore thedegzse to 'which the similarity of group members is s.

emphamized stien tftin.-similarity is measured in terms of chosen learner

characterisxios atr:meeds. Homogeneous grouping refers to the organiza-

tion of stuents on the basis of student similarity on one or more

specific characteristics. The criterion for this tlassification may be,

Q.:1
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for esample, age, sex, IQ, achievement or a combinz:Arca of these or

other-variables. Alternatively, heterogeneous grollipings.incliwae-a

diverse mixtureof children who differ on one or mcmftvariablee.

-This practice results from the-hypothesis. that in mrubjeczs, varied

levels of-maturity and experience may contribute comma thelearning

.

process and. that interaction: of varied age groups mazr=ntribute to

social growth andunderstanding as well asto acadgrowth. Con-,

sequently, pupils are sometimes grouped .heterogeneossly as &matter of

deliberate policy. In the 'United $tates heterogeneous grouging:owes-,.

much to John Dewey's influence.- He maintained that a.school Class

should ideally be a society miniature, containing the_same merging of

soCial classes and levels of ability as one found in the adult

community. This special significance of grouping in a democracy was

recognized by petty (1953, page 17) and Hildreth (1962,-page .280) who

stated that skill in group:Iiving is not learned:by chance but is

definitely planned for in the elementary School and that group

activities help children learn the value of orderly procedure, taking

turns, working with a leader, contributing to and sharing. in_a(common

cause, 'Given the-validity of these arguments,.a complete. grouping

-procedure should facilitate the creation of groups sufficiently hetero-

geneous to meet the purposes of the grouping as speciMed by those

responsible for the formation of the groups. Suchpurpose:s :may be

best attained by the randomselection of group members. iThe -random

assignment of students to groups is of coursethe antithes1mmE-7the

.creationzof homogeneous groups of -students., Which topic .11;:mext-discussed.

3 2
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A common assumption in the_formation of homogeneamw groups is

that a reacher.canmore readily adapt instruction to dfid±aventes among

stoulenlmasten the xange ofdifferenoeswithin aolass la.fatiduced. This

iez.so because group teaching becalms mare manageable.whem.:Jdhemembers:

of'a group havemoreoharacteristics Imooamon. Suóh:group±ngmakea It

psibiie br the teacher-to adapt:methods and materials morezlosely

to the level most appropriate for the students.

Teachers often subdivide their-Classes to facilitate,instruction.

Subgrouping has been more apt to occur in heterogeneous lassoes than

in ability grouped classes since teachers have employed. it m:) accomplish

czithin group homogeneity when this is based on ability--or arhievement

data.

Such subgrouping is most common in elementary sthodls. and Is

used most frequently with instruction in the skill areas of _reading,

spelling, and arithmetic. It is also used when conducting Itroject

activities in science and social studies.

Dettatilt and Kriewall (1970, Tage 418) noted.,thatmathematics:

seems to he one area_ of study whick can be undertaken wilthomt major

concern far the nate of one' a peer- group. They claimedAhat the degree.

of paracipation E 'elks kind of group .structuring actiVity -,would seam

tor: be ,..an Important ...adjustable parameter of the &illy individualized

" 1 Z. a -environment. Irarnbig homogeneous groups' of :students for

instruction in reading m n_commomvractice in eiMmentary- schools :mad

the subject has received considerabie attention in the.professional

Literature. Petty (1953, page 39) noted the primary consideration_lcn

3 3



homogeneously grouping studewm for instruction in reading as being:

ft) the tustructional readitte, level of the students, (2) the general

inamomm= /evel of the studmmts, (3) the specific needs of students

embomobot: language ski11s,-=3ncepts critical reading, social adjust-

ment lor rather learnings varoftg all the way from word recognition to

re sorm tion of informatann.

15

Acceptance of the =totionale-for-forming maximally7homogeneout

groups nof-:srudents for spetfic instructional_ purposes especially

as ±heseoccur- in the. akiIrsubjects in the elementary Schools, require&

its inclusion:An a set of criteria to be- met by an acceptable groUping

procedum. 'The first such criterion recommended thezformation of

homogeneous groups. .

Criterion. /: A numerical _grouping.procedure Shouldprovide

tiElr the =co.:KO:Eon of: maximally homogeneous groups.

In um_---192crs Amu .1930 ' s many .studies attempted to compare

'kixt erogene ou.1 with 'irmossaigneous .groupings Heterogeneous grouping was

commonly base& onaL Adhattion- by chronological .agel'thomogeneousgrouping,

mu. igonmadardized resaas aiE mental ability, oftemtcoMhine&vith measures

tf antievenent. -Thee outonmes-of the Tre laced research are inconclusive

azumEL6miiiceillettm: ..(feathers, 1969, page 2). What.JloW 'seems ..to be clear

izsz.aiiiat:Anaoy- othee than the heterogeneity ormhomogeneity. of

:tate Tgroupturiwwere:_tncrtiloseeli. What the studies. seemed to .show us was

thait teaching a p proximatelty the same sub ject matter An :approximate lY

ti.sarne:7way Tproduced approximately the same resultsr whe ther abi 1 itY

-grouping was used or: not. These grouping practices were often- based.nro

3 4
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the assumption that by choosine the proper grouping criteria, the

variation of individual di"-.Pfetences within the classroom group could be

reduced significantly, and. by SD doing, emble teadhera to teach more.

,effectively. The fac..13.-...are that Whatever th e. critertia, a reduction

im -variability of a group. .1iF-maire _than :twenty- percent is unlikely

(Heathers, 1969, .page. 10). Neither does -Ability grouping:alone 'enable

teachers to create optimum:Aearning situations. So ,cal'led.:abi.lity

grouping tends to set arbi=zary patterns- vihich restriCt .rather than

encourage pupils to .make ffiiiin 'use :of thPili- individual potential.

Grouping.- on .the basis 'of Iity measures to create ..fixed groulis over a

range of subject a-as has generally litn superseded by individualized.

instructional progmms in which flexibility Of ::the .groupting 'a=ange-

ttients reflect the mare Individualize& goals ,of ..the'-programs.

.COnsideratiott eiE the above argument suggested;.A further criter-

ion of acceptabilit," for a grouping pro=dure:

Criterion..21- mumethimal ..groupinta:procezinre hoUld.:stoermit the-

stor4gpa-05: diV.Iderse..41eata. ft= whitch selections_. czotheunaite to -meet

diffaarent_iratatactitsnal -outposes..

In: the. .c.tyttLe.s.:and...L..ear.ly,-.seventies a nunibiter- of educational

innovations were tried irrzclassrooms across the .ffnited States. Amo ng

thebestiknown...are mongradedness, team -. teaching, vertical or. .hetern-.

geneous -grouping:of students., and the_ use of open,. apace serciVit, tozilding

design,.

.mast':-wtidespreaa7plan..Ior cont ze oztigre ss

:±rnmiks:rol Is -the ..norigradeschool. The staff ;utilization. .has

3 d
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done most to implement the nongraded snhool is "cooperative teaching."

This includes any plaza /whereby two :or zore teachers- ,work with the

same group of students. ..In this fo=s of associative teaching,

several teachers have joint responsibility- f or a. common.,group of

students. The various: 'patterns 'of catoperative teadhing ;a11 make pos-

sible flexibility-in grouping -practices. They assume a way of working

that permits the team...to make decisions about group size: and composi-

tion as well as teacziter roles that contribute .to the most effective

learning situation. TbeY 3)ermit teacners to utilize whatever size

-
and type of grout:I.-which seem warranted for given kinda olLinstrUction..

Trends .in school building Ilesign also reaent-.changes in organ-

ization towards nongradaLsdhenim ol itterthaidivv,4-reil.t.turtruction.

There appear --to -be two vain trends away from...the :acnnventional type of

school -planning: (1) a. IbtrUdinlvaitikh deliberaly .4=aters to a very .

wide range. of ,grunp- -..sitnes. -and grouniaartivities-4 kr7) Ir. building which

is not 'based 'on.:any parttlicularreanhtvar, methodAnat tit adaptable during

its use toma wide rangamf learningities. Tho potential range

of spaces Tequired for learning-.was broken down .intn five categories

by Yates (1966, page 113): those respired by

(1) an laulftviduhi...-

(2) small.. vamps .of logo rarmnare students,, ha= clearly below

the 'zany .Lit tonal tclass size;

(3) a zi..auts -which la :at LOCC akuut the couvenninnal class size;

(4) groups -which otiab larger than "the conventional

.classz-aszkze, of:say.
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(5) a.large assembly which may range up to the whole enroll-

ment of the school.

With specific regard to instructicinal grouping the literature'

identified four basic grouping patterns independent study, one to

one, small group, and large group.. All these need_to be,cOnsidered

by staff teachers as they plan instructional activities for students.

Consideration of student learning styles, needs and interests demands

that each of these groups be available at some time for all 'students.

Consideration of-the above-factors led to the stateMent of a

third criterion of acceptability of a numerical grouping procedure

Criterion III: The grouping prOcedureshould_permit the

formation of groups, the sizes And numbers of which can be 'specified

by those responsible for the formation of.the groups..

Grouping procedures.recommended for use with one prominent nongraded

individualized instructional programIndividually Guided Education

(IGE) are now considered.

Manual Grouping PracticeS In IGE

Individually Guided Education (IGE) is a coMprehenaive non-

graded system of instructional programthihg team teaching, 4fferen-

tiated staffing and decision making. IGE in part, attempts to meet

the needs of individual students by establishing appropriately sized

instructional groups. The grouping procedures typically recommended

in IGE schools include the utilization of data from three basic

sources:
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(1) cognitive data from tests, observations, performances,

and work samples,

(2) personal data on learning styles,

(3) affective data such as interests, attitudes, and motiva-

tional levels (Sorenson, Poole and Joyal, 1976, page 37).

The recommended IGE process of grouping students for instruc-

tional purposes is complex but generally proceeds as follows:

(1) identify the objectives; ,,, ,,,,,,,, I ,,,,, ,, ,,,, ,, .

(2) analyse the cognitive, personal, and affective data

obtained on the students;

(3) assign students to groups, and groups to physical space;

(4) assign unit staff to groups;

(5) monitor and evaluate student progress.

Typically, teachers assigned to!the unit of between 100-150

students specialize in handling the various data (e.g., one teacher

may be responsible for assembling data on pre-tests, another on

learning styles, another on interests, and so on. With the respon-

sibility for preparation of summary data delegated among several

grouping problem into three successive stages:

(1) Form groups according to assessment data ;

(2) Reconsider groups formed in (1) and/or form subgroups

from groups formed in (1) on the basis of learning style;

(3) Reconsider groups and/or subgroups from (2) above on the

basis of interests, attitudes, and motivational level.

38



20

Sorenson, Poole and Joyal (1976, page 38) also provided the

following illustrative example of the grouping process. The illustra-

tion involves grouping one hundred and twenty 9-12 year old students

for instruction in a science topic (vertebrates).

The teacher who had assumed'the responsibility for summarizing

the assessment data (pre-test results) has already placed the 120

children in the unit into four groups and has duplicated the names

,of the students. These appeared as follows:

(40 students) 1. Students who do not meet the mastery level

(90 percent) for any of the five classes of

vertebrates and need work on all of the

material.

(30 students) 2. Students who need work on three of four

classes: mammals, fish, amphibians, and

reptiles.

(40 students) 3. Students who need wort: on two of three

classes: mammals, amphibians, and reptiles.

(10 students) 4. Students who meet tne mastery level on all

five classes and do-iOt need basic work on

vertebrates.

The initial grouping step can be expected to, take approximately

five minutes of meeting time.

The second step in grouping is to reconsider the initial groups

formed on the basis of assessment scores. In the illustration this

reconsideration is based upon learning.style, but need not be. The

3 9
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teacher "specialist" on learning style and media preference adds the-

data on Learning style which includes (1) attention span--continuous,

irregulam7, short_bursts; (2) sound tolerance--low, medium, high;

(3) group size--alone, one-to-one, small, other; (4) assignment

typetest-leer or student-selected; (5) perceptual strengths and styles

(preferredmeWia). These 40 students fall into three subgroups as

indicated below. The teacher specialist on affective data looks at

the needs of5these 40 students and compiles the entire-list-at once.-

Doing this, rhe students who do not meet the mastery level for any of

the five clmsses of vertebrates are subgrouped as follows:

(10 students) Group A. (continuous attention span)

(low tolerance for noise)

Igarning (mall group (3-13 students))

Style (self-selected assignments)

(a combination of printed and audio-

visual materials)

(medium interest)

Affective (medium motiVation)

(low eo medium attitude toward science)

((17 students) Group B. (short bursts of concentrated effort)

(tolerated distant noise well)

Learning (small group)

Style (teacher-selected tasks)

(mainly audioitisual and activity-oriented'

materials)

4 0



(low interest)

Affective (low motivation)

(medium to low attitude toward science)

(13 students ) Group t. (irregular attention span)

(high level of activity/noise)

Learning (one-to-one and small group)

Style (teacher-selected tasks)

(high interest, audiovisual materia

and activities)

(low interest)

Affective (low motivation)

(low attitude toward science)

The three remaining initial groups formed on the basis of

assessment are reconsidered in the same manner.as above. Reconsidered

groupings are indicated in the diagram below.

Group A
10 students

Group B
17 students

GrouPT--
13 students

Group H
10 students

1

Group D
10 students

1

Group G
15 students

_

Group F
25 students

1

Group E
20 students
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School areas are then aSsigned primarily on the basis of groups'

needs relative to: (1) noise level; (2) heavy use of audiovisual

equipment; (3) facilities for one-to-one and independent study work.

Sorenson, Poole and Joyal (1976, page 41) rePorted that the assignment

of students to groups and groups to spaces can be expected to take

approximately 35 minutes.

The purpose of the above grouping scheme seems clear as do its

procedures. However, its efficiency and effectiveness remain dubious.

Its objective is to form homogeneous groups when similarity is measured

on such factors as pre-test results, learning styles and interest

levels. The procedure for forming groups is characteristically

sequential with subgroUps being formed from within previously deter-

mined groups. It is a decomposition method, the composition Of the

final groups being independent of'the order in which the factors are

considered. The number of groups to be formed is not a prior con-

straint on the procedure, but "natural" clusters are sought. Judgments

are made as to where the boundaries of these natural cluiters occur.

Having made judgments on group boundaries, the task of allocating

students to them is routine and'can be expected to be accurately done

in the manual mode. It may; however, be tedious and time consuming

considering that the data is most easily analyzed in rank order. The

example chosen considers only on7 data set (pre-test results) on the

first sorting into groups. Use of data from more than one test, even

.if this multivariate data is summarized, is more complex and time

consuming in its analysis. Similar considerations apply to the sorting

at other levels.

9
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be the assignment of teachers to groups. As a consequence of;this

constraint, the final number, of groups to be used must be, deliberately

chasen by the instructional staff to.fit'in with -teacher availability

and teacher competencies to instruct groups with different needs.

In the grouping procedure described here, this recombining of grOups

or joint instruction of groups bY the one teacher is &decision of

the instructional staff and is based on a knowledge of previously

identified homogeneous groups.

The preceding example involved the grouping of students for

instruction in a particular science topic on vertebrates. Such a

topic may be one of a set of topics. which make up a complete instruc7

tional program in science. Although not specified in the earlier

illustrative example, topics may be further considered as relatively

short-term aggregations of instructional objectives. Within the IGE

instructional programming model, instructional objectives are the

most specific outcome oriented statements for goal attainment and

state for each student what is to be accomplished, at,whit level of

expertise and sometimes by when it will be done (Spuck, Bunter,

Owen, and Belt, 1975, page 7).

It should be noted that some instructional programs define

prerequisites at either the topic level or the instructional objective

level. Instructional objectives or topics within an.instructional

program may be interrelated in predetermined ways, establishing for

the program a netwoik of prerequisites. If such prerequisites exist
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within a program the objectives are sequential. For example the

achievement of objectives in a mathematics program is often sequential

in nature, with completion of lower-order objectives being prerequi-

site for progress toward higher-order objectives. Not all objectives

need be related sequentially, however. Many may be relatively inde-

pendent, and can be attAined at any one of several points in the

program of individualized learning. Some instructional programs are

characterized by the absence of prerequisites and are therefore non-

sequential in nature. The earliar illustrative example on vertebrates

may be considered as one topic in a sequence of science topics all of

which may be interrelated in a network of prerequisites at the topic

level.

Developing Mathematical Processes (DMP) and the.Wisconsin Design

for Reading Skill Development (WDRSD), both instructional programs

developed at the Wisconsin Research and Development Center, contain

networks of prerequisites at the instructional objective level.

Networks of prerequisites are best described by reproducing Spuck,

Hunter, Owen and Beles diagrammatic illustration (1975, page 25).

(a) Network (b) Linear (c) Non-sequenced

Figure 1-1: Sequencing of Objectives

4



In.a network an objective may have more than aAiingle objectiVe
, --

as a prerequisite,. For example, objective six in Figure,la has as

prerequiSite objectives two and four; objective six is in turn pre-

requisite to objective seven along with objective five. The linear

form (Figure lb) is clearly.a special case of the network form..

Figure lc shows the non-sequenced case. Here, no objective is depen-

dent upon, or prerequisite to, any other objective.-

The Wisconsin System for Instructional Management (WIS-SIM),

the computer support system which supports IGE has been designed to

assist in the management of instructional programs which contain a

prerequisite structure. Belt (1975, page 6) reported that within

WIS-SIM the establishment of instructional groups is generally

accomplished in two steps.

Firstly, the unit leader or another teacher assesses the over-'

all instructional needs of the students in the unit by examining "Unit

PerforMance Profiles" (see Appendix 1, page 375) for the various sub-

ject areas under consideration. The Unit Performance Profile sum-

marizes for each student in the unit his past performance in that

subject area. Secondly, having assessed the overall status of the

students in the unit, a number of instructional groupings are
.......

requested from the computer. Each instructional grouping recommends-

tion (IGR) consists of three parts. For each instructional group

(skill or topic) requested, there is an Instructional Grouping
_ .... _

Recommendation (Group) Report (see Appendix F, page 378) which, in

addition to listing the students who are eligible, also indicates any

4 5
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previous experience the student may have had with the instructional

objectives. The second part of the IGR is the Instructional Grouping

Recommendation (Summary) Report which identifiesstudents eligible

for the skills requested. The third part of the IGR is the Instruc-

tional Grouping Recommendation (Omissions) Report which lists students,

who did not qualify for any of the requested instructional groUpings.

Students fail to qualify either because they have not mastered the

necessary prerequisites or because they have already mastered the

topic. These grouping recommendations are considered at a Meeting.of

the teachers of the unit who evaluate the grouping recommendations.

1Ma addition to the three-part groupingreport . reports are

available to the unit leaders in order to establish Instructional

groupa7to meet the needs of students not included in timIGR. The

Toptic-A)eficiency Report (Appendix 1, page 381.) lists the specific

prerequisite deficiencies which prevented individual students from

qualifying for placement in a particular instructional group. The

WIS-SIM reports described above illustrate the significant emphasis

that IGE places on the establishment of appropriate instructional

groups to meet student needs.

From this examination of both IGE and WIS-SIM grouping practices

as they were currently being used in some schools, it appeared that an

automated grouping procedure should consider the organizational

structure of the instructional program being used. It therefore

appeared that a grouping procedure, to be useful in hierarchically

sequenced instructional programs, should result in groups composed of

4 6
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students all of whom have Met the instructional prerequisites set for

the topic to be studied. Forprograms in which the prerequisite

structure is not of primary importance,:this feature need not be pro-,
,

,

vide& This recommendation is expressed in Criterion IV:

Criterion. IV; The_grouping-procedure should take into account

the prerequiite structure of the instructional program when such

prerequisites help determine the compoaitionof the sxoups to be

formed.

'Sectors On Which To Form.eroupe

The basic data used in a grouping'procedure isza.set. of atm

dents on which we lave recorded measurements. 'The initial choice'zof

the particular set of measurements used to describe each student

constitutes a frame of reference within which to establish the group-

ings. The choice reflects the instructional staff's judgment of

relevance for the purpose of the grouping and.the first question to

ask when grouping students concerns the variables and whether the

correct ones have been chosen in the sense that they are relevant to

the purpose of the grouping. For example, when grouping students for

purposes of readtmg instruction, it is generally:mot sensible to

include such variables as height, weight, and other vital. 'statistics

sincel_the_aCquisitign_ef seeding skills is not considered to be

dependent upon these variables. It is important to bear in mind that

the initial choice of variables is itself a categorization of the

data which has no mathematical or statistical guidelines, and which
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reflects the investigator's judgment ofrelevance for the purpose of

the grouping.'

Everitt (1974, page 12) noted that.researchers in the natural

sciences take a unique approach to this problemcthrnugh the "hypothesis

fef nonspecificity." Briefly, it is assumed that the grouping struc-

ture (considered asxonconstrained) is dependenton many variables

:any single one of WhiCh can be deleted or'added without noticeable

effect. As a consegmence, numerical taxonomy:or:clustering investiga-

tions often involva::.buge numbers of variables. On the other hand,

1.aehaviora1 and social seientists, statisticianai... and engineers Strongly

emphasize parisomyand seek to minimize the nuMber of measured var-

iables. This approach puts a premium on wise selection of variables

both for relevance and discriminating power.

Lockhart and Liston (1970, page 8), when commenting on the

clustering of data in microbiology, cautioned about types of, variables

on which not to base the formation of groups. Their advice, although

directed towards a non-educational field, is pertinent in considers-

tions of relevance and discrimination.

1. Meaningless characteristics which do not have proven direct

or indirect affect on the purpose for the grouping should not be

considered.

2. Characteristics positive, negative or very much of the same

magnitude for all units in the original group should not be included

in the list of factors on which to form groups as they do not provide

useful discriminatory information.
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3. Redundant characteristics should be avoided. Inclusion of

a series of obviously and closely linked or correlated characteristics

will not provide very much extra discriminatory power in the formation

of groups.

4. It is:mandatory that precise methods and exact definitions

be employed in-testing. Vague terms are inappropriate for identifi-

cation purposes and inappropriate for computer coding. Presence/

absence, positive/negative, character states representing exact

categories for_guantitative character rankings on variables or

variables capabIer of interval or ratio measurement are best for

coding.

The selection of factors on which to form instructional groups

should be based on these considerations of parsimony, relevance, and

discrimination'. Already the review of grOuping procedure& in, the

previous section has led to the identification of severa1:7relevant

factors or sets of factors. These include achievement scores, learn-

ing styles and interest levels as recommended in the IGE literature

(Sorenson; Poole, and Joyal, 1976, page 11). Although it cannot be

claimed that the use for grouping purposes of these factors is wide-

spread, nevertheless, a grouping procedure should make provision for

their use. Particularly, consideration needs to be given to their

measurement and the effects of compounding their measures into indices

of similarity.

According to their purposes, teachers may choose to group

children by a number of different criteria such as: aptitudes,

4 9



achievement, interest, sociometric choice, and the=ask at hand

(Sorenson Poole and Joyal 1976, page 12).

Aptitudes

Aptitude is potential ability for achievement. Abilities in

the sense of special aptitudes are frequently crime-1E1a for grouping.

Students with comparable aptitudes for a foreign language for example,

may be placed in the same language groups. Students with comparable

physical abilities may similarly be grouped into teams for sports

activities.

The most commonly used criterion involving-ability, however,

is probably that of mental ability. Mental ability as measured by

scores on standardized tests is:rarely used as_a .anle criterion for

grouping. In most classes where teachers considermmental ability

test scores as a basis:5i= grouping achievement mccresare also taken

into account. Social, studies groups for instance, may be based on

mental ability and reading achievement as well as peat grades in

social studies.

31

Achievement

Achievement tests measure the present proficiency, mastery, and

.

understanding of general and specific areas of knowledge. Achievement

tests are either standardized or specially constructed tests. Stan-

dardized achievement tests can also be classified into general and

special tests. General tests are typically batteries of tests that

measure the most important areas,of school achievement: language

5 0



usage, vocabulary, reading, arithmeiic, and social stildies. Special

achievement teats are7tests-in ,individual subjects such.as history,.

.
science, or English.

32

Perhaps reading achievement data has,been most frequently used

as the basis for classroom grouping. It has been used not only to

- --

determine reading groups, but also for groups in social studies and

other subjects.

Achievement data from the curriculum area in which the groups

are to be formed is commonly utilized, and in IGE a further breakdown

within the curriculum area according to the instructional objectives

is frequently necessary. For example, a student might have'high

achievement scores in mathematics in sets and geometry, but medium

to low scores in computational areas.

Interests

As a criterion for grouping, interest takes into account an

important dimension of learning that groupi'ng by ability and achieve-

ment may neglect--namely, motivation. If a child is to be motivated

to use his ability, he must be interested in the task at hand. Many

teachers, understanding the role that motivation plays in learning,

group for interest. Students interested in learning about verte-

brates, for example, will be more likely to work effectively if

grouped together than if forced to choose some other science topic in

which they have little interest. Interest inventories useful in

measuring interest in different areas employ criterion keying of items.

The assumption is that the subject's responses to a set of items,
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presumably representative of particular vocations or areas, indicates

his interest level in that area. His responses are then compared to

the responses of members of the various vocations or areas. The

Kuder Preference Record (Anastasi 1961, page 538) yields a profile

of responses measured as percentiles along scales each representing

a particular vocation or area.

The measurement of the attitudes and values of students for

purposes of forming instructional groups does not seem to be recommended

in the literature. However, objective tests are available for these

purposes and most often result in ordinal level measurements. Their .

use for grouping purposes does not seem to.pose any unique difficul-

ties.

Sociometric Choices

This is another basis for grouping. By informal means and by

using sociograms, teachers are able to analyze the patterns of social-

interaction in their classes. Then can identify the students who

are at the center of clique groups, the students who make mutual

choices, and those who are isolated. They are aware of the roles

different children play in different classroom groups.

Teachers can use their sociometric knowledge to help place

apparently isolated and rejected children in group situations where

they are most likely to interact effectively with others.
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Learning Style

Learning style is variously defined in terms of factors which

aid the learning of individual students. For example, Ilechtal (1971,

page 46) defined learning style in individualized instruction programs

as "those factors that ease and facilitate,learning for an individual

student in a given situation. Dunn and Dunn (1972, page 29) provided

the following twelve elements of learning style as identified by use

of an observation schedule with each element measured on a Likert

scale.

1. Time most alert

2. Attention span

3.- Tolerable noise level

4. Type of sound

5. Type of work group

6. Amount of pressure

7. Type of pressure and motivation

8. Place

9. Physical environment and conditions

10. Type of assignments

11. Perceptual strengths and styles

12. Type of structure and evaluation

Hunt and Sullivan (1973, page 221) proposed three categories

of learning style based on a conceptual levels dimension that ranges

from a very concrete level at which the person is unsocialized and

capable of only very simple information processing to a complex stage
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where the person is self responsible and capable of processing and_,

organizing informationAn a complex fashion. Hunt and'Sulliyan

utilized a written response test which theY :use tes

learning styles of rOpondents.

:The Wdtchita Public'Echeols $ystem

categoriZe the

In Kansas (1975, page 1

developing an instrument, tO, measure learning style in

categories of (a) informatiOn7gathering/receiving, (b):socialwork

conditions, and ( ) expressiveness preference. Within

areas are subtopics as follows:

each:Of thelie.:-

(a) The area of information gathering/receiving considers:

1. Auditory Language: The way a student hears

processing-spoken-words;

2. Visual Language: The way a student

processing written language.

3. Auditory Numerical: The way a student hears numbers;

processing spoken numerical values.

4. Visual Numerical: The way a student

processing written numerical values.

5. Auditory-Visual-Kinesthetic: The way a student learns

by doing or involvement. Emphasizing the experiencing

or manipulative learning style which is almost always

accompanied.by either auditory stimuli, visual stimuli,

or a combination of both'.

(b) The area of working considers whether a student likes to

work or learn in a group.or alone. They are appropriately

titled as follows:

Words;

sees words;

sees numbers;

5 4
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1. Group learner: A student who likes to work with at

least one other person when.there is important work to

be done.

2. Individual learner: A student who works and thinks

best alone. This student is usually a self-starter and

frequently finds working with other students distracting.

(c) The area of individual expressiveness considers how a

student prefers to express himself. Basically, they fall

into one of these two broad categories:

1. Oral expressive: A student who prefers to say what he

knows. Usually, answers or explanations are better

given orally; however, some students may indicate this

preference simply because they are too lazy to write

things down.

2. Written expressive: A student who prefers to write down

answers or explanations. Students Who exhibit a

reflective cognitive learning style may prefer this

method.

The Kansas instrument, currently being developed, requires the

administration of a twenty-minute objective test. The administration

can be given to a group and results in scores on each of the nine

dimensions. Scores 33 through 40 are considered as indicating a major

learning style, scores from 20 through 32 as a minor, learning style

and below 20 indicates the student uses this style to a negligible

55extent.
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Measurement of Factors used in Grouping

Ability, aptitude, achievement, interest,and learning style

test scores are ordinal. They indicate the rank order positions of
--

the students. The scales used in their itsting neither have equal

intervals or absolute zeros. Therefore, strictly speaking the statis-
__.

tics (e.g., similarity indices) that can be used with ordinal scales

do not include statistics such as r, t, or. F. However, as Kerlinger_

(1973, page 440) noted in the measurement of preferences and atti-

tudes, for example, the neutral points of a Likert type scale can be

considered natural origins. Furthermore, Kerlinger (page 440) adopted

a pragmatic viewpoint about making the assumption of equal intervals

measurement for data which are strictly speaking ordinal. He opines.

that the assumption works. It is probable that most psyChological and

educational scales approximate interval equality fairly well. However,

in making this assumption, care must be taken in (1) noting scales

which possess gross inequality of scale and (2) in the interpretation

of the obtained measurements.

From the foregoing description of relevant variables and their

measurements, the data set used in grouping students can be expected

to be heterogeneous; tha' , of the same type but of different scales

(Hartigan, 1975, page 50). Although it appears likely that the most

commonly occurring scale will be ordinal (perhaps considered as an

interval scale), it is possible that a categorical scale may be

required in the measurement of some variables. This likelihood found

expression in the following criterion of acceptability for a grouping

56
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.procedure.

Criterion V. The grouping proceddre should permit the selec..

tion and use of data meaeured on different scales as this is considered

relevant to the.purpose of srouping.

A. brief summary of quantitative models for grouping used in

some non-educational areas follows. These clustering techniques,

already introduced in section 1-1, will be examined for their purposes

and characteristics in an attempt to ascertain their relevance to the

problem of grouping students for instructional purposes.. This survey

will be preliminary to a detailed examination of those techniques

considered as being most relevant in the solution of the problem.

Numerical Grouping Procedures

Certain numerical grouping procedures which had been found use-

ful in other areas of study were considered to be potentially useful

for instructional purposes. These grouping procedures can be based

on student characteristics and produce sets of possible groupings.

Some procedures take into account constraints such as numbers of

groups. "Cluster analysis" is the generic term for these techniques

which are cseful in the analysis of multivariate data and which result

_n the grouping of similar objects. Some of these clustering tech-

niques attempt to solve the problem: Given n objects or individuals,

each of which is measured on each of p variables, devise a classifica-

tion scheme for grouping the objects into g classes such that the

similarity between pairs of objects in the same group is greater than

5 7
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between pairs of objects in different groups.

The need for cluster analysis has arisen in a natural way in

many fields of study--the life sciences (e.g., botony), the behavioral

and sOcial sciences (e.g., psychology), the earth sciences (e.g.,

geology), medicine (e.g., psychiatry), engineering sciences (e.g.,

pattern recognition) and the information and policy sciences (e.g.,

.information retrieval). However, it is only since computers, which

can take the burden of the very large amounts of computation generally

involved have become available, has much attention been given to

clustering procedures. Consequently, this field of study is as yet

relatively undeveloped, and mathematical statisticians only recently

have begun to formalize clustering procc.dures of which there are

numerous examples (Anderberg, 1973; Everitt, 1974, and Hartigan, 1975).

Since the use of clustering procedures in education had been infrequent

(Baker, 1972, page 1 and McRae, 1971(b), page 3), little was known

regarding their utility in forming groups for instructional purposes;

however, given the importance of grouping students for instructional

purposes, the examination, selective application, and evaluation of

clustering procedures seems warranted.

Clustering techniques have been classified into types by

Everitt (1974, page 7) as follows:

1. Often a hierarchy of clusters is sought, rather than one

level of clustering. In the hierarchical techniques the classes

(clusters) are themselves classified into groups, the process being

repeated at different levels to form a tree or family of clusters. The

-tree may be represented diagrammatically as'a dendrogram.

5 8
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2. Optimization-partitioning:techniques which depend upon

establishing clustering centers and which then grow in size by

merging other objects into the clusters. The ceniiiii-idea-in-most

of these methods is to choose some initiar partition of the Objects

and, then alter cluster memberships so as to obtain a better pa-,:tition.

3. Density or mode-seeking_ techniques attempt to compare

relative distance between entities (considered as points in metric

space) and to search for continuous relatively densely populated

regions of the space surrounded by continuous relatively empty

regions.

4. Clunlping techniques, unlike most clissifiesition techniques,

permit an overlap between the clusters. The clusters Produced by

these techniques are not mutually exclusive; that is, an entity may

be a member of more than one group or cluster.

5. Other methods which do not fall clearly into any of the

four previous groups; for example, factor analysis and discriminant

function analysis.

These types of clustering techniques are now briefly described.

In the descriptions, "entities" are the individuals or objects which

are to be placed into groups or clusters.

Hierarchical Clustering Techniques

Hierarchical techniques may be subdivided into agglomerative

methods which proceed by a series of successive fusions of the N

entities into groups and divisive methods whickpartition the set of N

entities successively into finer partitions. The results of both

5 9
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agglomerative and divisive techniques may be presented in the form of

a dendrogram, which is a twordimensional diagram illustrating the

fusions or partitions which have been made at each successive level.

Agglomerative Mei:hods

The basic procedure with all these methods is similar. They
7

begin with the computation of a similarity or distance matrix between

the entiLiss. For exaMple, a very common similarity coefficient is the

product moment correlation coefficient, and perhaps the most common

distance measure is Euclidean distance:

At any particular stage the methods fuse individuals or groups

of individuals which are closest (or most similar). Differences

_between methods arise because of the different ways of defining

distance (or similarity) between an individual and a group containing

.-;

several individuals, or between two groups of individuals. Some of

the methods are only really suitable for use when a distance matrix is

used as the starting point, and where this is so it will be noted.

Several agglomerative hierarchical techniques are now described and

for convenience the description will be in terms of distance measures..

(i) The Nearest Nei hbor or Sin le Link Method

This method can be used both with similarity measures and with

distance measures. Groups initially consisting of single individuals

are fused according to the distance between their nearest members, the

groups with the smallest distance being fused. Each fusion decreases

by one the number of groups. For this method, then, the distance

6 0
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between groups is defined as the distance between their closest mem-

bers. Everitt (1974, page 9) provided the following example in which

five individuals are to be classified, and the matrix of distances

between the individuals, namely D1, is as follows:

1 2 3 4 5

1 0.0 2.0 6.0 10.0 9.0

2.0 0.0 5.0 9.0 8.0

D1 3 6.0 5.0 0.0 4.0 5.0

4 10.0 9.0 4.0 0.0 3.0

5 9.0 8.0 5.0 3.0 0.0

(In this matrix the element in the ith row and jth column gives the

distance, d.. between individuals i and j.)
13,

At stage one of the procedure individuals 1 and 2 are fused to form

a group, since d12 is the smallest entry in the matrix Dl. The distance

between this group and the three remaining single individuals 3, 4, an,/ 5,

are obtained froM D
1

as follows:

d
(12)3

= min [d
13'

d
23

] =
2

= 5.0,

d
(12)4

= min [d
14

,d
24

] =
2

= 9.0,

d
(12)5

= min [d15,d25] = d25 = 8.0

A new distance matrix D
2
giving inter-individual distances, and group-

individual distances may now be formed.
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(12) 3 4 5

(12) 0.0 5.0 9.0 8.0

3

[

5.0 0.0 4.0 5.0

4 9.0 4.0 0.0 3.0

5 8.0 5.0 3.0 0.0

43

The smallest entry in D. is d45-which is 3.0, and so individuals 4 and 5

are fused to become a second group, and distances now became

d
(12)3

= 5.0 (as before)

d
(12)(45)

min [d14'
d
15'

d
24'

d
25

] = d2 8.0,

d(45)3 min [d34,d35] mg d34 4.0

These may be arranged in a matrix'D3,

D
3

(12) 3 (45)

(12) 0.0 5.0 8.0

3 5.0 0.0 4.0

(45) 8.0 4.0 0.0

The smallest entry now is d(45)3 and so individual 3 is added to the "group

containing individuals 4 and 5. Finally' fusion of the two groups at thi'S

stage takes place to form a single group containing all five individuals..

The dendrogram showing these fusions appears below:
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1 2 3 4 5

Figure 1-2: pendrogram Using Single Link Method

This technique seems to have been first described by Sneath (1957),

and later by Johnson (1967).

(1.1.) The Furthest Neighbor or Complete Linkage Method

This method is exactly the opposite of the.single linkage method,

in that d4,7tance between groups is now defined as the distance between

their most remote pair of individuals. This method can also be used

with similarity and distance measuret.

.(iii) Cencroid Method

In this method, groups are depicted to lie in Euclidean space, .

and are replaced on formation by the coordinates of their centroid.

The distance between groups is defined as the distance between the
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grOup centroids. The procedure then is to fuse groups .according to

'the distance between their centroids, the groups with the smalleat

distance being fused first. Again, this method can be used with both

similarity and distance measures.

(iv) Group Average Method

This method defines distance between groups as the average of

the distances between all Pairs of individuals in the two groups.

Sokal and Michener (1958) used this average as a measure of distance

between an individual and a group of individuals, while Lance and

Williams (1966, page 60) extended it to a measure of distance between

groups.

The procedure can be used with similarity and distance measures

provided the concept of an average measure is acceptable.

(v) Ward's Method

Ward (1963, page 236) proposed that at any stage of ananalysis

the loss of information which results from the grouping of individuals

into clusters can be measured by the total sum of sqUared deviations

of every point from the mean of the cluster to which it belongs. At

each step in the analysis, union of every possible pair of clusters

is considered and the two clusters whose fusion results in the minimum

increase in the error sum of squares are combined. Everitt (1974,

page 15) provided the following example in which five individuals are

to be clustered on the basis of their values on a single variable

using this method of cluster analysis. The values of the variable

for each of the five individuals are:
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Variable
Value

1. 1

2. 2

Individual 3. 7

4. 9

5. 12

The error sum of squares (E.S.S.) is given by:

E.S.S. = x2. - (Ex )2
n

i=1

where x
i

is the score of the ith individual. At stage one, each

individual is regarded as a single member group and so E.S.S. is

zero. The two individuals whose fue,on results in the minimum

increase in E.S.S. form the first group, and for our data these are

individuals 1 and 2 and the E.S.S. becomes 0.5. At the next stage

individuals 3 and 4 fuse to form a second group, increasing the

E.S.S. by 2.0 to 2.5. Next, individual 5 joins the group formed by

3 and 4, and the E.S.S. increases by 12.7 to 15.2. Finally, the two

remaining groups are fused and the E.S.S. increases by 71.6 to

86.8.

These results may be summarized as a dendrogram which is

shown in Figure 1-3.
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86.8

15.2

2.5

0.5

Figure 1-3: Dendrogram for WardYs Method

Probably the majority of the applications of agglomerative

hierarchical techniques have been in the fLelds-of-biology-and

zoology. They are particularly useful for plants and animals when

these are hierarchically grouped with respect to genetic

characteristics.

Baker (1972, page 352) described the application of hierarchi-

cal procedures to an instructional grouping situation and noted their

usefulness in providing information about the dynamics of group

formation.

Divisive Methods

With divisive methods the first task is to split the initial

set of individuals into two. Now a set of n individuals 'can be

divided into two subsets in 2
n-1

- 1 ways, and although. Edwards and

6 6
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Cavalli-Sforza (1965, page 362) considered them all, this is obviously

only possible for very small sets, even with a large computer. In

the case of even moderately large sets we have to impose a restric-

tion on the number of ways considered. There are two types of

divisive techniques: monothetic, which are based on the possession

or otherwise of a single specified attribute, and polythetic, which

are methods based on the values taken by all the attributes.

Everitt (1974, page 18) considered the most feasible of the

polythetic divisive techniques is that described by MacNaughton-

Smith et al. (1964, page 1034). In this instance a splinter group is

accumulated by sequential addition of the entity whose total dis-

similarity with the remainder less its total dissimilarity with the

splinter group is a maximum. When this difference becomes negatkve

the process is repeated on the two subgroukis. 'The measure of

dissimilarity used is the average Euclidean distance between each

entity and the other entities in the group. For example, the distance

matrix D, shown belaw, gives the distances between seven individuals.

D =

2 3 4 5 6 7

1 0 10 7 30 29 38 42

2 10 0 7 23 25 34 36

3 7 7 0 21 22 31 36

4 30 23 21 0 7 10 13.

5 29 25 22 7 0 11 17

6 38 34 31 10 11 0 9

7 42 36 36 13 17 9 0
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These individuals are to be divided into two groups using this method.

The individual used to initiate the splinter group is the one whose

average distance from the remaining individuals is a maximum. This

is found to be individual 1, giving the groups

(1) and (2, 3, 4, 5, 6, 7).

Next,the average distance of each individual in the main group to the

individuals in the splinter group is found, followed by the average

distance of each individual in the main group to the other individ-

uals in this group. The difference between these two averages is

then found. This gives the following results:

Average Distance Average Distance

to Splinter Group to Main Group

Individual (1) (2) (2-1)

2 10.0 25.0 15.0

3 7.0 23.4 16.4

4 30.0 14.8 -15.2

5 29.0 16.4 -12.6

6 38.0 19.0 -19.0

7 42.0 22.2 -19.8

The maximum difference is 16.4 for individual 3, who is therefore

accumulated into the splinter group giving the two groups:

(1,3) and (2 4, 5, 6, 7).

This method has the advantage that the computation required is

considerably less than for an all possible subdivisions method. As

with other divisive techniques, an inefficient early partition cannot
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be corrected at a later stage. This is also the case for agglomera-

tive techniques.

Monothetic techniques are usually used in cases where binary

data is used. A division of the set of data is then initially into

those individuals who possess, and those who lack, some one specified

attribute. If only divisions of this simple type are considered

then, given data for, say, m attributes, there are m potential

divisions of the initial set, (m-1) potential divisions of each of

the two subsets thus formed, and so on. Such a division is termed

monothetic, and a hierarchy of such divisions a monothetic classifi-

cation. Association analysis (Lance and Williams, 1965, page 246)

is a monothetic technique.

Partitioning Techniques

This section describes clustering techniquec,which produce a

partition of the objects, but differ from the hierarchical techniques

in that they admit relocation of the entities, thus allowing poor

initial partitions to be corrected at a later stage.

The majority of these techniques can be formulated as attempts

to partition the set of entities so as to optimize some predefined

criterion. For example, many of them attempt to minimize trace (W),

where W is the pooled within groups matrix of sums of squares and

cross products. Most of the methods also assume that the number of

groups has been decided a priori by the investigator, although some

do allow the number to be changed during the course of the analysis.

Most of these techniques employ three distinct procedures, which are
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as follows:

(a) A method of initiating clusters;

(b) A method for allocating entities to initiated clusters;

(c) A method of reallocating some or all of the entities to

other clusters once the initial classificatory process has

been completed.

The differences between the methods lie primarily in (a) and (c).

Techni ues Used for Initiatin Clusters

The majority of techniques begin by finding k points in the p-

dimensional space, which act as initial estimates of the cluster

centres (where k equals the number of groups to be formed). Various

procedures have been suggested for choosing these points which are

known as seed points. For example, McQueen (1967, page 285) chose

the first k points in the sample as the initial k cluster mean

vectors. Anderberg (1973, page 157) mentioned seven other methods of

establishing seed points, including random selection, sequential

selection, subjective selection, selection of the centroids of any

desired initial partition and the selection of seed points which are

greater than some specified distance from each other.

The k starting points are used as initial estimates of cluster

centres. Entities are allocated to the cluster to whose centre they

are nearest (usually in the Euclidean metric), and the estimate of

the centre may be updated after the addition of each entity te the

cluster (MacQueen, 1967, page 287), or only after all the entities

have been allocated (Ball and Hall, 1967, page 153).

'7 0
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It is often,useful if the investigator, on the basis of prior

knowledge, can specify the initial cluster configuration.

Relocation Techniques

Once an initial classification has been found by one of the

methods mentioned above, a search is made for entiti vx. which should

be reallocated to another group. This relocation takes place in an

. .

attempt to optimiZe!i*Ome:!Clustering criterion.'

In general relocation proceeds by considering each entity in

turn for reassignment to another Cluster, reassignment taiing place

if it causes an increase (or decrease in the case of minimization)

in the criterion value. The_procedure is continued until no further

move of a single entity causes an improvement. A local optimum of

the criterion value is thus reached and the solution may be-accepted

or an attempt may be made to improve it by repeating the procedure

using a different starting configuration. In general there is no

way of knowing whether or not the absolute maximum of the criterion

has been reached.

Clustering Criterion

Three illustrative clustering criterion are all derived from

the following fundamental matrix equation:

T = W + B

where T is the total scatter or dispersion matrix, W is the matrix of

within -groups dispersion--that is, W = IE W, where W
i

is the dis-
i=1

persion matrix for group i and B is the "between,-groups dispersion

matrix. 7 1
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For any given data set the matrix T is fixed, and so functions

of B and W are sought as clustering criteria.

(i) Trace (W)

The first criterion is the minimization of the trace of the

pooled-within groups matrix of sums of squares and cross products.

It has been proposed alike by Friedman and Rubin (1967), MacRae (1971),

and Calinski and Harabasz (1971): It may be shown that this criter-

ion is the same as minimizing the total within group sum of squares

of the partition (Everitt, 1974, page 26).

(ii) Determinant of W

The next criterion is the minimization of the determinant of

the within-cluster matrix of sums of squares and cross products.

This criterion seems to have been first suggested as a clustering

criterion by Friedman and Rubin (1967).

(iii) Trace BW-1

Another criterion suggested by Friedman and Rubin (1967) is

-
the maximization of the trace of the matrix BW

1
, obtained from the

product of the Detween-groups matrix of sums of squares and cross

products and the inverse of the within-groups matrix.

The description of Partitioning techniques will not include

specific procedures at this stage. A detailed discussion of the

elements, processes, and logic of partitioning procedures will be

provided in*Chapter II together with an analytical

comparison of different partitioning techniques.

7 2



54

Density Search Techniques

If entities are depicted as points in a metric space, a naturai

concept of clustering suggests that there should be parts of the

space in which the points are very dense, separated by parts of low

density. This concept was used by Gengerelli (1963), and Charmichael

et al. (1968). Methodscf cluster analysis which use this approach of

seeking regions of high density or modes in the data are known as

density search techniques. In general each mode is taken to signify

a different group.

Several of these methods have their origins in single linkage

cluster analysis. One example of a density search technique is now

described.

The Taxmap Method of Carmichael and Sneath

The density seeking technique considered here is one due to

Carmichael et al. (1968), and later extended by Carmichael and

Sneath (1969). It attempts to imitate the procedure used by the human

observer for detecting clusters in two or three dimensions, that is

to compare relative distance between points, and to search for continu-

ous relatively densely populated regions of the space surrounded by

continuous relatively empty regions. Clusters are formed initially

in a way similar to that previously described for the single linkage

method, but criteria are adopted for judging when additions to

clusters should be stopped. One such criterion is to terminate

additions if the prospecttve point is much further away than was the

last point admitted, as indicated by a discontinuity in closeness.

7 3
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For this purpose the authors use a single measure obtained by sub-

tracting the drop in the average similarity on addition of an entity

to the cluster, from the new average. This measure has been found

to decrease smoothly until there is a discontinuity whereas the

drop in average similarity by itself may vary widely. Everitt (1974,

page 31) provides the following matrix of similarities between five

individuals:

1 2 3 4 5

1

I-

1.0 0.7 0.9 0.4 0.3

2 0.7 1.0 0.8 0.5 0.4

S = 3 0.9 0.8 1.0 0.4 0.2

4 0.4 0.5 0.4 1.0 0.7

5 0.3 0.4 0.2 0.7 1.0

The two most similar individuals are used to initiate the cluster.

From S these are found to be individuals 1 and 3, whose similarity

is 0.9. The next point considered for admission to the cluster is

that one most similar to a point already in the cluster. This leads

to consideration of individual number 2 whose similarity with

individual 3 is 0.8. The average similarity between the three

individuals is now computed to give the following:

Cluster members

1,3

Similarity 0.9

Candidate individual

7

2
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Average similarity between individuals 1, 3 and 2 is

1(0.9+0.7+0.8) = 0.8.
a

Therefore the drop in similarity is 0.9-0.8=0.1, and hence the measure

of discontinuity is (0.8-0.1)=0.7. Low values of this measure

indicate that the candidate point should not be added to the cluster.

If in this case "low values were regarded as those less than 0.5,

then individual 2 would be added to the cluster, and a further

individual would be considered for admission as follows:

Cluster members candidate individual

1, 3, 2

Similarity 0.8

Average similarity between individual 1, 3, 2 and 4 is

4

t(0.940.7+0.440.8+0.5+0.4) = 0.6.

Therefore the drop in similarity is 0.2, and the measure of discon-

tinuity is 0.4. This individual is therefore not admitted to the

cluster, but initiates a new one.

Various other criteria are also used to prevent admission of

points relatively near the centroid of an elongated cluster but still

rather far from any point in it.

Clumping Techniques

Most classification techniques lead to distinct or disjoint

clusters, and these are what is required in most fields of applica-

tion. In other cases (language studies, for example) classification

must permit an overlap between the classes if it is to be of any

7 5
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value, because words tend to have several meanings, and if they are

being classified by their meanings they may belong in several places.

In general, classification techniques which allow overlapping clusters

are known as clumping techniques.

Clumping techniques begin with the computation of a similarity

matrix from the original data to give an estimate of the similarity

between each pair of entities on the basis of the properties they

exhibit. These methods seek a partition of the entities into two

groups, the smaller of which is generally 'considered to be the class

sought. Partitions are found by minimizing a cohesion function between

the two groups. For example, Needham (1967, page 48) considered a

symmetric cohesion function G(A) given by

SA.11

G(A)
SMS

BB

where A and B refer.to the two groups into which the data are parti-

tioned, A being.the putative clump. Soa ESu where S
jey ij'4 -)

is an inter-entity similarity coefficient. Algorithms to minimite

these functions proceed by successive reallocations of single individ-

uals from an initial randomly chosen cluster centre. By iterating

from different starting points many partitions into two groups may

be found. In each case the members of the smaller group are noted

and constitute a class to be set aside for further examination. This

independent search for classes is the reason for one of the less

attractive features of these methods, namely that it is not at all

unusual for the same class to be found several times; no way is known

of completely avoiding this.

7 6
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Other Clustering Techniques

The methods described in the preceding sections constitute

some of.the most-recent-work-In-the field-of-cluater_analysisThere,---

remain, however, several other clustering techniques which have been

found useful, and which do not fall clearly into any of the four

previous categories. Some of these techniques will now be described.

The usual starting point for a cluster analysis is an n x p

data matrix in which the scores of n individuals (or objects) for p

variables are recorded. In factor analysis, the matrix of intereFt:

isapxpsimilarity matrix wherePis the number of variables.

The purpose of the analysis is to findanxrmatrix F, where rep,

1

such that FF reasonably approximates the original similarity

matrix. The factor analysis model was developed as a partitioning

of variance idto linear components. In this analysis, the variables

are taken as a fixed, complete representation of the domain of

interest and the individuals are taken as a random sample, the

analysis transforms the variables into linear components.

As an approach to the clustering or grouping of individuals,

it has been suggested that one might factor analyze an n x n matrix

of similarities among the n individuals (Stephenson, 1953). In

this analysis, called Q-factor analysis, the n individuals are

assigned to clusters on the basis of their scoreson the n factors.

The individuals, not the variables, should be taken as a fixed,

complete representation of the domain to be partitioned. However,

this is not generally the intention of the researcher employing

Q-techniques who would like to consider his data ascoming from a

7 7
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random sample of individuals and would like to be able to generalize

to the population of individuals of interest (McRae, 1973, page 4).

Discvlminant_analysis attempts to answer the question: How

can individuals best be assigned to already existing groups on the

basis of several variables? Kerlinger (1973, page 650) desdribed a

discriminant function as a regression equation with a dependent

variable that represents group membership. The function maximally

discriminates the members of the group; it indicates to which group

each new member probably belongs.

From the above descriptions of available clustering techniques,

it is apparent that some are not directly applicable to the problems

of grouping stadents and that none are exactly applicable to the

grouping situation as this is defined by Criteria I through V. For

example, none of the techniques reviewed directly refer to eligibility

for group membership.. Clustering methods are mostly used where

naturally occurring clusters are sought. The formation of these

clusters is typically free of eligibility constraints. However, the

partitioning techniques, which are very similar to the steepest

descent algorithms used for unconstrained optimization problems in

non-linear programming, appear most directly amenable to such

restrictions on.eligibility for group membership.

Similarly, none of the applications of the techniques reviewed

have incorporated the option of prespecifying the sizes of the

groups either as exact sizes or as size ranges. Again it seems that

the partitioning techniques are the most directly adaptable for pro-

viding this option.

7 8
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More of the techniques meet the criteria of prespecification

of the number of groupa to be formed. Q-factor analysis permits

the number of_groups'a persons to be considered, hierarchical

techniques (either the agglomerative or diversive types) can be

terminated at the desired level and the partitioning techniques are

mostly designed on the basis of a fixed -number of groups.

All techniques permit th.,, use of multivariate data-of the type

commonly used in grouping .!or instructional purposes. geither does

the number of variables likely to be considered in the grouping

situation appear to be a restriction of any of the techniques.

Only the clumping techniques do not result in disjoint or

mutually exclusive clusters and therefore may be rejected as a pro-

cedure for grouping students.
Discriminant analysis may also be

rejected as a procedure for grouping students because of its

assumption of the presence of already existing and clearly defined

groups.

The partitioning techniques are the only techniques of those

examined which attempt to optimize a clustering criterion. This

criterion is often the total within groups sum of squares which can

be taken to represent the degree of homogeneity possessed by the

groups. On the other hand, most hierarchical grouping procedures

focus attention on the dynamic and successive formation of groups

and in so doing do not attempt to optimize a criterion. Ward's

variance hierarchical method does, however, at each step in the

analysis consider the un4on of every possible pair of clusters and

the two clusters whose fusion results in the minimum increase in the

7
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Hierarchical clustering techniques also have a general dis-

advantagesince_they,contain no provision for reallocation of

entities who may have been poorly classified at an early stage of

the procedure. In other words there is no possibility of correcting

for a poor initial partition. The partitioning techniques do not

share this disadvantage but do, however, possess the disadvantage of

mostly resulting in sub-optimal solutions. Olen complete enumeration

of all possible partitions is infeasible, as is mostly the case, an

initial partition is provided by the investigator. The optimum

value of the criterion is therefore only local to the initial parti-

tion. The usual procedure then is to compare the values of the

criteria obtained from several other initial partitions and then

select the minimum criterion value. With well structured data

different starting partitions will usually lead to the same final

solution, but in general there is no way of knowing if the criterion

value obtained is the true optimum or only a local optimum.

Despite the limitation of providing only local optima, it

appears that the partitioning techniques have the most direct appli-

cation to the grouping of students for instructional purposes. They

appear to most closely meet the Criteria I through V and their general

structure appears to be aclaptable to better meet these criteria.

It therefore seems profitable to limit a more detailed examination

of clustering techniques to the optimization-partitioning techniquea.

This is carried out in Chapter II and serves as the basis for the

development of an acceptable procedure for grouping students for

8 0
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instructional purposes.

This chapter has been concerned with an examination of the

educational climate within which the problem was set and also With an

introductory description of some grouping techniques used in other .

areas of inquiry. This permitted a more definitive statement of the

problem.

Statement of the Problem

Approaches to individualization of instruction such as ICE are

dependent to a large degree upon the appropriate formation of instruc-

tional groups for the extent to which they adequately cater for the

educational needs of individual students. This study involved the

development of an automated procedure useful in forming groups of

students for instructional purposes. This aim finds expression in

the following problem statement.

Can a computerized numerical procedure be developed which

groups elementary school students for instructional purposes and

which takes account of the following factors:

1. Considers a range of skills or objectives for which

students may be eligible and places into a group only

those students who have met the prerequisites of the

objective or skill and who have not mastered that objective

or skill.

2. Permits the prior determination by teachers of the number

of groups to be formed.

3. Permits the prior determination of the exact size or size

range of each of the groups to be formed.

Si



4. Assigns students to groups,on the basis of measures of

relevant student learning charActeristics such as Measures

of prior achievement and learning style.

5. Assigns students to groups so as to maximize the homogeneity

of these groups as measured by the degree of similarity-

amongst those characteristics.

On the assumption that more than one such mathematical model

could be identified considerations for its implementation

instructional setting led to three related research questions.:

1. Which grouping procednre of those compared yields the

most hothogeneous groupings?

2. Are the groupings formed on the basis of the numerical

grouping procedure more homogeneous than teacher created

groups?

3. Do teachers involved in the groupinga of students perceive

the'computerized grouping procedure as being a more.

efficient procedure than those procedures curredtly

employed, as being able tO take into account (a) realistic

constraints on the formation of groups and (b) relevant

learner characteristics? "More efficient" was defined as

"less time taken in the grouping process." "Realistic

constraints" were those which pertain to personnel avail-

ability as these affect the number of groups and their

sizes. Relevant learner characteristics includedstudents'

prior achievement, rate of learning, and learning style.

8 2
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Preliminary design considerations for acceptable partitioning pro-

cedures are presented in Chapter II. These considerations arose

out of an examination of currently .available optimization -

partitioning techniques.

83



CHAPTER II

FURTHER DESIGN CONSIDERATIONS

An examination of the operations research literature

(Hillier and Lieberman, 1974 and Wagner, 1975) revealed that the .

sub-optimal partitioning techniques introduced in Chapter I are a .

subset of a wider collection of optimization prlicedures designed to

solve combinatorial problems. The literature on cluster analysis

(Anderberg, 1973 and Everitt, 1974) focused on the sub-optimal

techniques and ignored other techniques which yield exact solutions.

Because the problem being investigated involved (1) the search for an

algorithm directly. applicable to the grouping of students for

instructional purposes and (2) the possible subsequent modification

of an existing algorithm, it appeared appropriate to review the wider

collection of combinatorial procedures and their application to

assignment problems. The various procedures reviewed are displayed

in Figure 2-1. This review resulted in a series of recommendations

which formed the basis for the design of an acceptable computerized

grouping procedure.

Complete Enumeration

The ,problem of plac-ing n students, each measured on p variables,

,
into g groups, such that the similarity between pairs of individuals

in the same group is greater than between pairs of students in

65
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Combinator-

ial Optimiza-

tion Procedures

Exact or

Optimal Integer Programming

Complete Enumeration

Solutions

Minimization of

Other

Criteria
McRae

Back Tracking Programming

Branch and Bound Programming

Friedman and

Rubin

Heuristic

or Sub-optimal

Solutions

Minimization

of Within

Group Variance

Criteria

Forglr

--10Jancey

McQueen

Wishart

Ball & Hall

Dynamic Programming

Figure 2-1: Combinatorial Optimization Procedures
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different groups, is a combinatorial problem whose solution is

restricted to integer values (number of'students in each group). As

such it can, in principle, be solved by complete enumeration of every

possible solution. In practice, almost all realistic combinatorial

problems are far too large for sclotinn by such simple and direct

methods. This is to a very large a consequence of the

explosive 'nature of_combinatorial problems where the marginal contri-

bution of the nth element to the total effort required to achieve a

solution is always exaggeratedly large.

For example, the number of ways that n students can be divided

into g distinguishable classes containing kr k2, . . kg elements,

respectively, where kl + k2 + . . + kg = n, is

n! (2.1)

k lk I. . . k!
1* 2' r

(Eisen, 1969, page 34)

For the relatively small problem of sorting 25 students into 5 groups

each of size 5 the number of possible groups is 5.195 X 10
12

. Where

the size of each group is given as a range, the number of possible

groups is even larger. When the size of each group is not restricted

(but with each group non-empty), the number of wayi-of sorting 25

students into 5 groups is,a Stirling number of the second kind

(Anderberg, 1973, page 3),

5 '

(5) 1

S25 3! 2- (-1)
5-k

(5 k)k
25

= 2.437 X 10
15

2 (2.2)

k=0

a very large number indeed. It would take an inordinately long

period of time to examine so many alternatives.

8 7
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Numerical combinatorial problems have been traditionallyiegarded

both by mathematicians and applied analysts as highly intractable and

complete enumeration of all possible partitions of 150 students into

5 groups (this is an estimation of the magnitude of the problem

studied) is infeasible given the present capabilities of computer

technology.

Recommendation 1. Complete enumeration of all groupings to

identify that grouping which achieves maximal homogeneity should not

be considered further, since it is not a feasible procedure.

Until the late 1950's no powerful general methods were avail-

able for the solution of discrete-valued optimization problems even

though optimization problems involving real-valued variables could

be solved in certain circumstances either by classical calculus tech-

niques or by lineer,prqzramming, It was therefore to be expected that

some of the first attempts to derive a general and exact method of

solving combinatorial programming problems should have been directed

to the problem of integerizing linear programs. More recently

certain tree-searching methods have been developed for solving

combinatorial problems.

Both integer programming and tree searching methods are often

referred to in the operations research literature in the context of

the quadietic assignment (QA) problem _which involves assigning new

facilities to sites when there is an interchange between new facili-

ties. The QA or location problem can be formulated as follows:

Let Cikjh denote the annual cost of having facility i located

at site k and facility j loCated at site h. Also, let the decision

8 8
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variable x
ik

equal one if facility i is located at site k and equal

zero, Otherwise. If there are n new facilities and sites, we wish to

(2.3)

If facility i is located at site k and facility j is located at site.

h, then xik and xjh both equal 1 and the cost terp_cikjh is included

in the total cost calculation. The first set of constraints ensures

that exactly one faeility is assigned to each site; the second eat

of constraints results in each facility being assigned to exactly one

site.

The optimal assignment of facilities to locations to minimize

costs (analogous to assigning students to groups to maximize homo-

geneity) is a combinatorial optimization problem and has recently

been given exposure in the educational literature by Hubert (1975) who

applied the quadratic assignment paradigm as a general data analysis

strategy and accordingly interpreted the problem of optimally allocat-

ing students to groups as a quadratic assignment problem. The

techniques for solving the QA problem are very similar to those

utilized in the solution of discrete-valued optimization problems of

which the QA problem is one type.

39
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Integer Programming

As a typical pure integer programming problem involving n

discrete-valued variables tx1, x2, . . . xrd consider ,the following:

Maximize: Z = p x
j=1

(2.4)

subject to the m constraints

oCiixj (i = 1,2,...,m)

j=1

andtheside-conditionsx.?%0

x. = integer

where pi, n. and Kij are given parameters.

Such problems can be solved by cutting plane methods developed by

Gomory (1958). In these methods the problem is first solved by

ordinary linear programming, ignoring all integer side-constraints

on the variables of the problem. Then new constraints, designated

cutting planes, are introduced one by one into the problem. These

cutting planes possess the function of progressively eliminating from

the total solution space of the given problem, areas which contain

real-valued solutions to the problem, but no discrete-valued solu-

tions. By these means, the solution space of the problem is reduced

until the optimal integral solution is rsvealed. Scott (1971, page 8)

provided a simple numerical problem and a graphical representation of

the cutting planes solution and Vinod (1969, page 506) formulated

the grouping problem in integer programming form when the entities

are points in a p dimensional Euclidean space.
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Practical experience with these cutting plane methods seems to

indicate that for small well-behaved problems, these methods will

usually converge quite rapidly to the optimal integral solution.

Large and complex problems appear to be less amenable to solution,

and Scott (1971, page 11) has reported.that many cases have been

observed where cutting plane methods fail to converge to an.optimal

feasible solution in a finite number of iterations. .Because of the

uncertainty of obtaining optimal solutions with integer programming

_
methods and the complex nature of the problem being studied (e.g.,

_
eligibility and size constraints on group meMbership) the following

recommendation was made.

Recommendation 2. An integer programming procedure should

not be considered further as a viable method of identifying that

grouping which achieves maximal homogeneity.

Tree Searching Methods

A more promising approach to the solution of combinatorial

programming problems is presented by the family of algorithms known

as tree-searching methods. Tree-searching methods are more general

than ordinary integer linear programming; they are in addition more

specifically related to, and sensitive to, the underlying combinator-

ial'structures of problems containing discrete-valued variables.

Specific variations of these algorithms are identified severally as

the branch and bound algorithms, backtrack programming, and discrete'

dynamic programming. These methods all have in common the property

9 1
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that they involve a systematic search over a combinatorial tree for

an optimPl solution.

A combinatorial tree may be represented as a logical branching

process defined over a set of integer variables. Suppose, for

example, that a problem contains exactly four zero-one variables,

Xl,X2A3, and X4. Then every possible solution for this problem

May be represented by the tree structure depicted in Figure 2.21

where each vertex in the tree represents a particular and unique

solution. The list of variables attached to each of these solution

vertices is that sub-set of variables out of the total set of variables

whose values are all equal to unity. If inclusion is made of the null

solution, which is represented by the origin of the tree, there is

a total of 2
4 = 16 different solutions, whether f-asible or noz,

within the tree.

The principles underlying the orderly construntion of the tree

are to a large degree self-evident from a consideration of Figure 2.2.

However, it should be noted especially that the tree develops by

expanding out from the origin into a serie of subsequent generations,

and that, in general, each vertex on the tree in any generation, t,

gives rise to a fan of immediate descendents in

9 2
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generation t + 1. An, Lilac solution in generation t + 1 differs from

its immediately antecedent solution in generation t by possessing a

single extra entity. This means that it is possible to move

systematically forwards and backwards through the tree by adding or

dropping, as the case may be, an entity at a time. However, whenever

the entity XII (e.g.,A4 in Figure 2.2) occurs as a positive element

of any solution, then a terminal state is encountered, and no further

branches may be extended out of the corresponding vertex on the

combinatorial tree.

9 3



74

The algorithms which are described below represent sets of

rules for effecting an intelligently structured search over a combi-

natorial tree. These sets of rules have in common the property that

they are concerned with the progr6ssive transformation of a vector

tAl = [0, 0, . . . , 01 denotf the null solutict, in the direction

of the vector tA*1 = fl, 11 denoting a fully developed solu-

tion. Th, e algorithms progress froM an examination of solutions

characterized by low and infeasible values of Z, the objective function,

to examiniaton of solutions characterized by relatively high and

feasible values of Z. At the same time, the searching mechanism

representing the transformation process (A1*-fAi progressively

partitions the underlying combinatorial tree into sectors where the

optimal solution to the given problem may or may not occur. By dis-

carding large segments of the tree where the optimal solution is

inferred not to be (a process designated implicit enumeration),

these tree-searching algorithms will finally converge upon,and_

identify the globally optimal solution to the problem. There are three

principal variations of tree-searching algorithimii, namely branch and

bound programming, backtrack programming, and discrete dynamic

programming.

A Branch and Bound Algorithm

Let Z* denote the optimal objective function for some minimiza-

tion problem which is to be solved by brandi and bound progre-iming.

The value of Z* lies between some upper bound U and some low' und L:

L

9,1
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At the initiation of the branch and bound algorithm the value

of U may be set equal to any arbitrarily high value, and the value of

L may be set equal to any arbitrarily low value. Throughout the period

of operation of the algorithm these values are gradually altered

until they converge upon, and thus identify, the final optimal solu-

tion. The branch and bound algorithm can be described in terns of

three basic processes or principles.

The algorithm begins by the eAtablishment of a full set of

immediate descendent aolutions out of the origin of a combinatorial

tree. These solutions are then examined to determine whether or not

any are feasible. If any solutions are feasible, then the value of

the upper bound, U, is changed to the value of the objective function,

Z, for the best such feasible solution. This operation exemplifies

the first basic principle for the branch and bound algorithm: The

value of U is always changed to the best value of Z out of all current

"fdaeibieablutions,-providing;-in-additioni-that-the-value of Z is

less than the already given value of U.

The second basic principle of the algorithm is now applied.

This consists of scrutinizing every current solution, whether feasible

or infeasible, by comparing it against the value of U. If any salu7

tion possesses a value of Z such that Z7 IJ, then neither this solution

nor any of its descendent solutions can evo2r be optiMal. For since

the objective function of the problem is specified as strictly mono-

tonic-increasing, then it follows that all such descendent solutions

must al ie values of Z greater than U. However, the value of the
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optimal feasible solution, Z* is in practice and by definition neces-

sarily less than or equal to U. Therefore, any vertex in the combi-,

natorial tree whose solution possesses a value of Z which is greater

than U is permaaently deleted from the tree, and no.further branches

may be drawn from this vertex. This feature explains why the

restriction of monotonicity is placed upon the objective flnction of

any problem which is to be evaluated.

The third principle of the branch and bound algorithm relates

to the definition and utilization of the lower bound, L, which is at

this point br.f,:,ht into the probleth. The value of L is simply set

equal to the lowest value of Z out of all current solutions; and,

usually, this particular solution will be infeasible. The solution

corresponding to the current value of L is now used as a parent

vertex from which a new set of descendent solutions is derived.

Again, these new solutions are examined to determine if any are

feasible; and, again, if any are simultaneously rothieasibIeand-------

possess values of Z less than U, then the value of U is changed to

the value of Z for the best such solution. Now the entire set of

active vertices within the solution process consists of all new

vertices, together with all prior vertices remaiving in the problem

at large. This entire set of vertices is compared in relation to the

value of-U, and any vertex where Z>U is permanently deleted from

the problem. A fresh set of solutions is again derived out of that

vertex which identifies the new value of L.

The algorithm now proceeds on in this manner, braunhing from

the least value of Z within the combinatorial tree, and setting

9 6



bounds on the outward development of the tree by testing each solution

in relation to the value of U. These operations may be formalized

schematically as in Fignre-2-3.' Throughout this process, the value

of U is constantly decreasing and the value of. L is constantly

increasing. In brief, each converges from a different direction of

the value of Z*. Finally, when the condiUon L=U is encountered,

then the optimal feasible solution has been discovered and the

operation of the algorithm is terminated.

Any
feasible
solution

YES

NO Current U
es a;timal

Change U to
best feasible Z .L1

Terminate all
solutions wtw1

Z > U

I

Sto) I

Figure 2-3: Flow Diagram for the Branch and Bound Algorithm

(Scott, 1971, page 17)
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The branch and bound algorithm has one highly significant

limitation. Because potentially a very large number of solutions musj

be held in storage as the algorithm progresses, the method (even when

modified for computer application in the manner suggested by Scott

(1971, page 17)) is suitable only for problems of moderate size which

are-not-likely-to-explode into-an-excessively_large_nuMber_otcom-____

binatorial possibilities, or where the bounding process is of unusual

power. For many problems which would otherwise exceed available

--storage -capabilities, the method of backtrack programming is often

more suitable. This method requires only very small amounts of

storage. However, this advantage must be paid for by a considerable

increase in the number of computations which must be performed to

attain a solution.

A Backtrack Frovamming Algorithm

In contrast to the branch and bound method, the backtrack pro-

gramming algorithm,maintains only one active solution at any one time

within the solution process. Thus the total storage requirements of

the algorithm are quite small. An upper bound, U analogous to the

upper bound in the branch and bound algorithm, is maintained throughout

the operation of the backtrack process. However, no lower bound on

the optimal solution'is maintained.

The backtrack solution method proceeds by initiating a pattern

of search over a combinatorial tree. This pattern of search is directed

outwards and in a clockwise direction through the tree. As any vertex

is encountered during the search procedure, a decision is made as to

9 8
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whether to continue branching outwards through the tree or whether to

backtrack to some previously examined vertc.x and begin a new branch

from-that vertex. At any time_during the backtrack solution process

the major test of whether to continue branching outwards or whether

to backtrack is determined by Comparing the value of Z for the current

solution against the value of U. Whenever the condition Z4:11 occurs,

a test is made to determine whether the associated solution is

feasible or infeasible. If the solutiOn is infeasible, the algorithm

simply continues branching outwards. If'the solution is feasible,

however, then a new best upper bound on the value of the optimal

objective function has been discovered and the value of U is changed

to this value of Z. Thus on the termination of the 'algorithm, U,

represents the value of the full optimal solution. Whenever the

conditions Y.) U occurs, then the solution corresponding to this'

value of Z together with all its descendents in the combinatorial

tree are necessarily non-optimal (since the objective function is

monotonic-increasing). Thus whenever a solution yielding the condition

Z>U occurs, then the algorithm backtracks into the tree to the near-

-est node from whicb new branch can be drawn. These operations

continue until the search process is exhausted. The algorithm as a

whole may be decomposed into the schematic representation given in

Figure 2-4.
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Bra h

80

MD

Change U
to Z

solutions
implicitly

enumerated

YES

Stop

Backtrack

Figure 2-4: Flow Diagram for the Backtrack Progtamming Algorithm

(Scott, 1971, page 23)

Discrete Dynamic Programming

Discrete dynamic programming is a combinatorial programming pro-

cedure which partakes of certain characteritics of both the branch

and bound and backtrack methods.

The main features Of the discrete dynamic programming algorithm

maybe made, concrete by a simple exemplary problem. Suppose that some

system is identified as possessing the following characteristics:

The system exists within a set of discrete time periods,:t = 0, T.

In any time period, t, the system may 111 in any one of n rstatc.I. The

1 0 6
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number of possible states need not be constant from time period to

time period, but only the simplest case of a constant number of states

will be considered in this account. At any time, t, the cost of mov-

ing from state i to state j is.ciit. At time t = 0 the system is

identified explicitly as being in some particular state.

It is aow required to compute a time-path for the system such

that the aggregate cost of its sequential transitions from state to'

state between time t = 0 and time t = T is a minimum. Let Z(j)

-denote-the-cumulated cost of the optimal-(least-cost) time-path lead-

ing up.to state j at time period t. This quantity may be determined

by the central recursion or branching formula of dynamic programming

Zt(j) = min + Zt_1(i)] (2.5)

In other words, z(j) is composed of the two elements, (a) the cost:

of making the transition from some state i to the particular state j

at time t, and (b) the cost of the optimal time-Tath leading to

state i at time t-1. Where the sum of these two elements is minimized

over all i = 1 n, is given the value of the least cost time-

path to state j at time t.

This recursion formula is applied until finally at time t = T

the n solutions are determined,

ZT(1),ZT(2),...,ZT(n)

and the global optimum (Z*) for the entire problem is

Z* = min[14(i)]

A simplified flow diagram for the discrete dynamic programming

algorithm is shown in Figure 2-5.

1 01,
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Figure 2-5: Flow Diagram for the Discrete Dynamic Programming

Algorithm (Scott, 1971, page 29)

Jensen (1969, page 1034)-fave a dyna-MIZ-prOgm-ming a1gOrithm for

minimizing the within group sums of squares criterion.

General Observations on Tree-Searching Methods

The efficiency of the branch and bound and backtrack algorithms

is heavily dependent upon the power of the bounding processes which

guide their computational development. To a large degree the efficiency

of both algorithmsdepends upon establishing, even before the initia-

tion of the search process', a strong upper bound of the value of the

optiMal objective function.
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None of these three algorithms.is capable of solving large

problems., eVen with the Aid of modern electronic computers. TypitaliY,

/

the branch and bound method becomes over-extended in the matter of

storage requirements, while the backtrack method becomes over-extended

in the matter of santion time. The discrete dynamic programming

algorithm has perhaps fewer limitations inthese respects than the

other two algorithms; however, it is applicable to a much more

limited class of problems than either branch and bound or backtrack

programming. The combinatorial eXplosiveness of many problems remains

a forbidding obstacle to the application of exact solution methods.

It is indeed doubtful if the branch and bound or backtrack prograth-

ming algorithms could handle any problem with much more than ninety

or one hundred variables. Discrete dynamic programmtng algorithms are

most especially'sensitive to the number of 3tates in any problem, and

computational difficulties become very apparent where this number is

in excess of about fifty. A very considerable improvement in the

computational efficiency of all of these algorithms is necessary

before large problems can be handled with ease.

In the context of the qUadratic assignment problem, Francis and

White (1974, page 336) noted that implicit enumeration proeedures.to

date have not generally proved to be computationally satisfactory.

For example, they estimate that branch and bound procedures are

computationally infeasible for the quadratic assignment problem where

n is greater than 15. Nugent, Vollmann, and Ruml (1968, page 153),

Wagner (1974, page 490), and Hubert (1975, page 54) also-noted this
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restriction on exact procedures and recommended that a generally appli-

cable routine must be based on a method with reasonable cost require-

ments and great flexibility. The iterative improvement schemes

described in the next sectioh have these two characteristics.

Although the problem of grouping students for instructional purposes

may be formulated in terms of the exact procedures discussed, they

appear to be computationally infeasible, which observation led to the

following recommendation:

Recommendation 3. None of the exact procedures should be

further considered as viable methods for identifying that grouping

which achieves maiimal homogeneity.

General Solution Procedures for Heuristic Programs

It is often the case that combinatorial problems can be solved

only by sub-optimal approximation,
Where eXactneSS of-the final solu-

tion is sacrificed for the sake of computational tractability. The

solution of 'programming problems by approximation falls generally

within the class of computational methods known as heuristie program-

ming. The number of different heuristic algorithms for the solution'

of
cOmbinatorial-programming'problems-ls-notably gxeat.- Some, such_

as the algorithm of Echols and Cooper (1964), are developed at a

fairly high level of generality. Most heuristic algorithms, however, .

are designed for the solution of particular problems, and are strUc-

tured so as to take advantage of the individual characteristics of

those problems. Nevertheless, in spite of this apparent heterogeneity,
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these algorithms tend to have several features in common. In par- .

ticular, the operating principle
underlying almost

all heuristic .

combinatorial programs
is one of local optimization.

That i6, a

number of discrete moves is made within the iolution process; and

each move is optimal withih its own frame of reference. The chmulatiVe

effect of a set of locally optimized iterations will always guarantee

convergence
of the solution in the correct direction, and will,

further, often
yield a final solution which is not far from being

fully optimal.
Because most heUriatic

algorithms-operate on the

principle of local optimization
and because they are also usually

constrained by rules limiting the length Of any move at any iteration,

it is common to categorize these algorithms as-steepeat ascentft-point

move algorithms,
forn == 1, 2, 3,..., although

there are some heUris-

tic combinatorial programs
which cannot be so simply categorized.

Heuristic programming.algorithms
tend very generally, (though

not without
exception) to fall into two classes based on their

iterative structure
as it relates to.the two major types of network

systems discussed in the preceding section. In the first case, the

algorithm begins with some arbitrary, often infeasible, solution

(usually either the null solution c/1!) or its complement {A*1) and

works in the direction of oOtimality by locally optimized expansion

or
contraction of the solution set. In the second case, the solution .

procedure
begins with some arbitrary feasible

solution and works in

the direction Of optimality by progreasive
alt4ratioa of the)structure

or relative positiRUng of the elements of the solution set. In

general, feasibility is maintained
throughout this

computational process.
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Karg and Thompson's (1964) algorithm for the solution of the

traveling salesman problem exemplifies the first class and the

algorithm devised by Cooper (1963, 1969) for partitioning a point set .

represents the second. .This latter algorithm is more applicable to

the problem of grouping students for instructional purposes than is

the Karg and Thompson algorithm and is used to clarify the features

of the second class of algorithms.

Coo er s Al orithm for Partitionin a Point Set

Suppose there is given a set of n points distributed in the

plane. Any point, j, has-a Cartesian coordinate set [uj, v11 which

exactly identifies its location. Suppose now that it is desired to

partition these n points into m discrete groups in such a way that

(a) each group of points has attached to it a centroid (however

each centroid is an element-of the--

solution; and (c).the aggregate aistance from each point to its asso-

ciated centroid is a minimum. Mathematically this problem might be

expressed as the minimization of

z = En AU ur 1q)2+(1/1"717Ti
{-111

subject to

t= 1 U 1, 2, ... , n)

t-z
Air = g

-

where Ut, ric is the coordinate set of the ith centroid. Usually

these centroids would be defined either as centres of gravity or as

median centres. The zera-one variableik ij
specifies whether or not
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point j is assigned to centroid i.

The basic principles of the algorithm developed by Cooper are

.as follows: (a) arbitrarily select a location for each of the

centroids; (b) assign each point to its nearest centroid; this opera-

tion defines a set of m groups of points; (c) compute a new centroid

for each of these groups of points; (d) iterate over steps (b) and

.(c) until a set of stable groups emerges.

Similar steepest-descent algorithms have been developed to

solve the quadratic assignment problem. For example, the steepest-

descent Pairwise-Interchange Procedure (Francis and White, 1974,

page 338) starts with'an assignment, a distance matrix, and a cost

matrix, finds from among all pairwise interchanges of facfilty loca-

tions one_that causes the greatest decrease in the total cost revises

the assignment, and then tepeats the process until the total cost .

can be no further decreased. Hubert (1975, page 55) noted that many

variations/of this basic interchange strategy can be defined. .

The partitioning clustering methods introduced in Chapter I are

very similar to these steepest-descent algorithms. Such algorithms

begin with an initial point and then generate a sequence of moves

from one point to another, each giving an improved value of ihe objec-

tive .function until a local optimum is found.

Concluding Comments on Heuristic programming

Heuristic programming dispenses with rigor and exactness, and

in exchange is characterized by flexibility and practicality. It is

to be stressed that it is quite impossible to make any generally valid
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statement as to the standard of performance of known heuristic algori-

thms of any tYpe in the--Solution of very large and very complex

problems. All known test probIems-involving heuristic algorithms
_ _ .

have invariably been small in size and well cOntrolled.in the matter

of internal complications. However, Scott (1971, page 56)noted_such.,...

tests, for what they are worth, have almost alWays been highly

successful.

At the same time, certain very limited but highly suggestive

work bY Heller (1960) and Scott (1968) would seem to indicate:that

mere random sampling will, with high probability, produce Solutions

to given combinatorial problems.within ten.to twenty percent Of

optimality. Almost any well-constructed heuristic algorithm will

certainly produce better results than random sampling alone. Thus it

is conjectured that many heuristic progress may be inherently compelled

to give good results, at least for simple combinatorial problems.

However, it is obvious that a great amount of work on the basic

structure and configuration of combinatorial programming problems is

necessary before any conjecture of this sort can be sustained with

confidence. Nevertheless, it may, in addition be observed that trial

and error guided by human judgment and guesswork can sometimes produce

good results in the solution of combinatorial problems.

Hubert (1975, page 56) provided a reassuring perspective on the

problem of sub-optimal solutions. In optimization applicatizins

encountered in operations research, Hubert noted that the failure of

a strategy to find global optima is usually of secondary importance if



a computationally feasible scheWe can still iMprOve,tipon a solution

obtained without the aid oi the heuristic. Similarly, in many

behaVioral sciende applications the eMphasj , a prodedure

, ..

ability to:detect or identify 4n underlyit,. hr in the presence

.of a reasonable amount of noise. Consequently, the Criterion

ahOuld be used in evaluatingthe se-earth itrateg0

'identifies a reasonably prominent structure and no.

it finds the optimal solution for any data set'whatsoever.

local optima that are fairly cloee to 4 global OptimuM may

important substantively in defining alternative representations of a

data set; conceivably, local optima-may be more important than the

single "best" solution (Hubert 1975, page 56). Considerations such

as these led to the following conclusion:
,

Recommendation 4... The available'heuriatic algorithms should

be reviewed for the purposes of:

(1) selecting one algorithm for implementation, or alternatively,

(2) selecting desirable characteristics of different algorithms

to comprise a new algorithm.

Heuristic Programming

Most of these techniques employ three distinct procedures:

(a) procedures for initiating groups,

(b) procedures for relocating entities, and

(c) a grouping criterion.

Consideration of the criterion to be optimized and the selection of
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an appropriate one will be attempted first, as this may permit the

examination of a smaller number of relevant heuristic procedures.

The problem of grouping students for instructionarpurposes

when this grouping is constrained by

(1) the number of groups

(2) the sizes of the groups

(3) student eligibility

is a problem more of dissection rather than classification (Kendall,

1966, page 165). The aim of classification or clustering is to

detect in the data, clusters as ,these naturally occur. In dissection,

subdivisions of the data are made on the basis of.external constraints

.and entities are forced into categories because of these constraints

and not on the basis of distinctly separated clusters. In the

problem being studied groups are to be,formed even if there are no

distinct clusters presented in the data. It is within rather severe

constraints on the formation of groups that,group membership is to be

maximally homogenized. .
Thus, the problem of grouping students is not

a purely classifactory one.

This distinction is important in deciding upon an appropriate

criterion to be optimized. There are two main types of criteria

referred to in the clustering literature:

(1) multivariace criteria

(2) the minimum variance criterion.
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Multivariate Criteria

Anderberg (1973, page 174) and Everitt (1974, page 27) report

three multivariate criteria backt.i on the methods of linear discrimi-

nant analysis and multivarisce analysia of variance.

(1) Minimization of the ratir determinants101 where T

is the total dispersion matrix I W i matrix of the within

groups dispersion. This criterion is widely known as Wilks' lambda

statistic. Since the matrix T is the same for all partitions, this

criterion is equivalent to minimizing IWI.

-

(2) Minimization of the largest eigenvalue of W
1B where B

is the between groups dispersion matrix. This criterion is known as

the largest root criterioh and is due to S. N. Roy.

(3) Maximization of the trace of W-1B. This criterion is

known as Hotelling's trace criterion.

Friedman and Rubin (1967),who initially proposed the above

criteria recommended them as taking into account the correlations

between the variables on which the grouping is based. When variables

are highly correlated this set of variables is effectively weighted

in compiridon to other variables. This feature may, be..detrimental

to the identification of clusters when the other lowly correlated

variables are good discriminators. Thus, where the separation out of

distinct clusters is important,multivariate criteria may be more

appropriate than the total within group sum of squares. Friedman and

Rubin (1967, page 1162) also claimed that the multivariate criteria

take into account differences in the scaling of the variables, bif-

fererzes in scaling have a marked affect on measures of similarity

1 1.
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and consequently on the composition of groups.

Multivariate criteria, however, are not without their diffi-

culties. First, most of the correlation present is likefy to be

caused by the existence of the clusters being sought and as Gower

(1969, page 360) observed must be observed. What is of paramount

importance is the pun- 7 t grouping and the-selection of the

variables on which to base the grouping. Given the severe constraints

on the grouping, and the purposes of grouping, the extent of the

correlation between variables is of reduced importance eVen though

the orthogonality of the variables may be important in the identifi-

cation of natutally occurring chisters.

Multivariate criteria also do not permit the definitionof

inter-emdty similarity (Friedman and Rubin, 1967, page 1176 ) .:hich is

an important considenation in theldacement of individual stkints.

Also the multivariate criteria, by usinga pooled-within-duty

matrix W, have an undierlying assumption that all clusters haiv4

same shape.

Anderberg (1974, page 175) noted that guidelines fox making

choices among the multivariate criteria are not available (as also

observed by Friedman and Rubin (1967, page 1163)). Consideting the

extra computational cost olsolving eigen problem& repeatedly at each

iteration, it is difficult to identify any clear cut advantages

stemming from theliw of multivariate criteria in grouping students

when this grouping ta subjected to very restrictive external constraints

and the identification of naturally occurring clusters is not the

major goal. 112
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The Minimum-Variance Criterion

The term "minimum-variance" has been used by Forgy to describe

the basis of those methods which attempt to minimize the within-group

sum of squares. In this context, any method which imposes some form

of constraint on the spread, or variance, of clustered points is

included in the category. The classical example of this concept is

exhibited by Sorensen s method (1948), and the minimum-variance

approach is epitomized by his statement as reported in Wishart (1969, (a)

page 288) "only one demand may justly be made on the nature of the

vegetation in the limited area under investigation, namely that it be

homogeneous with as muctOapproximation tathat mathematical concept as

nature can offer." To raomme the requirement that a plant community

should exhibit as near taopoLI.Istmogeneity as is possible, that is,

without any major factor oritariation, is probably a perfectly valid

consttaint in the contealt of vegetation analyses. As Sorensen went on

to say, "the various tyvos of 'vegetation often are so insensibly

merged as to form a sli,k4 scale," and the use of a clustering method

which searches for "nativ04144 or'"distinct" datum groupings would

almost invariably fail EL, Aott the ecologists' demands.

The underlying axicul 44 variance constraint seems to have been

developed intuitively thoddea that a resultant group of individ-

uals should be homogeneous in relation to the total setof:variables.

That is, each individual be relatively similar to every other

individual in the same claimer for each variable. This method pro-

vides for clustering individual_ entites into groups on the basis of
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their overall similarity. Expressed in geometric terms, the set of

points which constitutes a minimum-variance cluster would be of

spherical shape and should not possess any major axis of variation.

The minimum variance criterion is not without its objections

and Wishart (1969,(a) page 292) noted that such methods produce clusters

which are

(a) modified by dhanges in.the character set,

(b) destroyed by the introduction of non-relevantl.characters,

(c) sometimes partitioned by artificial and unsatisfactory

boundaries.

Objections (a) and (b) are related to the purposes of the grouping and

also to the consequent selection of variables on which the grouping

is based. Although important considerations for the teacher effecting

the grouping, these objections also apply to other criteria. Indeed

we would expect, in fact, require any grouping method to be sensitive

to such changes in the input. objection (c) is of reduced signifi-

cance in the problem of grouping students because of the accompanying

administrative constraints which, without any other considerations,

would impose critical and unsatisfactory boundaries4on the data.

Friedman and Rubin (1968, page 1177) while noting that the

minimum trace W criterion (equivalent to the minimum variance criter-

ion) is much less costly in computation time than the other mativariate

criteria also noted its major fault as not taking into account the

within-group covariance of the measurements (the correlations between

the measurements) whereas the multivariate criteri.o do. However,

Hartigan (1975, page 63), Fleiss and Zubin (1969, page 240) and

1 1 4
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Cormack (1971, page 326) noted that the correlation structure within

clusters may vary considerably from cluster to cluster, so that a

pooled covariance matrix is inappropriate. 'Fleiss and Zubin consider-

ed that straightforward correlations between all variables based On

the entire sample are worse than useless. Positive within group

correlations may end up negative across all groups, negative within

groups correlations may end up_positive and zero within group corre-

lations.may-endA4.par:from zero. Rather than correlations across
4

the entire sample, correlations among variables withinsroups are

more appropriate inAdentifyinwInaturally-occurring clusters. How-

ever, such within group correlations arelmost frequently unavailable

and consequently most researchers ignore the problem of correlations

completely, although this is hardly a solution. Everitt (1974,

page 64) proposed a principal components analysis on all variables

prior to the cluster analysis which then employs only the first few

principal componeats. Although this line-of attack was considered

pr mising, (Fleiss and Zubin, 1968, page 243) these critics also noted

examples where principal component analysis:performs rather-poorly.

Because (1) the purpose of grouping students was to produce

groups of individuals maximally homogeneous.in relation to the total

set of variables and also to ensure that each individual was

relatively similar to every other individual in the same cluster for

each variable,

(2)aipMe grouping was less oriented towards the objectives of

classificatian or clustering than it was towards the purposes of

dissection, and
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(3) because.of the administrative restrictions in the formation

of groups, the following recoMmendation was made:

Recommendation 5. A minimum variance criterion should be used

as part of a heuristic-programming teChnique.

Minimum Variance Procedures

Thefoilowing twelVe methodsare!:metely a. rePresentative

selection froma mudh. largerjiat'efianinimum,varlance"procedures.
, .r , ,

Vater considering these twelve methedis the mOstrelevant were

selected for further examination the:results of.which eXamination

were used to develop a profile of amscceptable algorithm useful for

grouping students. A decision wasthen made as to.whether any existing:

algorithm had'thecapabilities required to solve the .preblem.

1. Sorensen:(Complete Linkage,;1948).

A ,group of 'individuals
comprisesia cluster provided that no

two individuals have a similarity-whidh is less than a critital user

threshold 1... Using d
2 this is interpreted to Mean tilat the maximum

distance,between any-two cluster points must not exceedthethresholU,

that is, the_thredhold defines the maximum permitted diameter of the

cluster subset.

2. Nacliaughton-Smith '(Furthest Neighbor, 1965).

Each of the Nandividuals is originally designated as a

5.Ingle-point: cluster, and a hierarchy-As definectby a sequence of (N-1)

1

thsion steps for whiCh at each step, those two clusters having the

smallest resultant diameter at unionare combined. The hierarChy
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obtains all the possible groupings which can be derived by Sorensen's

method for any threshold value.

3. Ward.SError Sum, 1963).

The "error sum of squares objective function" isAefined as

the within-group sum. of squares, or the sum of the squaned distances

from each point to its parent cluster. 'The method is deined as a

hierarchical process combining those two clusters whosmlusion causes

the least increase in the objeCtive -function-at each-atep.

Sokal-andAMichener
SWeighted:Average/Centroid, 1958).-

The similarity relation between two clusters:is measured by the

squared distance between their centroids D
2 lind the method can be.

.PC2'

defined as a hierarchical system which combines those two clUiters,

having minimum D
2

Q
at each of '(N-2) fusion cycles.

P'

5. SOW and Michener (Pair. Group 1958)7

The relationship between a single individual 1 and a cluster P

is defined as the average of the similarities between the individual

and all the cluster elements. In a sequence of growth cycles, that

individual for which this value is a minimum is fused to the cluster,

concerned.

6. Bonner °Method

A critical distance threshold r is chosen, and an individual

selected at random is used as a starting point. The first chuter

consists of those points which lie within a sphere-of radius n:sbout

the starting point. From the remainingpeints, another is Chosen at

random to initialize the second cluster,: and allocation proceeds as
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allocated to clustem is re-

allocated to its nearest cluster center to form disjoint groups.

7. Warinen (1962).

-The process is identical to Bonneee except that, rather than

choosing random individuals, "typical" pointkare selected to

initialize Cluster centers, and the final clusters are definedat

allocation time. An information-loss statistic is used to detect

2
"typical"-individuals--but-inthe±contextof-ci-, that-point-neatest.

0....4:2-;,-~,,,rv....-e-,-A.....-hse/centroidothereeidual set might suffice..

8. Ball and Hall (1965).

K individuals, selected at random, initiate cluster centers,

and then each of the remaining individuals is allocated to its nearest

center. The cluster centroids are computed and any two Clusters P

and (I are fused if to2
Q

is less than a user, threshold. Atso clu..Zers
P

2
are split if the variance Sx

in any one dimension x exceeds another

threshold S
2

. The cluster centroids replace the original centers,

and the method reallocates each datum afresh, and iterates to conver-

gence.

9. MacQueen (1966).

K random individuals are selected to initinlize cluster centers.

The distsnce from each datum to Its nearest cluster renter is computed,
-

and the point is allocated to that cluster if the distance does not

exceed a threshold r; when the.distanze exceeds r.,.!then the point

initializes a new cluster centre. At each allocation, the new

clueter centroid is computed and replaces the original clustercentre,

and when the distance between two centroids becomes lesethan another

1 I 8
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limit, the clusters are fused. The process iterates until convergence,

and final clusterd have the diameter constraint 2r.

IO. Sebestyen (1962).

This method resembles MacQueen'S allocation algorithm with the

exdeptian that two thresholds are selected .(defining .spheres of

radiusrAind R about the cluster centers, r R), ,If_thedistance frOm

datuarto,,,its-..nearest-Center-is_less_than r . it joins. that_clueer,

if the distance 1.6 greater than -r'but -less than.R, the1/4um'is sei

aside and allocated at a later.iteration, andAf the. distance:exceeds,

R then _the point initializes a new cluSter center. :Cluster, diaMeterej.

are therefore cOnstrained to .2R.

IL Jancey (1966).

Rather than select k random individuals, Jancey selects k

random points for centers and allocates each datum-io'itsneareit

clustercenter. When all the points have been allocated,.the cluster-.

centrobis are computed, and the centers are MovedtO newpositions

relative to the centroids. The method then returns to reallocate and

iterates to convergence. Jancey proposes an "over-relaxation para-
.
"

meter," to determine the new cluster centers after reallocation which

he claims speeds up the approach to equilibrium However, the result,

at convergence, is that the final cluster centers are sited at their

centrotds. As such, the method does not have any marked diameter

,constraimt.Jancey. goes on to propose that different values of k should

be testeal the optimum solution being obtained when the total within-

group verianne is minimized (the definition of total within-group

variance.is <exactly the same as Ward's error sum of squares).
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12. Forgy (1965).

In search of the ideal minimum-variance solution Foray adopts

Ward's hierarchical process to obtain a part-optimum solution for k

clusters and then proceeds to reallocate cluster individuals to

their nearest cluster centers. After this he tries "sliding the

partitions back and forth between each pair of centroids" in an

.attempt to improve the error sum of Squares. The final groupins are

very similar to those, obtained by 4ancey's pethod.

Some of ihe.above minimum variance methods are hierarchical

and therefore it.is proposed nbe to diacuss them further. Rather,

the partitioning procedures of Forgy, Jancey, McQueen, and Ball'

and Hall as well as variants on them proposed by Wishart and'bicRae

will be examined. The discussion is presented within the framework

of

(a) initial configurations

(b) nearest centroid sorting.

Initial Configurations

The methods discussed here begin with an initial partition of

the data units into groups or with a set of seed points around which

clusters may be formed.

Seed Points

A set of k seed points can be used as cluster nuclei around which

the set of m data units can be gruped. The following methods are

representative examples of how such seed points can be generated and
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were provided by Anderberg (1973, page 157),

1. Choose the first k data,units in ti :-. data set (MacQueen,

1967). If the initial configuration does not influence the ultimate

outcome in any important way, then this method is the cheapest and

simplest.

2. Label the dita units from 1 to m and choose those labeled

) m/k, 2m/k,...,(k-1)m/k, and m. This mlthod is almost as simple as

method 1 but tries to compensate for a natural tendency to arrange

the data units in the order of collection or some other nonrandom

sequence.

3. Subjectively choose any k data units from the data set.

4. Label the data units from 1 to mand choose the data units

corresponding to k different random numbers in the range 1 to m

(McRae, 1971).

5. Generate k synthetic points as vectors of coordinates where

each coordinate is'a random number from the range of the associated

variable. Unless the data set "fills" the space, some of these seed

points may be quite distant from any of the data units.

6. Take any desired partition of the data units into k mutually

exclusive groups and compute the group centroids as seed points

(Forgy, 1965).

7. An intuitively appealing goal is to choose seed points which

span the data set, that is, ziost-data units are relatively close to

a seed point but the seed p-oints are well separated from each other.

Astrahan (1970) strives for this goal by using the following

procedure: 121
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a. Compute the "density" for each data unit as the number of

other data units within some specified distance, say d1;

b. Order the data units by "density" and choose the one With- ,

the highest "density" as the first seed point;

c. Choose subsequent seed points in order of deCreasing

"density," subject to the stipulation that each new seed

point be at least a minimum distance, say d from all other

previously chosen.
_

Continue choosing seed points until all _remaining:data;units,have:

zero "density," that is, they-are at least a disiance of d :from

every other data unit. Assuming that an excess of seed points' are

generated by this method, hierarchically group the seed.points until

there are just k such points.

The choice of the dl and d2 parameters may require good judg.7
.. ... ...

ment,or several guesses; if d
1
is chosen too small there May be many .

isolated data units with zero density whereas if d1 is too large a

few seed points will cover the entire data set. In general, d
2

should
.

be larger than d1; unless d2 is at least twice d1 some data units may

contribute to the density value of more than one of the chosen seed

points. The elaborate nature-af the method makes it more expensive

than the alternatives.

8. Ball and Hall (1967, pages 72-74) suggest a somewhat simplex

approach than that used in method 7 above. Take the overall mean

vector of the data set as the.first seed point; select subsequent seed

points by examining the data units in their input sequence and accept

any data unit which is at least some specified distance, say d, from
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all previously chosen seed points; continue choosing points until k

seed points are accumulated or the data set iu exhausted. This

method is sufficiently simple that two or three values of the threshold

distance d could be tried if the first value gave tOo few seed points

or examined too little of the data set.

This list of methods certainly is not exhaustive, but it does

provide a setting for a few observations. First methods 1, 2, 3, 4,

and 8 all share the property that every seed point is itself a data

unit, end therefore any cluster built around such a point will have

at least one member; the seed points from method 5 easily could

result in one or more empty clusters whereas methods 6 and 7 are

relatively immune to such oddities. Second is the topic of random-

ness; methods 1, 2, 4, and 5 hive elements of randomness about them,

either through an implicit assumption of random ordering of data

units within the data set or through explicit random selection. Third,

indifference may be case aside in preference to a deliberate effort

to span the data set with seed points as in methods 7 and 8. Such

methods seem less prone to givint distorted or badly balanced

configurations than are methods involving random selection. Methods

like 7 and 8 are, however, computationally more expensive.

Inttial Partitions

In some clustering methods the emphasis is on initially

generating a partition of the data units into k mutually exclusive

clusters. Some methods of generating such partitions are considered

_

below. In several of these methods, a set Of seed POinii i
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1. For a given set of seed points, assign each.data unit to

the cluster built around the nearest seed point (ForgY, 1965). The

seed pOints remain statiOnary throughout the assignment of the full

data set; consequently, the resulting set.of clusters is independent'

of the sequence in which data units are assigned.

.2. Given a set of seed points, let each seed point initially

be a.cluster of one member; then assign data units'oneat a time to

the cluster with the nearest centroid; after a data unit is assigned

to a cluster,.update the centroid so that it id the true mean vector

for all the diata_Units_currently in thatcluster (MacQueen7,-. 1967).

. .

The cluster centroids migrate so the distance between a given data

unit and the centroid of a particular cluster may vary Widely during

the assignment process; accordingly, the resulting set of initial

clusters is dependent on the order in which data units are assigned.

MacQueen's suggestion of using the first k data units as seed points

permits the assignment process to begin with the data unit numbered

k + 1; therefore; it is unnecessary to be concerned with the possibility

of using a data unit twice once as a seed point and once in the assign-

ment process.

3. In most cases, a hierarchical clustering method can produce

an excellent initial partition. Wolfe (1970) used the Ward

Hierarchical CiusteringMethodto pruvide an initial set of clusters

for his algorithm. However, a complete hierarchical clustering of

the entire data set may require more effort than the rest of the

analysis and certainly tends to limit the size of the problems than

may be considered. 124
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4. Various random allocation schemes could be used. For

example, assign a data unit to one of the k clusters by generating

a random number between 1 and k. The difficulty with all such random

schemes is that the resulting groups are spread more or less uniformly

over the entire data set and their centroids are k different estimates

of the data set mean vector. Such groups have no properties of

internal homogeneity and are not clusters at all. In general,

random allocation to groups is not an attractive alternative.

5. The user could use his judgment to sort data units into an

initial partition. Because the specifying of seed points leads to an

initial partition and because most of the methods reviewed for

establishing initial partitions use seed points anyway, it is recom-

mended that the preferred procedure begin with a set of seed points.

This procedure (a) shorad scan the whole data set and (b) take into ,

account the "density" or compactness of the data units in the data

set, thereby being less likely to result in distorted or badly

balanced configurations than are methods involving random selection. .

Recommendation 6. Seed points leading to an initial partition

should scan the whole data set and take into account the density of

the data set.

Nearest Centroid Sorting

A set of seed points can be computed as the centroids of a

set of clusters, and a set of clusters can be constructed by assigning

each data unit to the cluster with the nearest seed point. The
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simplest iterative cluscIering methods merely remsist of altez*ating

the mt.. itwo processes
they convege to 4v, st4able Immfiguraciob.-

Pmmented below .zare -. such me thoils enema to the basic problem

of sorting the. trz aits into i fixed numia=7-vd clusters such that-

every data unit:helo.,- one and only onscluster.

Forgy's Method and lumges Modification

Frgy (1965) suogested a very àimpalgorithm consist.::_ of

the following sequence of steps:

1. Begin with any desired initial configuration. Co to step 2

if beginning with a set of seed points; go to step 3 if beginning

with a partition of the data units.

2. Allocate each data unit to the cluster with the nearest

seed point. The seed points remain fixed for a full cycle through

the entire data set.

3. Compute new seed points as the centroids of the clusters of

data units.

4. Alternate steps 2 and 3 until the process converges; that

is, continue until no data units change their cluster membership at

step 2.

Jancey (1966) independently suggested the same method except

for a modification at step 3. The first set of cluster aeed points

is either given or computed as the centroids of clusters in the initial

partition; at all succeeding stages each new seed point is found by

reflecting the old seed point through the new centroid for the cluster.

Figure 2-6 illustrates the process. The line from point 1 to point 2
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may be viewed as an ap 'iona the local gradient, th direction

in ,which the seed. point abettli,' for greatest improvement .. in the

partition. However, since. 44kta ttzuts were assigned to the &luster

on the basis of their .pramiaity- clq) 3oint 1 -rather than point:2, it .

3
New seed ;zint

,

Ns4,4,40mwid

ld seed powt

Figure 2-6; Janasyqv4 Seed Feint leflection Method

might be inferred that the-.3movement of the centroid was re.tarded, and

therefore the new seed paiur should overshoot the computed centroid.

Jancey suggested that: this: tzchrique will accelerate convergence and

possibly lead to a better coverall solution through bypassing inferior

local minima.

Since the seed points -ammrecomputeti only. after the full data

set has been reallocated the 'results of these two methods are not

affected by the sequence of the- data units within the data set.

MacQueen' s k-Means Method. and a Variant. MacQueen (1967) used

the term "k-Means" _to denote the-lprocess of" assigning each data unit

to that cluster (of k clusters) --with the nearest centroid (mean) . The

key implication in this procestvisr that the cluster centroid is computed

on the basis of the clust?rts current membership rather than its

membership at the end of -the last_ relocationcycle as. with the Foray
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and Jancey methods- MacQueen's algorithm for sorting m data unis

into k clusters is composed of the following steps:

L. Take the first k data units in the data set 416 clusten 4.1E

one member each.

2. Assign .each of the remaining m - k data units to the clummer

with the nearest centroid. After each.assignment, recompute the

centroid of the gaining cluster.

3. After all data units have .been assigned in step 2, tako tho

existing cluster centroids as fixed seed points and make one more_

pass through the data set assigning each data unit to the nearest

seed point.

The last step is the same as, the Forgy method except that the

reallocation phase is performed just once rather than being continued

until convergence is achieved.

By using the first k data units as seed points and relying on

only one reallocation pass, this method is the least.expensivecf all

clustering methodS -14:scus8ed.

However, blindly using the first k data units may be less them:

satisfactory unless the user can arrange to place his choices for the

initial centroids at:the front of the data set..

The set of clusters constructel in step 2 of the algorithm

depends on the sequence in which the data units are procetsed.

MacQueen (1967, page_290) reported some preliminary investigations

into this effect. His experience indicates that the ordering of the

data units has only a marginal eilectwhen the clusters arevell

separated; differences:from one ordering-to the next are due largely
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to ambiguities.srising from data units i,ohichall between clusters.

MacQueen also-:eeporradthat he tried three different orderings when

grouping a set ra:25D data unitsinto 18 clue-niers.; the within group

error sum ofelonaresdiffered by at most 7% among the three.sets of

'clusters.

The economy- of effort inherentAn this:method stems from

acceptance of:the first reallocation of-data units ss opposed to

continued processing until convergence is achieved. Apparently thea

method gives useful result's because most major changes in cluster

membership occur with the first reallocation; subsequent reallocations

usoally resuIr..: in relatively few reassignments.

A convergent diusteringmethod using the k-means process can

be Implemented through the following sequenceof steps:

1. Begin with an initial partition of the data units into

clusters. If desired, the partition could be constructed hy using-

stepsl and 2 of theardinary blacQueen method, though.any of tbe.methods

given earlier couldalso be used.

2. Make eaChAkta unit imsequence and compute the distances

to all cluster centraids; if the.nearest centroid is.not thatof thea

data unit' -parent- Cluster, tbent reassign the idata unit and update the

Centroids of:the:losing and- gaining- Clusters.

3. :Repent .seep2 until convemence is-ambieved; that ia.:con!--

tinue until aa:fUI1ycle through thea...,u - set----1 to cause ,:any

changes in cli6.3ter membership.

This .convergent k-means process is a basic element of WI:shares

RUM and McRae's MIKCA computer programs (WiShart, 1970, page. 45.and

McRae, 1971,(c) page 6).
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Of the ..r4earest -=,trs31.1d -methods, Janney's method cannot be shown to

be aonvergent (Anderber%:, 'a973, page 162) awl VAmQueen's k-means method

involves on1T- two passes . anui hence does natcvnitinue to,convergence.

.11outver, the.WilithanE!Mitlitae variants ofEtt k-means are convergent,

as.is the'Forgy_algo-littx.,

'The criterion thusam:for deniding cimvapuce of these clustering

metthds is stabilityof cliister membership; eat alternative criterion is

stebility of the cluster meed points. Thesettwo.. criteria_ are equivalent

forthe_Forgy and canversenr.k,,means
methodsecause theseed points are

the cluster
.....-mtroids-,which.i:aredependent on17-on the cluster memberships..

A broad outline-of tha-zcouvergence prooffor the Forgy and Wisher%

McRae k-means algorithms invOIves.the folloWing steps:

k II. -
1. E: (xlcii-xik)

1,-Q. tr-.2..

(2.7)

W denotes theHammrr sumJiE squares for cluster k. For a given partition

of a data set -1-1-,t-nh clusters., he ZotaLiwithin group error sum of squares

is
w

kr-1_ k"
(2.8)

and W haa7a .thar=utftic.-vc,..ace-The.77pa=tition.
Note that

is the...isquared:EU
distame baeieen centroid of.cluster k%and

the jthAata

Z. The nu3Wm:.addi-ffermut-ways a detmaset of m data unitsAllay

be partitioned intolicIusters is a .Stirlipggnumber of the secon&kind

(Chapter II, page 6.

!

JAI
5(h)= ( 1r 'm h
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which is a finite number, if m is finite. Therefore, any method

which generates each partition at most:_onml:is finitely convergent

because there are only finitely many diffemnt partitions. Consider

methods in which the current part4tion is_altered only if the cbange

gives a new pactition with a smaller tocal within group sum of

svares W. Shone each partitionAras a characteristic value of :R.,

such methods cannot regenerate a-partition which was Abandoned at

sar earlier stage and therefore such metisods are convergent.

The coscrergent k-means" methoiLland_2F'orgy's method can..now be

shown to be convergent. Let the. most-necently conearted set:of c lus ter

centroids be denoted as the seed -points.. In bothAsethods a, data

unit is reallocated only if it±s nearer to the, seed point of the

gaining cluster than to the sevrei point of the gaining cluster than to

the seed point of' e1using cBrater; if the distance function is

chosen as Euclidean distance (a any Tower -thereof- c= weighmed

Euclidean distance), then the sua -31f squaced deviations .abosaz...tbe

seed point decreases: more Eiscr tftz .lizsing :cluster. than 'tt in=eases

for the gainingolaster, AErribir, givingramoverall decrease.in sum. of

squared deviations: shout dte-:-.2.seed -points 'for the partition sai.a..-whole.

In addition, this:sum of squared deviations is decreased eveinflurther

if it is computed 7abant the.2new -centroids of the clusters rather

than the old seed points. Thus each new partition has a lower value

of W than does the !partition_ from Aihich the seed points werecomputed

and therefom titsear tti*Phads..are conveent.

The essential cial~ference. between- the-Torgy-and k-meame method

is that in the.tormer -*the centroidelremain fixed:for a fulL-cycle
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through the entire data set, whereas, in the latter, -only the losIng

and gaining clusters have their cer=ids updated- Zn both cases,,

alterations are continued until convergence is adhieved.

Both reallocation methods are simply and cb:=ect and both seem

suitable. However, the k-means mama appears to _12nrolve-more ccaltu

lations of centroids and distances and therefore !axe Forgy realloca-

tion method was preferred. The Literature did not_ contain any infor-

mation on the comparative efficiency of these two-methods.

Recommendation 7: The Forsy realldcation pracedure should he

used to produce a local minimum of the total withi n. sroups sum of

squares criterion.

The algorithms observed above iirt-4l7e neareim centrotr,..0 sorting

with filted numbers of groups. The likeraturen c.Uster analyn:

as one would expect, contains siirrrlar bz= more Te.laborate algrccithne

which permit the adjustment of the =weber of groans_ to confam-too

this apparent natural structure, of :ands data:amt. Beepreseutave uf

this set of algorithms axe:

(1) MacQueen's k-mean method Inftth coareenftinszand refintng

parameters (HacQueen, 1967, page 281)

(2) Wishart's RELOC prawn= ithitti=h_dgE pert s GLES'M IA

package (Wishart, 1971,(c) page--Z)

(3) Ball and Hall's ISODAMI method_ ((Baga_ .7:965 _parr 1).

Because the probleratexamitte&xlid not rreq.alre the aidited.

flexibility of variable numbers -of groups, these .elgorithrs wereasot

considered further.
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Some Implications of Recommendations 5, 6, and 7

The selection of aminimum variance criterion and the Porgy

reallocation method necessitates the use of a distance function to

express the similarity between pairs of entities. The most commonly

used distance measure and the most familiar is the Euclidean metric

where the distance between points i and' j denoted by dij is defined as

1

di. jk
Y"9

k=.1

where is the value of the kth variable for the ith entity.
ak

EmclIdean distance may be very-unsatisfactory since it is badly

affected hyrchanging the scale of a variable. Even when all the

variables are uniquely determined except for scale changes, Euclidean

distance will not even preserve distance rankings. 'Because of this,

variables are frequently standardized before employing Euclidean

distance by taking zik (Xik)/(E7k), or Xiolik whereA.6.7k is the

4.rk

standard deviation of the kth variable. Although this has problems,

the Euclidean dl.stance calnulated from the standardized variables

will preserve relative distances.

The principal idea in equalization is to reMove the artifact

of.the measurement unit and anchor each variable to soma common

numerical property. RecOgnition of this scaling difficulty led to

the following recommendation:

Recommenaation 8, All variables on which the grouping is to be

based should be standardized.
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The importance of each variable to the purpose of the grouping

is most properly reflected in the user's choice Pf these variables,

It is probably the.choice of variables that has the greatest influenCe

on the ultimate results of a grouping It is important to bear in.

mind that the-initial chOice.ofVariables Is-itself a .categorixation

of the data Which has.no mathematical or statistical;guidellnes

and Which reflects _the User's judgment of releVance.for.thelmrpose.

of theclassification, This of COUrse, could alsohe said of-the

entities chosen for study.

Rigid adherence to-standardization-of-variables-ls tantaMount

to saying that an increment in standard deviation is equally impor-

tant for all variables regardless of the purpose of the grouping.

Apart from their inclusion or omission from_the grouping,'

variables may be accorded more or less importance by applying weights

so that agreement with respect to these variables counts for more or

less than agreement on others. Although the concept of weighting is

a contentious matter in the clustering literaturev..it-_appears to be

.:4.1 acceptable optiOn in this situation. It is a usefui Option where

the user wishes to influence the grouping ina particular manner.

This led to the following recommendation:

Recommendation 9. The z.,easure ofsimilatity.to he used should

be the weighted Euclidean metric

....

d = Za. (x -
ij k=1

K ik

where ak is the weight attached to the kth variable.
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The Euclidean metric is usually employed with data measured on

an interval scale.

Scales of Measurement

Criterion V (page 38) provides for the use of data measured on

different scales when this is considered relevant to the purposes of

the grouping. It will therefore be necessary to convert heterogeneous

data into interval form before processing it. Mixed variable data

sets can be troublesome when clustering data units. Not only is

there the problem of measuring association between data units while

using different types of variables, but there is also the problem of

weighting the contributions of the different variables. Binary var-

iables present no difficulties since they may be treated directly

within the framework of interval variables. Likewise, ordinal

variables are not too troublesome, since they may be treated as

interval variables by using ranks as scores. The difficult problems

arise in the simultaneous use of interval and nominal variables. This

case is a most difficult scaling problem and can only be solved by

inducing an ordering among the classes as well as an equal spacing of

the classes. Although Anderberg (1973, page 127) identified some

methods for doing this, the grouping procedure being outlined appears ---.

to be restricted to binary variables, variables measured as ranked

classes, and variables measured on an ordinal scale or an interval

scale. The inclusion of nominally measured variables does not

appear to be a serious problem considering the purposes of, the group-

ing as well as considering the factors likely to be used in the
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grouping (see pages 28-36);

Conclusions

The problem of ;grouping students for instructional purposes

had two major components:

(1) a set of constraints on the groups to be formed,

(2) maximizing thwthomoseneity of these groups as this is

measured by the degree nf similarity among chosen characteristics.

Chapter I primarily dealt with identifying the nature of the

grouping situation as well as the-various constraints. The two most

restrictive of which. iwszce.:

(a) placing 'in the cme group only students eligible for the

skillor topic to be studiedb that group,

(b) the primr determination of the size of each of the groups

to be formed.

Chapter II has focused on procedures which lead to the forma-

tion of maximally bnimogeneous sroups. These procedures were introduced

independently af any:administrative constraints. Typically,

gators who use clustering techniques are not concerned with

ing the data but rather seek to identify freely occurring groups or

clusters presentin the data. Accordingly, the homogeniting procedure

outlined had not been considered within the operating framework

imposed by the constraints. Without further development such an

algorithm was inadequate- for solving the problem of grouping Students.

Most heuristic algorithms are designed to solve particular

probleMs and are structured to take advantage of the individual



characteristics of these problems. McRae.(1971) appeared

only investigator who has Applied partitioning.techniques
_ .

problem of grouping students for instructional purposes.

McRae utilized similar cluetering techniques to these reviewed here,

their appliCation did not involve-constraints of the kind found in .

this present problem.

Because of:

(1) the structure searching Purposes of clustering algorithms,

(2) the individualistic nature'of heuristic algorithms and

(3) the lack of applications of computerized grouping

procedures in school settings,

it was obviously the case that no available-algorithwtould-be

directly employed to solve the grouping problem being investigated.

It, however, was the case that some featUres of these other procedures .

could serve as the basis of a design for an algorithm useful in

grouping students for instructional purposes.

The development of an acceptable algorithm concerned the fitting

of a homogenizing procedure within a framework of administrative

constraints. It was considered that such an algorithm should comprise

the following essential elements (it is assumed the number of groups

to be formed is known):

(a) a criterion to be optimized

(b) a measure of inter-student similarity

(c) the determination of seed points around which to form groups

(d) the allocation of students to groups on the basis of

learning characteristics
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(e) the tontinUed relOcation of students

criterion

(f) the Allocation of skills/topics

(g).the allocationOf

(h):the imposition of

(i) the imposition:of

118

groups o Optinii2eH

to .groups

toitrOups

grOUp:size Constraints,

eligibility constr4!..ts.

Operations (c) through (i) are all directly related to the

fordation of groups. These operations can be perforded in different

orders' and presumablST will produce different resUlts as a consequence

of these different sequences. For example, it is possible that one

sequence would proceed.as follows:.

1. The selection and allocation of skills/topics to be studied

by each group

2. Allocation of size limits to each group

3. The determination of seed points for each group

4. The allocation and reallocation of students to these seed

points to form groups for which they are eligible and which maximizes

the criterion of homogeneity

5. The imposition of group size constraints.

Another sequence of elements could be as follows:

1. Determination of seed points

2. Allocation and reallocation of students to seed points to

form groups which maximize the criterion of homogeneity

3. Allocation of size limits to each group

4. Allocation of skills/topics to be studied by each group
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5. Imposition of eligibilitY constraint:7i

6. Imposition of group size constraine

These are but two clf many Permutation6 of.the steps in the

grouping procedure. Which premutation yielded the,mnst satiefactory

results was the subject of an empirical evaluationi the plan of:Wlich
\

is presented in the next chapter.. This evaluation plan lapreceded

by a detailed description of the several algorithms developed.'
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'CHAPTER III

FOUR GROUPING ALGORITHMS AND EVALUATI(N PLANS

The grouping procedures described in this section have as their

sPecific objectives the forming of groups of students t

(i) maximize the homogeneity of the groups, and

iii) minimize the number of students omitted from the

groups.

The administrative constraints which help determine the profile of an

appropriate grouping procedure, together with the basic elements of

the procedure, have been identified in Chapters I and II. Consequently,

four alternative algorithms have been developed on the basis of this

research.

Each procedure is described in terms of its (a) user options,

(b) input requirements, (c) sequence of steps, and (d) output.

Accompanying the description of each procedure is the rationale for

each feature not previously mentioned. Also flow diagrams are provided

where they appear to be helpful to the reader. In the descriptions

which follow "skill" is used synonymously with "topic" and refers to

a small segment of an instructional program, usually pertaining to a

limited number of instructional objectives.

The first grouping algorithm (Groupal A)

(1) initially E;elects skills,

(2) matches group sizes with skills,
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(3) allocates eligible students to these groups to maximize

their homogeneity, and then

(4) applies other constraints.

The second grouping algorithm (Groupal B)

(1) initially allocates students to groups to maximize

homogeneity without any constraints,

(2) then on the basis of these groups, selects skills,

(3) and finally applies other constraints.

The third grouping algorithm (Groupal,C) is Groupal A modified

to include student eligibilities (weighted) with student characteristics

in the assignment of these students to groups.

Student eligibilities are coded 1 for eligible and 0 for ineligi-

ble. To be eligible for a group, students must have (0 mastered all

prerequisites and (ii) not mastered the skill assigned to the group,

either on a pre&test or post-test.

Student characteristics are those variables such as achievement

scores or learning style scores on which the homogeneity of the groups

is based.

The fourth grouping algorithm (Groupal D) is Groupal B modified

to include student eligibilities (weighted) with student characteristics

in the initial allocation of students to groups.

For each procedure, each group's profile was developed cumulatively

as a set of assignments.
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Groupals A and C

skill skill skill skill

size size size

seed point seed point
students

nue" Stage 2 Stage 3 Stage 4

After Stage 4, the constraints on the grouping were applied.

Groupals B and D

seed point seed point seed point seed point

students students students

skill skill
size
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Stage 1 -Stage 2 Stage 3 Stage 21.'

After-IStage 4, the constraints on the grouping were applied.

In the-descript±nns which follow, it is assumed that each stu

dent's record contafts-the
student's ID number and name, scores on eati

student characteristic and eligibility data on each of the skills of

the instructional program being used.

.Groupal A

1. Options

The user specifies whether:

a. eligibility for skills is to be taken into account,

b. student characteristics are to be taken into account,

c. the one skill can be studied by more than one group

single or multiple usage of skills)
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Rationale

Option la provides the procedure with greater flexibility by

making it applicable to instructional programs without a prerequisite

structure but where student characteristics are taken into account.

Similarly option lb,. applies the procedure, to instructional programs

with prerequisite structures but where student,characteristics are

not taken into account. Option AC recognizes that limitations on

the availability of learninginaterials required in the study of.program

skills maybe art important constr.aint on the grouping. MUltiple usage

of skillsrmay provide a greater*egree of homogeneity thamsingle usage

of skills hacause when implementedrelay permit more possihle relneations .

of studentf-.

2. Input

The user specifies:

a. the number of groups to be formed,

b. the size of each group to be formed

as a range (e.g., 20-25),

as an exact size (e.g., 20-20),

or without effective size constraints (e.g., 01..99),

c. the number of students to be grouped,

d. the number of skins to be considered,

e. the skills to be considered,

f. the number of student characteristics to.be considered,

g. the student characteristics to be considered,

h. the identity of the students to be placed in different groups,
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Rationale

i. the maximum number of iterations permitied.in the

.relocation: process..

The rationale for steps 2a- to lz is directly based on theprobleM..:

aL defined--:on-page56. Step -21vpresients the placing4n.the same:group:

of those students-, considered to be-incompatible. .2i restricts the

'number-of:iterations in the relocat±bn process in case convergence is

very alow-anammostly.

3. Raneelnest

IfJa lower liMit of group i,
1.

bi = upper limit of group i,

n = number of students to be grouped,

and g = number of groups, then

for the grouping to be feasible

a
1

n bi

i=1 i=1

(3-1)

If condition (3-1) ia not met, the diagnostic "group sizes not compatible

with total number of: students" is printed. However, the grouping

procedure is continued.

4. Student Data

a. Calculate the number of students eligible for each skill

considered.

b. Calculate the mean of.each student characteristic and

substitute the relevant mean for each missing unit of data.
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c. Calculate ,the vaaance rand standard deviation of each

student characteristic.

d. Standardize each_student characteristic.

5. Selection of Skills and Matchbal_d_amap_aims

a. For single usage...of skills, select skills in order of

greatest eligibility

b. Match,group sizes.zrequested with skills selected as a one-

to-one correspondence between the group sizes and the number

of students eligible for the skills chosen, each ranked in

descendi4 orderxd-magnitude;--For-example- one-group-to-

be formed'is
-

eligible.and also is assigned the greatest of the requeSted

sizes.

c. For multiple usage of skills, use the same procedure eXcept

..

assignedthe skill for which most students are

after each selection and matchingicalculate the remaining

eligibility for the skill selecied as (e ai) where e is

the number eligible and a is the lower limit of the

corresponding size. Consider these new eligibilities

(remainders) In subsequent selections and matchings.

Rationale

The correspondence in the rank orderings of eligibilities and

group sizes may provide for an acceptably small number of students

omitted completely from the grouping as well as reduce the number of

relocations of students later in the'process. These same two advantages

may be enhanced by use of the "multiple usage of skills" option which
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is also likely to result in greater homogeneity of groups in those.,

cases where more than one group is assigned the same skill.

6. Selection of Seed Points

a. Where each group is assigned a different skill. For eamh

such group, calculate the mean rof each student charororistic

(in standard score form) over all students eligible t-cr that

group. Each vector of means represents a seed point.

b. Where more than one group is assigned the same skill.

(The following procedure is employed for selecting seed

points whenever more than one group can be assigned the

same skill.)

For all students eligible for groupa assigned the same

skill

(1) All pairwise distannes ,are calculated.

(2) The two most distantLetudents, smiyAL and B are

identified.

(3) The range (difference between vectors of scores for.,A

and B) is calculated.

(4) The median student vector, say M is determined.

(5) Calculate 1A-MI and 113-M I.

Select A if IA-MI 4::
IB-111

(3-2)

Calculate the distances of all students from the

selected end point (A or B) and consider these distances

in ascending order.

(6) Consider each group in descending order of its lower
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(7).Determine the number of students in each initial

partition as follows:.

(a) If n is the.total number/of students to be grouped,

g is the number of groups to be formed,

a -is the lower. limit of_group_ii=i...g_

(a = group with greatest lower limit) and

a
i
= total of all g lower limits,

i=1

then the number of students in group i (Gi) is

given by

G n x 212) i=1... g

z ai
i=1

(1.-3)

The first G
1

students of the list established in (5)

above form the first initial partition, the next G2

students form the second initial group, and so on.

(8) Seed points are calculated for each of the g groups as

the vector of variable means calculated for students

selected into each group.

Rationale

In this "proportional division" procedure, the determination of

seed points is independent of the order of the entities and considers

all of them. It also considers the density of the'distribution in

partitioning the set of students proportionally to the sizes of the
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groups rather than in equal proportion. Because students are selected

for these ordered groups in the order of least distance from A, this

procedure may result in the selection of well Separated seed points and

a reduced number of relocations later on in the process..

Location-Relocation

a. Calculate the distance of all students to seed points.

b. Allocate all students to seed points to form groups on the

bases of least distance and eligibility.

c. Establish an omissions group for students ineligible for,

any skill 'chosen.

d. Calculate (a) total distance, (b) total sum of squares

within, (c) the mean sum of squares within, and (d) centroid for each

group.

e. Use these new centroids to recalculate the distances of all

students to these centroids and relocate students as in lb. Repeat

steps7d and 7euntil convergence occurs. Convergence is attained when

there,is no chance in the total distance for two consecutive iterations.

f. Calculate the number of students assigned.to each group.

Where this number exceeds ehe upper limit set for the group, relocate

students in the following order: a

Using the distances of all students to all seed points as caluclated

at the end of the last iteration, select students for relocation in the

order of greatest distance from their respective seed points thus

retaining the greatest possible homogeneity. Assign these students to

groups for which they are eligible in the order of least distance to



the new centroid. Assign students selected for relocation and who are

ineligible for any other group to the omissions group. The diagnostic

"rneligible for group-because of size constraints" is printed.

Rationale

In cases where the group is overloaded, the number of students

identified for relocation is the minimum (i.e. the excess over

upper limit). Students less distant from the centroid but perhaps

eligible for other groups are not considered. Rather than make an

arbitrary decision involving increasing omissions and decreasing

homogeneity, the diagnostic referred to_in 7f above is,printed and the

decision concerning reinclusion is left to the user.

8. Incompatible Students

If incompatible students are indicated and are in the same

group, that incompatible student furthest from the centroid is removed

and placed in the group with the nearest centroid and for which the stu-

dent is eligible. Otherwise, the student is placed in the omissions

group with the accompanying diagnostic "Reinved from.group-because-of

incompatibility with Student

9. Output

The profile of each recommended instructional group comprises:

a. Group number,

b. Skill to be taught,

c. Number of students in the group,

d. Student name in alphabetical order,
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e. Student ID number,

f. Distance of each student from the mean of the group,

g. The mean, variance and standard deviation of each

characteristic (in standnrd score form).

The Profile of the _omissions group comprises:

a. Student namg and ID number,

b. Reason for ineligibility,

(1) not eligible for any skill used,

(2) not eligible for any skill chosen (the accompanying..

diagnostic lists those skills for which the student

is eligiblO,

(3) not eligible because of size constraints,

(4) not eligible because of incompatibility.

c. The number of students omitted.

A flow diagram of the essential steps in Groupal A is provided. The

diagram (Figure 3-1) also indicates all printed output.

Groupal B

1. Options,

The user specifies whether:

a. eligibility -for skills is to be taken into account,

b. student characteristics are to be taken into account,

c. the one skill can be studied by more than one group,

d. seed points are to be (i) specified by thequser or

(ii) calculated by the program.
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Rationale

Unlike Groupal A in which seed. .points are calculated using only

students eligible for the skill assigned to that group, Groupal B

permits the specification of seed points by the user. Tits feature

permits the participation of the user in initially directing fhe

grouping and also allows the evaluation of some alternative methods for

determining seed points.

2. Input

As for Groupal A 2a to 2i (page 123) together with

Lthe need points to be used

_3. Range Test

4. Student Data

a. Calculate eligibilities.

b. Substitute mean for missing data.

c. Calculate the variance and standard deviation of each

student characteristic.

d. Staldardize each student characteristic score. (Steps 3 and

4 are the same as in Groupal A).

5. Selection of Seed Points

Determine seed points (if not 1 _fied by the user)., The same

procedure as in Groupal A when more than one group is assigned the

same skill (step 6(b) of Groupal A)

6. Location-Relocation

a. Calculate the distances of all students to all seed points

b. Allocate all students to seed points on the basis of least

distance.
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c. Calculate the total distance,the total sum.of squares

within, the mean sum of squares within and the centroid for each group.

d. Use thcse new centroids to recalculate the distances of all

students.to these centroids and reallocate as in 6b. Convergence is

attained when there is no change in the total distance for two

consecutive iterations.

e. For each group calculate the number of students eligible

for each skill.

7. Selection of Skills and Notching of Group. Sizes

Select skills and match group siies as for GroUpal A, step 5.

Apply size constraints as for GroUpal A, step 7f..

Apply incompatibility constraints as for Groupal A, step 8.

8. Output

a. The profile of.each recommended group.

b. The profile of the omissions group. Step 8 is the sane as

for Groupal A, step 9.

A flow diagram of the essential steps in Groupal B is provided

in Figure 3-2. The diagram also indicates all printed output.

Groupal C

This algorithm is identical to Groupal A other than the following:

1. The list of student characteristics is expanded to include

the eligibility data on the skills to be used in the grouping.
.1

bility for a skill is coded 1, inellai.bility is coded O. It is this

expanded list of student characteristics that is used in the calculation
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of seed points and the
allocation-reallocation process of Groupal A.

Thus, the major difference between Groupal A. and Groupal C is that

Groupal C uses the expanded list of learner characteristics which

includes the skills eligibility data.

2. The eligibility data on each chosen skill can be weighted and

used in the determination of seed points and in the allocation-

reallocation process.

For skill i, D(xj,x0 -x
ik

)2

where and 1k are scores on skill i for students j and k,

a is the constant weighting factor applied to all chosen skills,

and there are m chosen skills.

Rationale

The inclusion of skill eligibilities as student characteristics

reflects the importance of placing Students with similar patterns of

eligibilities into the same group. This feature may be enhanced by the

selection of the "multiple usage of skills" option which may' provide

more flexibility in the placement of students. It may be further

enhanced by the sole use of skills eligibilities as learner character-

istics without the use of any other learner characteristics. Its

effective use with other learner characteristics for this purpose is

likely to be enhanced by a heavy weighting of each of the skill

eligibilities.

In Groupal A, the skills are assigned to groups prior to the

assignment of students to these grogs and based on maximum eligibilities.
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This latter assignment of students to groups may be made more efficient

(less later relocations) if'used with weightings and with the multiple

usage of skills option. Its effect on.the hoMogeneity of the groups

in terms of the other learner characteristics is unknown.

Groupal D

This algorithm bears the same relationship to Groupal B as

Groupal C does to Groupel A. Its extra features are (a) the inclusion

of skills eligibilities with student characteristics and (b) the pro-

vision of a weighting option for the original list of skills eligibili-

ties.

Rationale

The inclusion of skills eligibilities as student characteristics

and used in forming homogeneous groups before the imposition of eligi-

bility and size constraints can be expected to result in the inclusion

in the same groups of students with similar eligibilities. This feature

may increase the efficiency of algorithm Groupal B because it is on the

basis of these unconstrained groups that the assignment of skills is

performed. The formation of these unconstrained groups is then, to

some extent, influenced by eligibilities and hence the number of sub-

sequent relocations because of ineligibilities can be expected to be

reduced.

The computer programs
prepared for each of the four algorithms

are presented in Appendices A through D, Pages 306 to 366.

The evaluation plan designed to test the four algorithms is

now described. 156
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Evaluation Procedures

The evaluation of the grouping procedures described in this

chapter may be considered in two parts. The first part is a comparison

the different grouping procedures developed.. This evaluation is

designed to answer the first research question: "Which grouping pro-

cedure of those compared yields the mast homogeneous groupings?" It

is this procedure whith will be selected for further evaluation.

The second part of the evaluation is a comparison of the selected

computerized procedure with a teacher grouping procedure. This evalua-

tion is designed to answer the research questions: "Are the groupings

formed on the basis of the numerical grouping procedure more-homogeneous

Lhan teacher created groupa?" "Do teachers involved in the groupings of

students perceive the computerized groupings as being a more efficient

procedure than those currently employed, as being able to take into

account (a) realistic constraints on the formation of groups and

(b) relevant student characteristics?"

The complete evaluation plan designed to answer these three

questions involved (a) establishing sets of criteria to be used in

assessing the performances of the different procedures, (b) designing

a testing program in which the different grouping procedures are tested

under different conditions and (c) collecting sets of student data on

which to test the different procedures. The student data used in the

evaluation is now described.
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School Setting

The school chosen as the source of student data to be used in

Part 1 of the evaluation and as the setting for the teacher assessment

of the computerized grouping procedure soss a public elementary ICE school .

which had been a pilot school in the implementation of W1S-SIM for the

previous two years. The student was685 and

comprised six instructional unitS. The number of staff attached to

each unit and the number of student:4 in each unit is shown in Table

TABLE 3-1

STAFF, STUDENTS BY UNIT

Number of Staff Number of

Unit Grades Teachers Intern Aids Total Students

1 K, 1 4 0 1 5 135

2 1, 2 4 0 1 5 90

3 2, 3 4 0 1 5 100

4 3, 4 4 .5 1 5.5 106

5 4, 5 4 .5 0 4.5 96

6 5, 6 4 1 5 110

School K-6 24 1 30 637

Units 1 through 5 each stalled the Wisconsin Design for Reading

Skill Development (WDRSD), Developing Mathematical Processes'(DMP),

and Science...A Process Approach (SAPA). These instructional programs
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are objective based programs which were being supported by WIS-SIM.

Unit 6, however, did not utilize the MP program. Current information

on each student's achievement status in each program was stored by

WIS-SIM.

The Wisconsin Design for Reading Skill Development (WDRSD) includes

six elements: Word Attack, Comprehension, Btudy Skills, Self-Directed

Reading, Interpretive Reading, and Creative Reading. Skills in each of

the six areas are clustered at levels-that correspond generally to

traditional grade levels. The six areas and grade leVel equivalents

of the clusters are shown in Table 3-2.

TABLE 3-2

SKILLS BY AREA AND BY TRADITIONAL GRADE LEVEL

Skill Area 1 2 3 4 5 6

Word Attack

Comprehension

Study Skills

Self-Directed Reading

Interpretive Reading

Creative Reading

A

A B C D E F G

A B CDEF G
A B C D -- --)'

A B

A B C D'

SOP

(---- E ----*

Although the levels are arranged in sequence, the skills within

a given level are not necessarily arranged in a hierarchical sequence.

Study Skills, for example, has three skills at level A, four skills at

159



140

level B, eleven skills atlevel C, fourteen skills at level D, seven-

teen skills at level E, twelve skills at level F, and ten skills at

level G. These 71 skills are also divided into strands or categories of

related skills that recur at different levels. The mastery-of-skills

in a strand is frequently a prerequisite for the study of related skills

at the next highest level. Formal tests, each keyed to a specific

,

skill are available for most of the skills. in,Word Attack, Comprehen-

sion, and Study Skills.

DMP,is_an instructional program for elementary mathematics

developed at the Wisconsin Research and Development Center. In DHP,

activities designed to promote the attainment of closely related

objectives have been clustered to form 90 topics each of which are

further subdivided into objectives. Either whole topics or objectives'

within topics may be prerequisite to the study of later, related topics.

The topics are themselves grouped into levels, each level approximating

one year of study.

The SAPA program comprises 105 modules, each module being

devoted to one of 13 science processes. These modules are separated

into 33 stages each containing two to five modules. Modules are also

partitioned into clusters which are related by process skill and by

content. The modules in any stage can be taught in any order. Within

each cluster, instruction proceeds from stage to stage, completing

modules at one stage before proceeding to the cnxt. Thus, a module

may be a prerequisite for latter modules or itself have prerequisites.

When all modules in a stage are completed, students have the pre-

requisites for the next stage.
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Unit 4 appeared representative of the other units in the school

in terms of size, str.f, and programs. Unit 4 also appeared likely to

be able to provide a ready source of student data and was therefore

chosen as the basic source of student data required for both Parts 1

and 2 of the evaluation plan. The WDRSD and DMIT programs were chosen

as the instructional programs to utilize rather than SAPA wbich

had only been very recently introduced.

Part 1 of the Evaluation Plan

The data required for these testing purposes was of two basic

types: (a) data relating to the eligibility of students for particular

skills of an objective based program and (b) data relating to the

characteristics of each student.

E1igibiliy

Eligibility reflects students' status in terms of the pre-

requisite structure of the instructional program. Ineligibility for

a skill is the result of either non-mastery of the prerequisites of

the topic or as a result of mastery of that topic (either on a pre-

test or post-test). It was therefore proposed to utilize three sets

of simulated eligibility data for the Study Skills component of

WDRSD for fourteen skills C
3

to C
5'

C to C
9'

D
1
to D

8
with the

following characteristics;

(a) 75% average eligibility over all fourteen skills,

(b) 50% average eligibility over all fourteen skills,

(c) 33% average eligibility over, all fourteen skills.
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Average eligibility was calculated as the total number of students

eligible for each skill divided by the total number of skills studied

by all students. Eligibility WAS recorded as either eligible (coded

1) or ineligible (coded 4).

Student Characteristics

Intervally measured data were collected for all students of

Unit 4 on:

(1) their learning styles as measured by the Center for'

Innovative Teaching Experiences (CITE) Learning Styles Instrument

(Form C) (Randal, Albright, Babich, Burdine, 1975, page 1).

(2) their achievements as measured by the number of skills mas-

tered in the Study Skills components of.the WM0 program, each skill

tested on criterion referenced tests administered throughout 1975-76

(Chester, Askov, and Otto, 1973, page 4)3

(3) their scores on the Stanford Diagnostic Test of Reading

(Buros, 1975, page 108).

The CITE Learning Styles Instrument (see Chapter 1, page 31)

provided measures on each of nine constructs, five ln the area of

learning, two in the area of working, and two in the area of individ-

ualexpressiveness. These nine constructs were:

The Area of Learning

1. Auditory Language

2. Visual Language

3. Auditory Numerical

4. Visual Numerical

5. Auditory-Visual-Kinesthetic'
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The Area of Working

6. Group Learner

7. Individual Learner

The Area of Individual_Exoressiveness

8. Oral Expressive

9. Written Expressive

The CITE Learning Styles Inventory (LSI) together with the

administrative directions are contained in Appendix E. The Learning

Styles Inventory was prepared as part of Project CITE in 1974-75 by

the Murdoch Teacher Center of the Witchita Public Schools and funded

under ESEA Title III. The LSI has not yet published.any information

on the validity of the instrument but have reportedthe following

measures of reliability for each of the nine con6tructs obtained from

testing 150 elementary students (Randal, Albright, Babich, and

Burdine, 1975, page 6).

Visual Numerical had the lowest corrected odd-even cnefficient

of .2460. Expressive Oral recorded the highest corrected odd-even

coefficient of .9520. The item reliability range was from .3682

(Auditory Linguistic) to .9016 (Auditory Numerical). The mode of item

coefficients was approximately in the .700 area of frequency and the

median was in the .6000 area-of frequency. Seventy-three percent_of

the items were greater than .6000 and eighty-eight percent of the

items were greater than .5000.

The formal tests devised for each of the skills in the Study

Skills component of WDRSD had demonstrated reliability at a reasonably
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high level. In general the reliability coefficients reported by

Chester, Askov, and Otto (1973 page 4) were .80 or.better.

The Stanford Diagnostic Reading Test (Level 2) was designed to

diagnose the individual reading difficulties of pupils or to group

pupils according to their instructional needs. Scores werein the

form of reading ages and the authors reported median split-half reliabili-

ties for Level 1 as .94 and .93 foi grades 3 and 4 (Buros, 1975, page

108).

Data Collection

(1) The CITE Learning Styles Inventory (Form C) was administered

to one hutdred Unit 4 students on March 26, 1976, and to the remaining

six students (previously unavailable) on April 2, 1976.

(2) Dsta on student achievement in Study Skills was also

collected from the WIS-SIM files on March 26, 1976.

(3) Stanford Diagnostic Reading Tests results were already

available, having been administered in October, 1975.

In all, four sets of data on student characteristics were

compiled. Set A, consisting of the learning styles (9 scores),

achievement (1 score), and Stanford Diagnostic Reading Test scores (1

score) obtained for all Unit 4 students as reported above. Set B,

consisting of randomly generated data for each of the eleven measures,

the distribution of each being random normal with each variable

having the same mean and standard deviation as for Set A. The Random

Number Routine RANNP was used to generate the required distribution.
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Set C. A second set of random normal data with each variable having

the sane mean and standard deviation as for Set A. RANNP was again used.

Set D, consisting of Set A with the data for each of the first two

students (alphabetically) replaced by a set of extreme scores, one

comprising all very low scores, the other comprising all very high

scores.

The various data sets utilized in the comparison of the four

algorithms are summarized in Tables 3-3, 3-4, and 3-5.

TABLE 3-3

DATA SETS UTILIZED. IN THE COMPARISON OF THE ALGORITHMS

Data Set Eligibility Student
Characteristics

1 75% average eligibility A

2 50% average eligibility A

.3 50% average eligibility

4 75% average eligibility

5 33% average eligibility A

6 75% average eligibility

7 75% average eligibility

The Testing Program

The testing program designed considered the following elements:

(1) each of the four algorithms,

(2) each of the reven data sets,
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(3) single or multiple usage of skills,

(4) different group size constraints,

(5) different procedures for selecting seed points,

(6) different numbers of groups.

TABLE 3-4

NUMBERS AND PERCENTAGES OF STUDENTS ELIGIBLE FOR
DIFFERENT SKILLS

Skills

Data Sets 1 (C3) 2 (C4) 3 (C5) 4 (C9) 5 (CB) 6 (C9)

Data Set 1 77 76 86 75 81 83

(95%) (73%) (72%) (81%) (71%) (76%) (78%)

Data Set 2 52 58 46 47 60 43

(48%) (49%) (55%) (43%) (44%) (57%) (41%)

Data Set 3 52 58 46 47 60 43

(48%) (49%) (55%) (43%) (44%) (57%) (41%)

Data Set 4 77 76 86 75 81 83

(75%) (73%) (72%) (81%) (71%) (76%) (78%)

Data Set 5 40 42 25 32 38 33

(33%) (38%) (90%) (24%) (30%) (36%) (31%)

Data Set 6 77 76 56 75 81 83

(75%) (73%) (72%) (81%) (71%) (76%) (78%)

Data Set 7 77 76 86 75 81 83

(75%) (73%) (72%) (81%) (71%) (76%) (78%)

Total number of students = 106

1 6 (i



TABLE 3-5

DESCRIPTIVE STATISTICS OF STUDENT VARIABLES USED IN TOE

TESTING PROGRM

Student

Characteristics

Visual

Language

Auditory

Language (AL)

Experience

Oral (E0)

Experience

Written (EW)

Mean 27,26 29.77 27.08 28.43

Variance 45,91 26,21 32.47 35.92

Standard Deviation 6,78 5 2 5.70 5,99

Maximum possible

Score 40 40 40 40
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If the selection of seed points is limited to three categories (e.g.,

random selection, teacher selection, and proportional range), the

sizes of groups to three (exact, open) typical) and numbers of groups

to three (e.g., small, typical, and large numbers of groups) the

number of possible combinations of the seven elements is 1,512.

Because of the impossibility of testing all combinationi 'and because

many such combinations were of little or no importance to the testing

of the algorithms,a selection of tests was made. This testing

program aimed to provide a comprehensive and realistic testing of the

four algorithms as they might be applied in a sChool setting. The

following selections of the available data on eligibility and student

characteristics were made:

1. Six of the fourteen skills of the Study Skills component of

WDRSD were chosen for possible assignment to groups. These were

skills C3, C4, C5, C7, C8, and C9.

2. The student characteristics considered were

(a) Auditory Language,

(b) Visual Language,

(c) Oral Expressive,

(d) Written Expressive.

3. Both the skills in 1 above and the student characteristics

in 2 above were held constant throughout.the testing program for

Part 1 of the evaluation. This feature permitted comparisons of the

effects caused by varying other elements.
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Each of the following elements were varied in the testing

program:

(a) the data sets,

(b) single or multiple usage of skills,

(c) the number of groups formed,

(d) the sizes of the groups formed.

The testing programdecided upon is outlined in Tables3-6, 3-7 and

3-8.

Table 3-6 refers only to algorithms C and D, which permit the

weightings of skills. This table represents 28 tests designed to

determine the effects of different weightings on the skills variables.

The primary purpose of this set of tests is to select those weightings

which produce the best results. It is ise weightings which were

used in later testings of Groupals C and D.

Both Groupals C and D were subjected to each of the fourteen

different tests of Table 3-6. Data set 1 (75% average eligibility

and Unit 4 student characteristics) and Data Set 2 (50% average

eligibility and the same student characteristics) were selected to

provide some variation in the degree of students' eligibilities for

the skills considered. The multiple usage of skills option was chosen

in all tests because it was considered the option most likely to be

used in a school situation and because of its expected effect of

permitting more flexibility in the relocation process. Both the number

of groups (5) and the group sizes (three groups each of 25-30, one of
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TABLE 3-6

TESTS TO DETERMINE THE EFFECTS OF VARIOUS WEIGHTINGS
ON SKILLSAPPLIES ONLY TO

GROUPALS C AND D

Single/Multiple
Data Sets Usage of Skills

Number
of Groups Group Sizes

Weightings
of Skills

1 5 25-30, 25-30, 25-30 0.5

10-15, 5-10

1 5 II 1.0

1 5
ii 2.0

1 5 ii 3.0

1 5 5.0

1 5 ii 10.0

1 5 20.0

0.5

2 5 1.0

2 5 2.0

2 5
It 3.0

2 5 5.0

2 5 10.0

2 5 20.0
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10-15, one of 5-10) were selected as being representative of a grouping

situation for Unit 4, which includes 5 teaching staff and 106 students.

The number of groups and their sizes were held constant for each of the

28 tests.

Seven different weightings were chosen to be applied to the

student eligibilities which are considered as student characteristics

in Groupals C and D. The weights (0.5, 1, 2, 3, 5, 10, 20) were

chosen to provide a sufficiently large range of weights to enable the

observation of a trend in the effects of the weightings if such a trend

was to emerge. No other criteria for the selection of weights were

used, there being no information available on the likely effects of

applying different weights to the skills.

Table 3-7 contains the set of tests used to select one of the

grouping algorithms for later comparisons with a manual grouping

procedure. The weights chosen for Groupals C and D were those selected

on the basis of tests outlined in Table 3-6. Sixteen different tests

were applied to each of the four algorithms making 64 tests on which

to base a selection of one algorithm for further testing. The rationale

for the design of this major section of the evaluation was to provide

a comprehensive set of conditions compatible with Unit 4.
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TABLE 3-7

TESTING PROGRAM LEADING TO THE SELECTION

OF THE MOST EFFECTrVE ALGORITHM

Data Sets

Single/Multiple
Usage of Skills

Number
of Groups

'Sizes
of Groups

1, 2, 5, 6, 7 S 25-30, 25-30, 25-30,
10-15, 5-10

1, 2, 3, 4, 5, N 5 25-30, 25-30, 25-30,

6, 7
10-15, 5-10

8 22-27, 20-25, 17-22,
15-20, 10-15, 8-13,
5-10, 1-5

5
3 40-50,30-40, 20-30

1
5 Each 1-99

1
5 30, 25, 20, 16, 15

All seven data sets were used in this testing program to give

a realistic range of eligibility data,complemented by both real and

simulated data on student characteristics,all representative of Unit

4 students.

As was the case in the tests of Table 3-6,the majority of

tests involved the multiple usage of skills uption. Only 20 out of

the 64 tests involved the single use of skills by groups as this

was considered to be less representative of a unit grouping situa-

tion and also because with a large range of eligibility data avail-

able it was expected that some multiple usage options would result in
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single usage of skills because of the low average eligibilities in

some of the data sets (especially data sets 2, 3 and 5).

Three different numbers of groups were used: 3, 5 and 8.

Three was considered to be a small number of groups to be formed from

a unit of 106 students; eight was considered a'large number of groups

for that size unit, whereas five was considered to be a typical number

of groups to be formed from a unit of 106 students with five instruc-

tional staff._ Four tests wcre run using data set 5 (33% average

eligibility) and the multiple usage option with each of 3 groups and

8 groups.

Corresponding to these different numbers of groups were different

sizes of.groups, the total numbrr of students to be grouped being con-
-.

stant. For the 8 group partitions, the size of the groups ranged from a

small size of 1-5 to the largest size of 22-27. For the 3 group parti-

tion, the sizes of the groups were 20-30, 30-40, and 40-50, much larger

groups than for the 8 group partition. One set of four tests was run

using a size range of 1-99 for each of 5 groups. This large size range

effectively removed the group size constraints. Only four such tests

were run (one per algorithm) because this condition was considered un-

representative of a typical school grouping situation.

Another four tests were run on data set 1 (757 average

eligibility) using the multiple usage option and five groups with

typical sizes expressed exactly rather than as ranges. It was con-

sidered that teachers typically attempt to form groups allowing for

some flexibility in size and hence the option of exactly specifying

group sizes was not emphasized in the testing program.
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The design of the testing program outlined in Tabl-. 3-7

involved the selection of a relatively small set of different.condi

tions from a much larger set of possible combinations of conditions.

It was considered that the 64 tests selected were a representative

sample of conditiOns in which the grouping algorithms would

realistically be implemented,

Table 3.-8 refers to a small-S.-et of 12 te ts deSigned to assess

the influence of different methods of selecting seed points. Groupals

B and D provide the:options of (a) user specification of the Seed'

points or (b) prOgranidetermination of the seed points. This set of

tests applies only to Groupals B and D and is not part of the testing

program on which the selection of one algorithm for later evaluations

is based.

Three additional methods of determining-seed points were

tested for each of Groupals B and D:

(1) random selection of seed points,

(2) selection of the first g data units as seed 0Oints,,where

is the number of groups formed,

(3) user selection of setld points.

The different sets of seed points 'and the results obtained from using

them were compared with those determined automatically as part of

Groupals B and D. The elements of each test are shown in Table 3-8.
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TABLE 3-8
-

DIFFERENT METHODS OF SELECTING SEED POINTS -

GROUPALS B AND D

Single/Multiple Number Sizes Selection of

Data Sets Use of Skills of Groups of Groups Seed Points

5 25-30, 25-30, 1st random

25-30, 1 -15, selection

5-10

5

5

5

5

2nd random
selection

3rd random
selection

Teather selec-
tion

Selection of
1st 5 students

Program
selection

Information Collected on Each Test

Descriptive data collected on each of the 104 tests of Tables

3-6, 3-7, 3-8 were:

1. the skills assigned to each group,

2. the students assigned to each group at each iteration,

3. the seed points for each group before the first iteration

and after each iteration of the relocation process,

4. the final total distance (weighted Euclidean distance),
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5._the_total sum of Squares within and the mean sum of squares

within - after each iteration,

6. the number of iterations,

7. the final group sizes,

8. the number of omissions because of

a. ineligibility for any skills initially considered,

b. ineligibility for any skills chosen by the algorithm,

c. size constraints,

d. incompatibilitY constraints.

9. the costs incurred

a. total run costs

b. paper costs

Criteria for the'Selection of the Most Effective Weights and the_

Most Effective Algorithm

Two criteria were used as the basis of selection among the

weights and among the algorithms:

(1) the average final total distance as a measure of homogeneity

(i.e., the final total distance divided by the number of students

placed in groups).

GO the number of students omitted from groups because of in-

eligibility for the skills chosen by the algorithm or because of size

constraints.

Both criteria were considered of equal importance and were therefore

accorded an equal weighting throughout both the separate selections

of weights and algorithms. All tests of Table 3-6 were accorded equal



weighting in the determination of weights and all tests of Table.3-7

were accorded equal weighting in the selection of a single algorithm.

Each algorithm was scored on its performances on each criter-

ion for each test as follows:

(1) Least average distance = a score of 4

p Second least average distance = a score of 3

Third least averagi% distance = a score of 2

Greatest average distance = a score of 1

(2) Least omissions 0 4

Second least omissions = 3

Third least.omissions = 2

Most omissions = 1

The algorithm with the greatest score over all tests and over ith

criteria was selected for further evaluation.

A Similar scoring procedure was used in the determination of

the weights to be used with Groupals C and D. In this case, the

weights of the ranks were 7 through 1, there being seven weights

assessed. In the event of a tie for the first ranking in either

selection, the total least CPU time over all tests w&S tO be the

V.
deciding factor.

Part 2 of the Evaluation Plan

The set of teacher generated groupings with which the computer

generated groupings were compared were performed in the week of May 17,

1976. The leader of Unit 4 chose three curricular areas in which to

perform groupings: 178
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(1) Study Skills, a component of WDRSD

(2) Comprehension, a component of WDRSD

(3) DMP

All the parameters of the groupings were chosen by the unit leader to

meet her unit's, then current and realistic requirements. The'

computerized grouping procedure also used these same parameters and the

groupings were performed on May 24, 1976. The same. descriptive data

were collected for the computerized grouping proceduWks had been

collected in Part 1 of the evaluation.

Data collected on teacher generated groupings.were limited to:

(1) Skills assigned to each group,

(2) Final composition of groups,

(3) Seed points (centroids) for each final group,

(4) The final total distance (weighted Euclidean distance),

(5) The final group siz.as, .

(6) The number of omissions.

The similarity between the three pairs of groupings was assessed by

using the mean contingency and chi-square statistics (Hays, 1973,

pages 728, 743). The homogeneity of each of the groupings C4ere

compared on the basis of average final distance.

Teacher Assessment of the Computerized Grouping Procedure

Teacher assessment of the computerized grouping procedure was

obtained by having the five teachers involved in the instruction

complete a questionnaire designed for this purpose.
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The questionnaire was designed to ascertain teachers' percep-

tions of (a) the efficiency of the computerized numerical grouping

procedure, and (b) its potential to take account of realistic

constraints and relevant learner characteristics. The questionnaire,

a set of rating scales with provisions made for written subjective

comments, was in two parts. Part 1 was designed to identify those

features of a computerized grouping procedure which teachers considered

important. Part 2 was designed to identify the extent to which

teachers perceived the computerized grouping procedure as meeting

those features which they considered important. The questionnaire

is shown in Appendix G.

Limitations of the Study

(1) The design of the numerical grouping procedures was limited

by the review of the techniques undertaken.

(2) The selection of the particular computerized procedure

chosen for comparison with the teacher procedure was dependent on

the evaluation plan designed.

(3) The application of the computerized grouping procedure was

limited by the constraints of the particular problem studied.

(4) The composition of the groupings was dependent on the

numerical procedures used.

(5) The composition of the groupings was dependent upon te

characteristics chosen as the data to be utilized in the grouping

procedure as well as on their precision of measurement.
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(6) The meaning of similarity was dependent on the choice of

variables, distance function and the algorithms chosen.

(7) The utility of the procedure can only be applied to the

particular setting chosen.

This chapter contained descriptions of four algorithms designed

in accordance with the recommendations made in Chapter II. Tht plans

for the evaluation of these grouping algorithms were also outlined.

The results of these evaluations are presented in Chapter IV.
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ON.

a

ABSTRACT

This study was concerned with the formation of groups of studeLts

and specifically addressed the problem: Can a computerized procedure

be developed which assigns students to.instructional groups, which

maximizes the homogeneity of.these groups when this hOmogeneity is

based on relevant student learning characteristics, and which takes

account of realistic administrative constraints such as eligibility

for group membershipy sizes of groups, and numbers of groups?

The procedure developed to solve this problem was mathematical

in nature and involved utilizing computer technology in its imple-

mentation. It aimed to facilitate,.in part, the'management of a

particular individualized prOgram of instruction, namely Individually

Guided Education (IGE).

Based on an initial survey of clustering techniques including

hierarchical techniques, optimization-partitioning techniques, density-

seeking techniques and clumping techniques, a decision was made that

the Optimization-partitioning techniques applied most directly to the

problem being studied. This set of.techniques wai further surveyed

in terms of complete enumeration, implicit enumeration procedures and

htairistic procedures which yield local optimal solutions. Despite their

disadvantage of yielding sub-optimal solutions, the heuristic parti-

tionibg,.proccdurcs were considered to most closely meet the require-

ments of the pro&lem.



Four algorithms were designed, each one involving the fitting of

a homogenizing procedure within the framework of the administrative

constraints of the problem. The homogenizing procedure employed was

the Forgy minimum variance partitioning procedure modified by using a

proportional division method for selecting seed points and the

weighted Euclidean metric as a measure of similarity. The four

computer based procedures were evaluated on the basis of their per-

formances on a set of tests which involved varying the parameters of

the grouping situation, such as the data on learner characteristics',

data on group eligibilities, the number of groups formed, the sizes

of the groups, and the single or multiple assignment of instructional

topics to groups.

Two equally important criteria were used in the choice of the most

effective of the four algorithms--the homogeneity of groups measured on

selected learner variables and the number of students omitted from

the groups. The algorithni which proved to be most effective was the

one which initially assigned instructional topics to groups, matched

group sizes with skills, allocated eligible students to these groups

to maximize their homogeneity and then applied other administrative

constraints.

The effectiveness of this computer based grouping algorithm was

further assessed by comparing its recommended groupings with teacher

generated groupings when both groupings were subjected to the same

constraints. .In the comparison performed, the computerized procedure

produced much more homogeneous groups than did the teachers and an

equivalent number of students were omitted. The profiles of the

groups formed by the two methods were noticeably difft:xent as

xviii
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determined by the differences in the means of the learner character-

istics for each group, a ratio of agreement and the phi coefficient

of association.

User perceptions of the efficiency and effectiveness of the

computerized grouping procedure were also obtained.. The computerized

grouping procedure was perceived to be much more efficient in terms

of time spent by users in the grouping process than a manual pro-

cedure and more efficient than a semi-automated procedure used by the

teachers. Respondents, however, mainly 'gave median ratings of the

computerized procedure's success in maximizing the homogeneity of the

groups and minimizing omiasions from the groups.

The evaluation ol the computerized grouping procedure performed

as part of this study can only be considered as preparatory to a

more comprehensive examination of the effectiveness and efficiency
_

of the computerized grouping procedure. Despite this limitation, it

is claimed that the Procedure developed warrants this further

evaluation.

APPROVED 4411-4-4"41*..

DATE. August 13, 1976
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-CHAPTER IV

DATA ANAINSES

Presented in this chapter are the findings of the evaluations

designed to answer the three research questions. These findings

together with their associated analyses are arranged in'the following

order:

the selection of weights used in the evaluation of

Groupals C and D;

the selection of one of Groupals A, B, C and D for

comparison with a teacher grouping procedure;

.This relates to Research Question 1: "Which grouping

procedure of those compared yields the most homogeneous

groupings?"'

(iii) The effects of the various options and administrative

constraints on the groupings produced by each of the

algorithms;

(iv) the comparison of teacher generated and computer generated

groupings, which relates to Research-Question 2:

"Are the groupings formed on the basis of the computerized

grouping procedure more homogeneous than teacher

created groups?"

161
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(v) teacher perceptions of the computerized grouping procedure,

which relates to Research Question 3:

"Do teachers involved in the groupings of students perceive the computer-

ized grouping procedure as being a more efficient procedure than those

procedures they currently employ? The four grouping procedures, des-

cribed in Chapter III were:

Groupal A, in which students were assigned to groups initially

determined by the administrative constraints.

Groupal B, in which groups were initially formed on the basis of

student similarities. These groups were then modified to fit the

administrative constraints.

Groupal C, which is Groupal A modified to consider weighted skill

eligibilities as characteristics in the assignment of these students

to student groups.

Groupal D, which is Groupal B modifie/ to consider weighted skill

eligibilities as student characteristics in the initial assignment

of students to group.

It was with the effects of different weightingsof skills

eligibilities in Groupals C and D that the first evaluation was

concerned.

Selection of the Most Effective Weights

The purpose of this set of tests was to select that weighting

of skill eligibilities (considered as student characteristics) which

---,most consistently produced the most homogeneous groups and the least

201
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number of omitted students. The rationale for weighting skill

eligibilities and for considering them as student characteristics,

was that the simultaneous use of student eligibilities and student

characteristics might result in a more efficient initial grouping

thereby producing less relocations later in the process.

Table 3--6, page 150 details the 14 tests designed to determine,

from among seven weights, that one which most consistently yields the

most homogeneous groupings and the least number of students omitted.

Tables 4-1, 4-2 and 4-3 show the results of the various weight-

ings for Groupal C; Tables 4-4, 4-5 and 4-6 show the results of

similar tests for Groupal D.

For each of the 14 weighting tests the following elements were

held constant:

(i) the-iiiimber of students to be grouped was 106,

(ii) tbe number of groups formed vas 5,

(iii) three groups were each of size (25-30), one was of size

(10-15) and the other was of size (5-10),

(iv) the multiple usage of skills option was chosen.

Table 4-1 shows the results obtained using data set 1 (757. average

eligibility and unit 4 student characteristics). Table 4-2 shows the

results obtained using data set 2 (50% average eligibility and unit 4

student characteristics).

Each table contains the final distance, the mean final distance,

the number of omissions, the rank obtained by each weight in order of

least mean final distance, the rank obtained by
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TABLE 4-1

EFFECTS OF WEIGHTS ON DATA SET. 1 FOR GROUPAL C

Weights Omissions
,

Rank
Final
Distance

Mean
Final
Distance

Rank
Total
Rank

0.5 7 153.720 1.450 7 14

1.0 1 3.5 173.688 1.654 6 9.5

2.0 1 3.5 185.740 1.768 4.5 8

3.0 1 3.5 185.740 1.768 4.5 8

5.0 1 3.5 187.314 1.783 3 6.5

10.0 1 3.5 188.280 1.793 1.5 5

20.0 1 3.5 188.280 1.793 1.5 5

TABLE 4-2

EFFECTS OF WEIGHTS ON DATA SET 2 FOR GROUPAL C

Weight Omissions Rank
Final
Distance

Mean
Final
Distance Rank

Total
Rank

0.5 8 6 159.209 1.624 7 13

1.0 10 1 165.834 1.727 6 7

2.0 9 3 178.225 1.837 2 5

3.0 8 6 179.457 1.831 4.5 10.5

5.0 8 6 179.457 1.831 4.5 10.5

10.0 9 3 178.225 1.837 2 5

20.0 9 3
,

178.225 1.837 2 5
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TABLE 4-3

EFFECTIVENESS OF WEIGHTS FOR GROUPAL C - FINAL RANKS

165

Weights

Combined Ranks
On Omissions

Combined Ranks
on Mean Final
Distance

Combined Total
Ranks

0.5 13 14 27

1.0 4.5 12 16.5

2.0 6.5 6.5 13

3.0 9.5 9 18.5

5.0 9.5 7.5

10.0 6.5 3.5 10

20.0 6.5 3.5 10

TABLE 4-4

EFFECTS OF WEIGHTS ON DATA SET 1 FOR GROUPAL D

Weights

Mean
Final Final Total

Omissions Ranks Distance Distance Ranks Ranks

0.5 1 6 143.790 1.369 7 13

1.0 1 6 179.908 1.720 6 12

2.0 1 6 185.267 1.764 5 11

3.0 0 2.5 188.158 1.775 4 6.5

50 0 2.5 192.896 1.819 1 3.5

10.0 0 2.5 192.458 1.815 2 4.5

20.0 0 2.5 192.059 1.811 3 5.5
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TABLE 4-5

EFFECTS OF WEIGHTS ON PATA SET 2 FOR OROUPAL D

11

DistanceWeights Omissions Aanks

Mean
Final
Distance Ranks

Tots

Ranks
---

0.5 18 1 127.25 1.446 7 8

1.0 8 3.5 15. 1.632 6 9.5

2.0 7 5 175.421 1.771 5 10

3.0 ,13 2 166.375 1.788 4 6

5.0 8 3.5 175.879 1.794 3 6.5

10.0 6 6 181.067 1.810 1 7

20.0 5 7 181.412 1.796 2 9

TABLE 4-6

EFFECTIVENESS OF WEIGHTS FOR GROUPAL D FINAL RANKS

Weights

Combined Ranks
On Omissions

Combined Ranks
on Mean Final
Distance

Combined Total
Ranks

0.5 7 14 21

1.0 9.5 12 21.5

2.0 11 10 21

3.0 4.5 8 12.5

5.0 6 4 10

10.0 8.5 3 11.5

20.0 9.5 5 14.5
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each weight on the basid of least omissions and the total ranks on

both criterid. TLe final distance was found by summing the weighted

distances of each group member from the centroid of each final group.

The omissiOns oomprised those students nc iligible for group member-

ship because of their inability to meet Liie various constraints. The

mean final distance was found by dividing the total final distance by

the number of students placed into groups. The total ranks were found

by summing the ranks obtained on each of the two criteria. In all

cases, the highest rank; (7), corresponded to the most effective

weighting on the criterion considered.

Table 4-3 shows that a weight of 0.5 applied in Groupal C had

a clear advantage over all other weights in terms of its consistency

in yielding groups with comparatively high measures of overall

homogeneity (low distance) and the least number of omissions. For

both data sets of high and medium eligibilities a weight of 0.5 pro-

duced the most homogeneous groups and no other weight resulted in

less omissions. The weights of 0.5 applirtd to all skill elgibilities

when these were included in the expanded list of student characteris-

tics and was designed to reflect the importance of placing students

with similar patterns of eligibilities into the same group.

Generally, the larger the weight the greater the mean distance

(less homogeneity),or the smaller the weight used, the greater the

overall homogeneity amongst students. The rate of increase in mean

distance, however became less as the size of the weight increased.

The number of omissions showed little difference among the various

weights. However, the comparatively high ranks for weight 0.5 on
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this criterion may be inflated. For example, weight 1.0 which pro-

_

duced the most omissions (1 + 10) nevertheless produced only three

more omissions than did a weight of 0.5 over both data sets involving

212 students. Despite this difficulty in the use of ranks the weight

0.5 produced the 1 minsions over all tests.

As a conse, f its more effective performance on both
,-

crite.7ia and over both data sets, it appears that of the weights tested,

a weight of 0.5 most consistently and most effectively provided the

highest degree of homogeneity as well as the least omissions. This

observation led to the following recommendation:

Recommendation 1. A weight of 0.5 should be applied to skill

eligibilities.when using Groupal C in future tests. It may be noted_

that this recommendation would be unaltered by the use of either of

the criteria separately as shown by the ranks of Table 4-3.

Table 4-6, which refers to the relative effectiveness of the

various weights used with Groupal D, does not reveal any one weight

as being clearly the most effective. This lack of a clearly superior

weight is a result of two opposite trends in the two criteria - mean

distance and number of omissions.

For both data set 1 (Table 4-4) and data set 2 (Table 4-5)

there was a trend for an increase in weight to correspond to an

increase in mean distance (a decrease in homogeneity). However,for

both data set 1 and data set 2 there was a trend for an increase in

weight to correspond to a decrease in omissions. This latter trend was

not strong because of the generally minimal omissions for all weights

for data 1 (Table 4-4) and because of the inconsistencies in the omissions
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for data 2 (Table 4-5). Nevertheless this'weak trend in omissions and

a stronger but opposite trend is homogeneity caused the near equalizing

of the combined ranks for tfie weights 0.5, 1.0 and 2.0.

As was the case for Groupal C, the rate of increase in mean

distance became less as the weights increased. No similar trend in

rate ,rts apparent in the number of omissions. On the basis

of these observations the fellowing recommendation was made.

Recommendation_a: A.weight of 1.0 should be applied to all

skills eligibilities when using Groupal D in all future tests.

On the basis of the 14 tests made on two sets of data, 8weight of 1.0

applied in Groupal D appeared to produce a comparatively minimal number

of omissions while at the same time producing 0 medium degree of homo-

geneity. The, alternatives of using a weight of 0-5 provided a greater

degre ;. of homogeneity. However, the risk of 44rring greater omissions

was aavo higher.

The other alternative of using a weight J.1. 2.0 appeared to

provide much less homogeneity and about the same number of omissions.

Neither alternative could be considered more acceptable than that of

using a weighting of 1.0. It may also be noted from Table 4-6 that a

weight of 2.0 would-have been selected if the criterion for selection

had been omissions and that a weight of 0.5 waald have been selected

on th&teriterion of mean distance. It is noted`that the selection

of avamight of 1.014asa compromise, in that this weight ranked second

highwart on both criteria. This consistency in ranks was not shared

by the other two alternatives considered above.
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It is recognized that a more comprehensive testing program may

have yielded a clearer indication of the effects of different weights.

A more detailed analysis of the effects of weights is provided later

in chapter (page 193).

Selection of the Most Effective Algorithm

The purpose of this set of tests was to determine which of the

four algorithms Groupal A, Groupal B, Groupal C (0.5) or Groupal D

(1.0) was the most effective in terms of most consistently producing

the most homogeneous groups and the least number of omitted students.

Tables 4 to 4-2 4 detail. ithe results of 16 tests performed on each

of the foul*. aLgotithms.

IA toadm instance the one set of 106 students was used. How-

ever, this was frle. only constant element throughout the progaa6 all

other elements Oata sets, single/multiple usage, number of groups and

sizes of 40roup0) Imre varied. The testing program for the selection

of the mc effective algorithm was designed to be comprehensive in

its attemTa tto utilize a variety of grouping situations. The chosen

mix of elPmentl: vas intended to provide a mesting program whiek

included 4 bro range of possible groupinv, situations thought to be

typical Uf -IL instructional unies requirements.

The frequencies with which these elementd were used in the

testing progrAw are shown in Table 4-7. The' testing program

comprised 64-, Meats.

2 0 9
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TABLE 4-7

USE OF VARIABLE ELEMENTS IN TESTING PROGRAM

Element Frequency
Of Use

Percentage
Of Use

Data Set 1 (75% elig., unit 4) 16 25%

Data Set 2 (50% elig., unit 4) a 12k%

Data Set 3 (50% elig., extremes) 4 61/47.

Data Set 4 (75% elig., extremes) 4 6k7.

Data Set 5 (33% elig., unit 4) 16 25%

Data Set 6 (75% elig., simulated) 8 12k%

Data Set 7 (75% elig., simulated) 8 127.

Single Usage of Skills

Multiple Usage of Skills

20

44

5 groups of sizes 25-30, 25-30, 25-30 48

15-20, 5-10

5 groups with no size constraints 4

5 groups with exact sizes 4

3 groups of sizes 40-50, 30-40, 20-30 4

8 groups of sizes 22-27, 20-25, 17-22,

15-20, 10-15, 8-13,

5-10, 1-5 4

317.

697.
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It is evident that the testing program emphasized the multiple

usage of skills option as well as the selection of five groups of

sizes 25-30, 25-30, 25-30, 15-20, 5-10. The data sets most extensively

used were of two types - that possessing-a high degree of eligibility

(data set 1) and that possessing a low degree of eligibility (data

set 5). It was considered that these emphases were more r,Intative

of a typical instructional situation than were the other less fre-

quently used elements. The results of the 64 tests are reported in cate-

gories according to the data set used. The first 16 tests involved

data-set 1.

Data Set 1

Tables 4-8 to 4-12 each refer to four different tests of the

algorithms. All 16 tests involved data set 1 (75% average, eligibility

and student characteristics from unit four of the cooperating school).

A4 was the case in the selection of weights, the algorithms were ranked

on each criterion (ntrnber of omissions and homogeneity), these ranks

being of equal weight. In:all cases, the hitiest rank 4, corresponded

to the most effective algorithm. The separate ranks were then summed

to yield a combined total rank.

In all tests, weights of 0.5 and 1.0 were used for Groupals

C and D respectively.

Table 4-12 reveals that Groupal A most consistently produced

the least omissions over the lour tests on data set 1 (75% eligibility).

The exception to this occurred in the case where no size constraints

were applied (Table 4-10) and algorithms B and D yielded no omissions.

11.
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This position relative to A and B was reVersed when exact size con-

straints were applied, Groupal B yielding 9 omissions compared to

none from Groupal A. Over the four tests Groupal C provided only one

more omission than did Groupal A. Groupal D ennnintonty provided the

most omissions, except when size constraints were not applie6, in

which case Groupal B yielded 9 omissions. This latter inconsistency

wasiexamined in more detail when the effects of group sizes were

considered.

Groupals A, Biand C consistently provided more homogeneous

groupings (lesser memo final distances) than did GrouPal D which in

ail cases provided fhe least homogeneous groups. Its mean final

distance was on theaverage 27 units of distance greater than the next

least effective algorithm. For data set 1, Groupal D clearly did-not.

provide homogeneous groupings to the same extent as did the other

algorithms. Of Groupáls A, B, and C, B consistently provided the great-

est. measure of homogeneity. In no instance did Groupal C provide

formore homogeneity than did Groupal B. Groupal A exceeded,the

homogeneity provided by Groupal B once and then only marginally (a

difference of .004)-

It therefore-appeared_that on data_set 1 (75% eligibility),

Groupals,A and B were the most effective, with Groupal A providing

less omissions and Groupal B providing greater homogeneity.

2 12
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TABLE 4-8'

TEST OF ALGORITHMS WITH DATA SET 1, SINGLE USAG .AND FIVE GROUPS

Algorithm Omissions Bank
Final
Distance

Mean
Final
Distance Rank

Total
Rank

A 0 3 152.032 1.434 3

B 0 3 148.319 1.399 4 7

C(0.5) 0 3 1-53-.721 1.450 2 5

D(1.0) 5 1 175.136 1.751 1 2

TABLE 4-9

TEST OF ALGORITHNS WITH DATA SET 1, MULTIPLE USAGE AND FIVE GROUPS

Algorithm Omissions Rank
Final
Distance

mean
Final
'Distance Rank

Total
Rank

A 0 3 152.032 1.434 3

B 0 3 148.319 1.399 4 7

C(0.5) 0 3 153.721 1.450 2 5

D(1.0) 2 1 179.908 1.725 1 2
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TABLE 4-10

TEST OF ALGORITHMS WITH-DATA SET 1, MULTIPLE USAGE, FIVE GROUPS:,

AND NO SIZE CONSTRAINTS

Algorithm Omissions Rank

..

Final
Distance

Mean
Final
Distance Rank

Final
Rank

A 3 1.5 141.239 1.371 4 5.5

B 0 3.5 145.843 1.375 3 6.5

C(0.5) 3 1.5 144.662 1.404 2 3.5

D(1.0) 0 3.5 181.537 1.712 1 4.5

TABLE 4-11

TEST OF ALGORITHMS WITH DATA SET 1, MULTIPLE USAGE, FIVE GROUPS
AND EXACT SIZES

Algorithm Omissions Rank
Final
Distance

Mean
Final
Distanm Rank

, Final
Rank

A 0 4 150.780 1.422 2 6

B 9 1 126.879 1.308 4 5

C(0.5) 1 3 145.356 1.384 6

D(1.0) 2 2 173.353 1.666 1 3

2 1
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TABLE 4-12

ALL TESTS OF ALGORITHMS FOR DATA SET 1

Algorithms

Combined Ranks
On Omis4iarks

Combined Ranks
On Mean Final
Distance

combined Total

Rankings

11.5 12 23.5

10.5 15 25.5

C(0.5) 10.5 9 19.5

D(1.0) 7.5 4 11.5

TABLE 4-13

TEST OF ALGORITHMS WITH DATA SET 2, SINGLE USAGE, FIVE Gawps

Algorithm Omissions Rank
Final
Distance

Mean
Final
Distance Rank

Final
Rank

A 8 2 161.960 1.652

B 7 4 157.030 1.586 4 8

C(0.5) 8 2 159.209 1.624 3 5

D(1.0) 8 2 159.974 1.632 2 4
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Data Set 2

.Tables 4-13 to 4-15 refer to 8 tests conducted on pate Set 2

(507. eligibility). Two different testing situations Were created by

alternating single wage of skills (Table 4-43) and multiple usage of

skills (Table 4-14). The results on the two sets of tests-are markedly

similar. It appears that the multiple usage option had no effect in

the cases of Groupals A, C, and D which all produced the same numbers

of omissions and the same degrees of homogeneity for both single and

multiple usage of skills. The numbersof omissions yielded by all.

algorithah,were.veryisimilar (B gave one less overall,tests):and were

all ranked similarily. Groupal B yielded more omiesions when the

multiple usage option was selected.

Consistent measures of homogeneity were produced by the differ-

ent algorithmr.over both single and multiple usage, with Groupal

consistently yielding the most homOgeneous groupings. This was also

the case fordata set 1, which contained higher percentages of students,

eligible for skills.

The failure of the multiple usage option to assign the same

skills to di'fferent groups occurred because none of the eligibility

remainders were greater than the eligibilities for skills mit yet

assigned.

From this analysis it is clear that Groupal B was the most

effective algorithm. Groupal A provided the least homogeneous

groups over these tests on data set 2 and was comparatively the

least effective algorithm.
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TABLE.4-14

TEST OF ALGORITHMS WITH DATA SET 2, MULTIPLE USAGE, FIVE GROUPS

Algorithm Omissions
Final

Rank Distance

Mean
Final
Distance

Final
Rank Rank

A 8 3 161.960 1.652 1

B 10 1 148.786 1.549 4

,

C(0.5) 8 3 154.209 1.624

D(1.0) 8 3 159.974 1.632 2

TABLE 4-15

ALL TESTS OF ALGORITHMS WITH DATA SET 2

Algorithm
Combined Ranks
Omissions

Combined Ranks
Mean Final
Distance

Combined Total
Rankings

A 5 2 7

5 8 13

C(0.5) 5 6 11

D(1.0) 5 4 9
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Data Set 3

Tables4-11 and 4-18 refer to 8 tests performed on data contain-

ing two opposite and extreme student records.

Data Set 3 comprised Data Set 2 (50% eligibility) with two new student

records substituted for the.first two students in alphabetical order.

The record profiles of the four Students concerned dre'rhown.in Table
1

4-16.

TABLE 4-16

SCORE PROFILES OF EXTREME STUDENTS IN DATA SETS 31AND 4'

Visual
Language

Auditory
Language

Expressive
Oral-

Expressive
Written

Substitute 1 10 10. 10 10

Replaced Student 26 28 28 38

Substitute 2 40 40 40 .40

RepLaced Student 20 30 34 18

Mean overall l06
Students 27.26 29.77 27.08 28.41.

Standard_Deviation
Over All 106 Students 6.78 5.12 5.70 5.99

Data Set 4 ainlyrdWed Data set 1 (75% eligibility) with the same two

student substitutions.

Tables 4-17 and 4-18 show two different trends. For data set

3 (507 eligibility, extreme scores) Groupals C and D performed better
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on both criteria than did Groupals A and B. This position was somewhat

reversed in the case of data set 4 (75% eligibility, extreme scores)

where Groupal D produced 17 omissions and also the least homogeneous

groups.

The effect of the extreme scores was hardly felt by Groupals A

and B, both yielding one more omission, but also because of the extreme

scores yielded more homogeneous groups. Groupals C and D (in particu-

lar) produced less omissions and also more homogeneous groups in the

presence of extreme scores in data set 2. Groupa1s A and C had the

effect of omitting one of the students with extreme scores from the

grouping because of group size constraints.

For data with 75% eligibility the effect of extreme scores was

mostly felt by Groupal D but in the reverse direction to that for data

with 50% eligibility. Groupals A, B and C gave consistent results for

data with and without extreme scores, but with Groupals B and C yield-

ing more omissions with extreme scores. Groupal D produced the greatest

----number of omissions over both data sets with a very large increase in

omissions for data set 4 (75% eligibility, extremes)

In no instance involving data set 4 were the students with

extreme scores omitted from the groupings. Because of the reverse

trends in both number of omissions and degree of homogeneity over both

data sets 3 and 4 no one algorithm was clearly the most effective on

data containing extreme scores,although Groupal C performed the most

consistently for both criteria and in fact achieved the highest or

equal highest ranks on both criteria (Table 4-19).

2 19
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TABLE 4-17

TEST. OF ALGORITHMS WITH DATA SET 3, MULTIPLE USAGE, FIVE GROUPS

Final Mean Final,

Algorithm Omissions Rank Distance Final Rank Rank
Distance

A 9 1.5 152.130 1.568 2. 3.5

9 1.5 152.251 1.569 1 2.5

C(0.5) 4 3 153.593 1.567 3 6

D(1.0) 2 4 159.499 1.533 4 8

TABLE 4-18

TEST OF ALGORITHMSWITH DATA SET 4, MULTIPLE USAGE, FIVE GROUPS

Algorithm Omissions Rank
-Final
Distance

Mean
Final
Distance

Rank
:Final
Rank

4 149.663 1.411 3 7

2 2 137.089 1.318 4 6

C(0.5) 1 3 152.198 1.449 2 5

D(1.0) 12 1 157.033 1.670 1 2
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TABLE 4-19

ALL TESTS OF ALGORITHMS ON DATA SETS 3 AND 4

Algorithm
Combined Combined Combined

Ranks Ranks Final Total

Omission . Distance Ranks

A 5.5 5 10.5

3.5 5 8.5

6 5 11

5 5. 10

Data Set 5

Tables 4-20 to 4-24 refer to 16 tests performed on Data Set 5

(33% lqigibility). This data set may be more rePresentative of group-

ing situations than either data set 1 (75% eligibility) or data set 2

(50% eligibility) in as much as low eligibilities over a range of

skills are frequently encountered in individualized instructional

programs.

Tables 4-20 to 4-23 show that overall four sets of tests on

data set 5, Groupal A gave the least omissions, 65, compared to 86 from

Groupal B, 67 from-Groupal C and 100 from Groupal D. Clearly, for

both single and multiple usages for different numbers and for

different sizes of groups,Groupals A and C (C is A modified to include

skills eligibilities as student characteristics) gave the least

omissions with Groupal A slightly more effective.
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there appeared to be no clear trends:au the hmilogeneity of

grooms wesarateld usi4 5. TI. large4uaa4m- of °vies:ions pro-

41-n: procedures, beittitespeciaIly by Grompal 14. may cause the

-mean Hifla. distances to, be Ageonr.valid comparisons ofhomugeneity than

tmotil tests. Because ofihelargemumbersqU3tudents omittecLthe

set c. Atudents placed into groups was much smaxfor .and ;possibly with

diffmeorcharacteristics.an the original set f 106 students. This

doubt eMbut the validity DE mean final distances as comparable measures

of homogeneity applied particularly to Groupal B and:0 restilts and

to a lesser extent to the results obtained from Groupals A and C, which

algorithms together produced 27% less omissions then did_Groupals B and

D.

The mean final distances for all algorithms were very similar

for each of the four tests. In particular, Groupals A, B, and C very

consistently produced similar distances (similar degrees of;homogeneity).

Groupal D performed more erratically, clearly yielding more homogeneous, .

and smaller groups for five groups and multiple usage .(Table 4-21)

but clearly less homogeneous groups when eight groups and.multiple

usage:were requested (Table 4-22).

Consideration of the 16_tests (4 types)'on data set 5 (33%

eligibility, unit 4 Characteristics), led .tO the conclusion that

Groupal A consistently-yielded less omissions and.that Groupals B and'

D prodtiC'ed Cti:41siae-iai* more. However these two latter algorithms

produced the mere homogeneous groupings. Because these groups were

also smaller an&because of the'coniequent doubt about the validity

and reliability of the mean,final distance as a comparable measure
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of home*Rt y, 1y. conclusion can be drawn A6ut the effectivelmss of

the algoriOn. , A-itoducing homogeneous groups when the percentAlges

of e1igib-2-4ues,-in- small.

TESTS-,

TABLE 4-20

IJAMOtAIHMS WITH DATA SET 5, SIN= USAGE, 5 'GROUPS

Algorithr Okassions Rank
Final Mean
Distance Final Rank

Distance

Final
Rank

A a 4 152.241 1.672 3

B 16 2.5 158.206 1.757 1

C(0.5) 1fi 2.5 150.620 1.673 2

D(1.0) 19 1 145.393 1.671 4

7

3.5

4.5

5

-TABLE 4-21

TESTSOFALPCBRITHMS WITH DATA SET-5, MULTIPLE USAGE, 5 GROUPS

Final Mean

-Algorithm Omissions Rank Distance Final Rank
Distance

Final
Rank

15 4 152.241 1.672 2

B Z9 2 142.688 1.640 3

C(0.5 "4 E6 3 150.620 1.673 1

D(l.0 32 1 109.891 1.485 4

6

5

4

5
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TABLE 4-22

TESTS OF ALOORITHMiWITH DATA SET 5, MULTIPLE72EGGE, 8 GROUPS

Ammusamaresess

Algorithm Omissions Rank
Final
DistanCe

Moan
Final
Distinoft

Mink

10 3.5 142.641 1.485

13 2 138.280 1.486

C(0.5) 10 3.5 147.357 1.534

D(1.0) 15 1 148.088 1.627 1

TABLE 4 23
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Final
Rank

2

TESTS aF ALGORITHMS WITH DATA SET 5, MULTIPLE USAGE, 3 GROUPS

Algortthm

C(0.5)

D(1.0)

Omissiona Rank
Final
Distance

Mean
Final
Distance

Rank
FinaI
Rank

25 3.5 144.806 1.787 4.5

32 2 128.546 1.73; '6

25 3.5 144.635 1.785 5.5

34 1 128.086 1.778 "3, 4
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TABLE A-24

ALI TESTS:I.OF ALGOEITMHS7FOR DATA SET-5

Algorithm

Combined
Ranks
Omissions

toWhIned
Banks
Mean:Final
MIstance

Combined
Tdaml
Ranks

A

B

C(0.5)

0(1.0)

15

8.5

12.5

4

10

11

7

12

25

19.5

19.5

16

Data Stts 6 and 7

Tables 4-25 and 4-27 concern data set. 6 whidn-laista the lame

eligibility data (757, eligibility) as data .set 1 but with simulated

student:_characteristics. Theseeimulated data:7had doe samemeams and

standard deviations as in data_set 1.

-In bothoases of singleinsage (rable 4-25) anbi.muItiple meag

(TahltH4-26) Groupal A yielded, MO omissions and. GroupalClyielded

Related algorithms Sand D actedless consistently,fOr single usage

and multiple-dosage, tenth yieldimg more omissions in :the.;cass of

muIltiple usage.

'Considering tNe criterion ofhomogeneitw, .Grompal4 prodmmed.

-7-the-most homogeneousigroups, aathoughall four7algazlit1ms_produced.

groups with very similar measures nf homogeneity. Over both criteria

Groupal A appeared to be the most effective algorithm.

Data set 7 was also similar to data set 1, having the same

225



187

eLt*g:Ibilities but with ag&erent simulated data on student character-

tatlaa. Similar concluggons to those made on the basis of data set.

fimarze reached on the7:i.iwsis of teats on data,set 7. Groupal A was

:?Jam-last effective algpetthm, although not as clearly asweviously.

Aialgorithms yielded_alemilar numbers of omissions. However, Grupal

3i-yie1ded 'no amissiona,. a marked contrast to the case. for data set 6

(Table 4-26). GrouPariA, .B .and C. also yielded very similar measures

_of hmmoservtty with Grant:Fel A produzingvery slightly-more bomogene-

ous groapa._ Groupal D Iearly and7consistently yielded...the least.

homog7eneous- groups.

Over both data sets 6 and 7 (both 757 -eligibility and with

:simulated _student characteristics) Groupals A and B. consistently

yieBded the least omiaaions although Groupal B performed strangely

foramilt#Ze-,usage on:data set 6 (Table 4-26). Groupal A alao

clearly*.tglded the7most homogeneous groups overall tests. These

canClusimms are ounmiStent with the results dip.milayed in'Table 4-31.
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-TABLE 4-25

TESTSOF ALGORITHMS TIATA SET 6, SINGLE'USAGE, FIVE GROUPS

Algorithm Omissinns Mack

Mean
Final Final
Distance Distance Rank

Final
Rank

A 0 7; 160.319 1.512 4 7

B 0 .3 171.494 1.617 2 5

C(0.5) 1 a 165.279 1.574 3 4

D(1.0) 0 3 174..88E, 1.645 1 4

TABLE 4-26

ImsasoF ALGORIIM 'WITH DATA Sin 6. .. MULTIPLE USAGE, FIVE Gr-lies

Argord-T-hm tsn Ras*

i Mean

:Distance

Mean
Tinal
Distance -iMnk

Final
Rank

A 0 4 160.319 1.512

5 158.286 1.567 3 5

,u(a.5) 1 3 165.279 1.574

D (I:0) 8 1 156.408 1.596 1
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TABLE 4-27

ALL TESTS OFAWORITIMIS T0R_DATA SET 6

Algorithm

Combined
'Rak
dtissions,

Combined
Mean1Final
Dtmtances-

Combined
Total
Rankings

A 7 8 15

B 5 5 10

C(0.5) 4. 5 9

D(1.0) 4 2 6

189

.T.Am17.

TESTSCE ALGORITMS V=1: DATA Rirr 7, SINGLE-USKGR.,. LV1 GROUPS

Algorithm :Omissions 3Wmk
7Fitral.

tibd
:Mesart

Rank
Final
Rank:Distaame.

A

C(0.5)

D(1.0)

1

0

2.:5

4

14%.:809:

T311..945

156.145$,

.111596

1-426

.1...499

:1-490

4

3

6.5

6

5.5

2

928
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TABLE 4-29

TESTSOF ALGORITHMS/WITH DATA SET 7, MULTIPLE USAGE, FIVE GROUPS

Algorithm Omissions Rank

Mean

Final Final
Diitance Distance Rank

Final
Rank

A 1 1.5 149.809 1.426 4 5.5

B 0 3.5 158.420 1.494 2 5.5

C(0.5) 1 1.5 156.458 1.490 3 4.5

D(1.0) - 1 3.5 179.282 1.691 1 4.5

TABLE 4-30

ALL TESTS OF ALGORITHM FOR DATA SET 7

Combined
Combined Ranks Were Combined

Ranks Final Total

Algorithm Omissions Distance Rankings

A 4 8 12

B 7.5 4 11.5

C(0.5) 4 6 10

D(1.0) 4.5 2 6.5
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TABLE 4-31

ALL TgSTS OF ALGORITHMS FOR DATA SETS 6 AND 7

Algorithm

Combined
-Ranks--
Omissions

Combined
Ranks Mean
Final
Distance

Combined
Total
Ranks-

A 11 16 27

B 12.5 9 21.5

C(0r5) 8 11 19

D(1.0) 8.5 4 12.5

TABLE 4-32

ALL TESTS OF ALL ALGORITHMS ON ALL DATA SETS

Algorithm

Combined
Ranks!

Omissions

Combined
-Ranks Mean
Final
Distance

Combined
TOtal
Ranks

A 48 45 93

40 48 88

C(0.5) 42 38 80

D(1.0) 30 29 59
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Table 4-32 shows the total ranks for each of the four algorithms over

all seven data sets. In all, 16 different tests were applied to each

algorithm. The total ranks on each criterion-number of omissions and

degree of homogeneity are shown separately together with the combined

total ranks over both criteri4.

Over all tests Groupais A and B most consistently yielded the

most.homogeneous groups 'with Groupal B being slightly more effective

more often than Groupal A. Groupal D was clearly the most ineffective

algorithm in producing homogeneous groups.

With reference to the number of omissions, Groupal A was

clearly more effective than Groupals Bo C and D. Groupal D was again

clearly the least effective.

On the basis of the total testing program consisting of 64

tests (Table 3-7), Groupal A was the most effective algorithm in most

consistently yielding the least omissions. Groupal B however, most con-

sistently yielded the most homogeneous groups. The choice of algorithm

was clearly between Groupals A and B. Groupals C and D, which

involved the weighting of skills eligibilities and their use as

student characteristics, were clearly less effective.

Considering both criteria of equal importance Groupal A had

an overall total rank of 93 compared to an overalltotal rank of 88

for Groupal B.

Groupal A appeared to most consistently provide a comparatively

high measure of homogeneity and also a comparatively small number

of omissions. Accordingly, the following recommendation was

made. 231
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Recommendation 3. Groupal A should be used in the later com-

parison with teacher generated groupings.

Before the results el this next comparison are reported, an

analysis of the effects of various elements is provided. The effects

of elememts such as different weights, single and multiple usage,

different:size constraints and different numbers of groups were con-

sidered oemeraIly when making recommendations 1, 2, and 3. A more

detailed amalysis of these effects is provided in the next section.

Variable: Grouping Parameters and Their Effects. on

Groupings

'The,tests referred to in the previous two sections had as

their prtmarTpurpose the selection of the most.effective algorithm.

The purpose uf: the evaluation provided in this section was to manipu-.

lare the various grouping parameters and to examine their effects on

the groups formed. The results of this analysis were used in later

recommendations for modifying the selected groUping algorithm.

Effects of Weights ipplied in Groupals C and D

In an attempt to detect the effects of different weights when

these are applied to skills eligibilities, eight tests were prepared

on bmth Groupals C and D. The results of these tests are presented

in Tables 4-33 and 4-34 (Groupal C) and Tables 4-35 and 4-36 (Groupal

D). Each test involved data set 2 (50% eligibility, Unit 4 student

characteristics), multiple usage of skills and five groups of sizes

(25-30), (25-30), (25-30), (15-20), (5710).

previously were again used

The seven weights used

together with a weight 0.0 which made
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TABLE 4-33

EFFECTS OF WEIGHTS ON GROUPAL C DATA SET 2, MULTIPLE USAGE, FIVE GROUPS

Omissions

Due to

Weight Ineligi- Size Distance after Number of Distance after .Distance after Mean Distance

bility Con- 1st Iteration Iterations 1st Iteration Conotraints 'after Con-

straints Applied straints

A lied

0.0 5 3 181,093 1.792 9 157,037 161.960 I652

0.5 5 3

1.0 5 5

2.0 5 4

3.0 5 3

5.0 5 3

10.0 5 4

20,0 5 4

233

181.464 1.796 10 157,455 159,209

182.538 1.807 8 168.531 165.834

185.553 1.837 6 182.188 178 225

185.817 1.839 5 183,791 179.457

186.540 1.846 5 183.791 179.457

187,199 1,853 5 184.059 178.225

187.199 1,853 5 184.059 178.225

1.624

1.727

----1.837

1.831

1.831

1,837

1,837 234
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TA111 4-34

CICCP pcvn
11571.1110 110N VI1GUIS OH (URAL C, 0414 or 21 11/1.12111 0101, nv

am

Weight

Sizes of

Sk111s Nein nal Croup

Crop 1

'IL AL 110

Croup 2

11 AL 80 IV

Croup 3

VL AL 10 Eif

Croup 4

it 6b

crap 5

VI, AL 10 Ell

0.0 5, 2, 1, 4, 3 30, 20, 23, ..21, -.26, -.02, -.12 .19, .45, -.79, -.49 -.09, .04 -.01, .46, .31, .97 .61, -.07, .13, -.34

15, 10

0,5 5, 1, 1, 4, 3 30, 21, 22, -.10, -.33, -.13, -.26 .19, .60, -.65, -.61 ,.03, -.65, -,36, .03 ,62, .3$, 1.0 .58, -.23, .55, .13

15, 10

1.0 5, 2, 1, 4, 3 30, 20, 21, -.34, -.27, -.01, -.16 v.01, -.13, -.16, ...12 .15, -.16, -.16, .07 -.03, .49, ,33, .96 .4824, ,20, .39

15, 10

2,0 5, 2, 1, 4, 3 30, 20, 22,
.24, p.19, -.06, -.05

.13, -.11, -.39, -.14 .17, 41, ..12, .29 .33, -.14, .35, -.121 .29, .55, -.01, -.07

1/, 10

3,0 5, 2, 1, 4, 3 30, 21, 22, -.31, -,23, -.OS, .48 .18, -44,
-.41, -.12, .29 .33, -.14, .331 -.22 .291 .53, .06, .03

15, 10

5,0 5, 2, 1, 4, 3 30, 21, 22, .31, -.23, -.OS, -.46 .18, -.09, -.36, -.12 -.17, -.01, -.12, 29 .13, -.14, ,35, -.12 .29, .59, .06, .03

15, 10

10,0 5, 2, 1, 4, 3 30, 201 22 -49, -.19, -.06, -.05
.15, -,11, -.39, -.14 -.17, -.01, -.12, .29 .33, -.14, .35, ..12 .29, .39, -,01, -.07

15, 10

20.0 5, 2, 1, 4, 3 30, 20, 22, -.19, -,19, -.06, -.05 15, -.11, -.39, -.14 -.19, -401, -.12, .29 .33, -.14, .35, -.12 .29, .55, -41, -47

15, 10_

VL Ueuel Language, AL Auditor, Language, 10 Ispressive Orel, 111 Ispreseire Written

14;
236
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'groupal C equivalent to GroupalA and Groupal D equivalent to Groupal

B.

Table 4-33 reveals 8 to 10 omissions for each weight. Of

those students omitted, four were ineligible for any of the skills

initially selected by the user and all five were ineligible for the

skills selected by Groupal C. When multiple usage of skills was

requested, skills were selected in the order of greatest eligibility

allowing for remainders of skills eligibilities to be considered in

subsequent assignments of skills. Consequently, in the groupings

shown in Table 4-34 the smallest group, 5, was always overloaded and

most relocations originated from this smallest group when size

constraints were applied. Students were then relocated in groups not

exceeding their upper size limits.

Though the numbers of students omitted were the same, the

students were not the same. The selection of students to be omitted

(when necessary) depended upon the students' patterns of eligibilities

and distances, from the centroid of the group of which they were

members. The centroids of groups were always different from grouping

to grouping and iteration to iteration. The imposition of size

constraints and hence the removal of students from groups involved

the selection of the most distant student from the overloaded group to

be placed into another available group. If none were available, the

student was placed into the omissions group in preference to selecting

the second most distant student to undergo the same procedure. This

process had the effect of increasing the number of omissions presented
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to the user who then makes the decision as to re-inclusion after

examination of the-- &Missions group and the accompanying diagnostic,

. which provides information on other eligibilities.

There was no observable relationship between.the numbers of

students omitted and the sizes of the weights applied in Groupal C,

the number of omissions remaining fairly constant as the weight

increased. Total distance after the first and after the last itera-

tion were calculated for only those students initially placed into

groups (101 students). Total distance after the imposition of size

constraints excluded these other omitted :students.

In all cases, the average final distance was least- liar a weight

of Gal and increased with increasing weights. This rate of. increase

was-very slow for weights, 2.0 and greater.

The effect of these heavier weights was made evident by consider-

ing the number of iterations required for convergence. The effect of

increasing the weights assigned to skills was to decrease the number

of iterations thus making for a more rapid convergence. However, the

convergence was always towards a local optimum of less homogeneity as

the weighting increased. The heavier the weighted skill eligibilities,

the more influence they had in forcing students with similar patterns

of eligibilities into groups for which they were eligible. Conse-

quently students were more quickly placed into these groups.

Convergence in all tests conducted with weighted skills was

always achieved within a maximum of 18 iterations. However, the

convergence was not achieved as a continuous decrease in total

distance. For example, the total distances at the end of each of the

238



198

eight iterations required with weight 1.0 were: 182.538, 170.915,

169.904, 169.154, 169.673, 168.974, 168.531, 168.531. This phenomenon

was caused by the inclusion of weighted skill eligibilities as stu-.

dent characteristics in the allocation-reallocation process and their

exclusion in the calculation of the total distances.

No differences in skills allocated were noted (Table 4-34).

This was expected because of the nature of the skills selection pro-

cedure. No skill was used more than once because =emaining eligibili-

ties were insulTicient to cause the resaaection of any skill. -The

sizes of final zroups showed little change, any change being in the

middle group because of ineligibilities-and cmyrloading of thef

smaller groups (Table 4-34).

.
The mean (expressed in standardized scores) of each student

characteristic is shown as part of the profile of each group in

Table 4-34. Negative scores can be considered to be less than the

mean of the characteristic for the original group and positive scores

greater than this mean. Differences in the strengths of the character-

istics for each of the groups can be detected within each partition

and among the partitions formed by using different weights. The

influence of dkese weights on the distribution of the student

characteristics is unclear.

The characteristics used in these groupings Sll apply to read-

ing skills and when expressed in standardized score form have means

of zero. As an example of the variation in the profiles of groups

within the one-partition consider those formed using a weight of 0.0.
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(Table 4-34). The profile of each group comprised distance measures

for each student on each of the student characteristics considered.

The distances referred to are those of each student from the mean of

each characteristic for the r,21evant group. The measures of the

oharaoteristics_haclheen standardized.

ized :as below.

The-groups may be character-

T.GWou 1 Grou 2 Grou 3 GrOU 4 Grou 5

Skill-5 Skill 2 Skilll Skill 4 Skill 3

Characteristic AT 20 23' 15 10

!stodents Students Students Students StUdents

Visual language medium/
low

medium/
low.

medium_ medium high

Auditory
language

medium high low high -medium

Expressive Oral average low medium medium/ high
high

Expressive
Written

medium/
low

low medium high low

Within each group of Table 4-34 there was little if any change in

group profile for'weights of 2.0 or greater, the most noticeable

.changes in profiles for each group occurring for weights of 0.0,

0.5 and 1.0. The most significant of these differences occurred in

the smaller groups, 4 and 5.

Tables 4-35 and 4-36 refer to the effects of weights on

Groupal D. In Groupal D, groups are initially formed free of con-

straints and then skills are assigned to these groups on the basis of

greatest eligibility within each group or if the multiple usage
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TABLE 4-35

IFFECTS OF WEIGHTS ON GROUPAL D - DATA SET 2, MULTIPLE USAGE, FIVE GROUPS

Omissions

Weight Ineligi-,Size Distance after Number of Distance after Distance after Mem Distance

bility tune 1st Iteration Iterations 1st Iteration Consfraints -After Con.

:straints applied straints

applied

0.0 7 3 151.449 1.428 18 137 940 148.786 1.549

0.5 10 8 156.096 1.472 11 137.421 127 252 1.446

1.0 5 165.814 1.564 12 156,792 159,974 1,632

2,0 7 0 195,033 1,839 6 191 908 175.421 1 771

3,0 12 1 195,291 1.842 10 190.663 166,375 1,788

5,0 8 0 195,575 1,845 5 192,025 175,879 1,794

10,0 6 0 195,257 1,842 4 191 466 181.067 1 810

20.0 5 0 193.175 1.822 7 191 874 181.412 1.796

242-
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GROUP PROMS 118012111C
viicani Of+ cam 0, DATA CZ 2, 70/1.2110,3178ACI; 7291

Q1CUPS

11e1oht

Me
Ski12i Om Piul cm; n

Group 1

AL ED 117 RI

Croup 2

11. 100 70

Croup 3

VI,- AG 110 Ell yr.

Croup 4

AL 0 Al

Croup 5

VG AZ ED IV

0.0 4, 2, 5, 5, 1 24, 22, 25, .19, .50, ,40, ,73 ,52, -Al, -,07, -.14 -.02, .42, .35, -.11 -.04, ,43, -.93,.. -.58 -.57,, -.78 4,09 -,3i

15, 10

I

0,5 5, 1, 5, 6, 3 18, 25, 20

13, 10 1,01, -,39,-1.13, -.55 al, -.58, -.28, -.25 .08, ,30, .50, -,39 ,01, .49, .17, .97 .82, .75, .83, 1.00

1,0 1, 2, 6, 3, 5 25, 27, 21, -.43, -.49, -.52, -,37 .12, -17, -.16, .01 .09, .5307, .82 .38, .33, .52, -.76 ,46, ,35, ,45, .59

15, 10

2,0 1, 5, 6, 3, 3, 20, 28, 26, ..28, -.07, -.18, .38 -.49, .02, -.03, ,17 .28, .07, -,41, A .34, .09, ,42, -.72 .79. .35, .341 .18

15, 10

3,0 5, 1, 5, 61 24, 30, 16, ..03, -,07, -.05, .19 -.a, -.05, -.22, ..31 ..17, .18, .15, -.09 .40, .22, -.50, -.05 09, -,0345, ,90

13, 10

I

5.0 2, 1,,3, 2, 6 . 26,. 30, .21, ..15, -.15, -.06, .15 .01, -.29, -.23, -.21 -.10, -.01, -.03, -,15 -.14, .40, -.33, ,27 -,12, .6144 1,00.

10,0 3, 1, 5, 2, 1 26, 27, 2532, .271008 -.16, .,17, -,17 -.36, -,07, -.11 -.09, -.30, -.24 '.451 -.81, '24, '76

12, 10

.09, .21,
.30,

3.0 3, 5, 4, 6, 1 27, 30, 20, .37, -.06, .14; ,08 -38, ,04, .04, -.04 -.08, -.V, -,37, 416 .17, .18, -.53; -.19 -.25, .28, ,45, 33

14, 10



option is used, remaining eligibilities are also considered in subse-

(vent assignmehtif Of skills. As obserVed earlier

total number of omissions tend6 to deCrease a6

However, this is not the case for omissions caused

these omissions being dePelident-on the.skills_ _

individual student's ineligibilities. The criterion for assignment

of skills to groups only considered eligibilities over each

and assigned that skill which had the greatest eligibility in .that

particular group. Sizes are matched with skills..in the'order of

greatest eligibility with greatest size (based

size limit). Consequently, this assignment technique was not based

on eligibility data for the whole data set as was the case for

Groupal C.

The number of omissions due to size constraints definitely

decreased with increasing weights perhaps reflecting the increasing

influence of patterns of skills eligibilities in the initial

allocations, which similarities in turn affect the assignment of

skills to groups. The number of omissions due to size constraints

in Groupal D was less than in Groupal C due to the fact that the

smaller groupswere not as overloaded in Groupal D as in Groupal C.

All mean distances (after the first iteration, after the last

iteration and after constraints have been applied) increased as

the weights increased. The lowest weights 0.0 and 0.5 and 1.0

provided the smaller distances. For weights of 2.0 and higher,

the distances increasedvery slowly.
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Unlike Groupal C, the same.akills were Ofteneelected .by

Groupal.D indicatin&a wider-range in the maximum eligibilitiesfor.

the different groUps as compared with eligibilitieelyalletudenta

for each ekill. Wnen requested, multiple uee of takilleseeMad:to

be achievedmore often by GroUpal D than by Gróupal:C. :

The same variation in the profiles of groups within the one

partition was evident in the groups produced

in the case with Groupal C.

The groups formed by Groupal D with a

4-35) may be characterized as below.

weight of 0.0 (Table-

Group 1 Group 2 Group 3

Skill 4 Skill 2 Skill 5

Characteristic 24 22 25
students students students

Visual language medium/
high

high medium

Auditory.
language

high low .high

Expressive Oral high medium high

Expressive
Written:

high piedium/

low

mediUm

Gro up 4 .Group

Skill 5 Skill 1
15 10 ,

studenti stidints,

low, low
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This set of profiles is dissimilar to that produced by Groupal C

under the same conditions, making clear the fact that the different

algorithms produce groups with different characteristics.

Effects of Single and Multiple Usage of Skills

Tables 4-37 to 4-40 refer to 6 tests designed to determine the

effectiveness of both the single usage of skills and the multiple

usage of skills options.

Data set 1 (75% eligibility), data set 2 (50% eligibility and

data set 5 (33% eligibility) were used in thie set of tests. The actual

eligibilities for the six skills in these data sets are shown in

Table 3-5 but the ranges of these skills eligibilities were:

(i) 86-75 = 11 for data set 1,

(ii) 60-43 = 17 for data set 2,

(iii) 42-25 = 17 for data set 5.

Table 4-37 which refers to the effects of the single and multiple

usage option in Groupal A clearly shows that in no instance was the

multiple usage of skills affected. In those instances where the

multiple usage option was selected, Groupal A always selected different.-

skills. This result was probably a function of the somewhat uniform

eligibilities for the skills considered in each of the data sets.

Skills were assigned in the order of greatest eligibility and in the

case of multiple usage this was modified to consider the remainder (dif-

ference between greatest eligibility and lower limit corresponding group

size).of the first skill eligibility in latter assignments of skills. In

the data sets used, this difference was always smaller than the other



Tout 4-37

KM= Of SOKLIATIALE USAGE 04 CROUPS TOPED BY C1OUPAL A

Odsoions

Sloe

bills, Con- hal gkiffo

otrelnto astute Distaxe Chown

ging of Croup 1 Croup'2 Group 3' Croup 4 . Croup 5

CreusUALIObI V1 AL ED 111 VL AL VI VL ED 'EV 'IL AL ED 11

Single 0 152.032 1.434 30151 30061
.61, .73, .62, .

-.88, -.41, -.41, .43, .19, 351 -.91, .11, 1.23, -.71, ..,,391

1,2 25,15, -.19 -.88, -.59 ', .72 ,

.:3

Data Set 1
10

$110ple
152.032 1,434 3,6,5, 30,2 , .73, .62, .35, -.41, -,41, 43. 43,-....151 -.97,..16,

'.
1,2 25,15, -.49 -,88, -.59 .72 .13 .

10 N.......r..Ninim...maft..r.v.o.
Single 5 3 161.960 1.652 5,2,1, . 30,20, -.21, -.26, -.19, .45,

.10, 2, -.09, -.01, .46, .3161, -,07, .19,

4,3 23,15, -.02, -.12 7.79, -.49 .04 .97 .54

Vita Set 1
10

5 3 161.460 1.652 5,2,1, 30,20, -Al, -.26, -.19, .45, .10, -.52, .09, ,04, .46, .31, .61, -.07, .13,

Itliple
4,3 23,15, -,02, -.12 -.79, -.49 ,04 .97, -.54 '

10

Stolle 12 152.241 1.672 2,1,5, 25,11, -,45, -.471 -.02, -42, .13, .04, , .09, .67, .14, .16, -.58, -.47,

6,4 23,15, -.60, -.49 -.07, o.11 -.09 .51 ,66

DM Set 5
10

Nu2tip14 12 152.241 1.672 2,1,5, 25,11, -.45, -.17, -.02, -.32, .13, .04, .45, .09, .67, .14, .76, -.51,

6,4 23,15, -.60, -.49 -.07, -.18 .09 41 .66

1
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TAILS 4.34

VI7EC7S OP 514(7,40011.11P1i USAGE cm 010,y3 nole 9? CBOOd.I.

Eligi Sit. megg

bility Coo- Final noel Skill, Siu of

etreile Dilesoce Distance Choue Creel

Cvoup 1 Grow 2 Group 3 Stoup 4 Croup 5

VL A ED EW VL Kb Of VI. AL 110 DI VI, 41. ED 41; VL AL ED 61

Single 0 148,319 1.399 3,4,5, 10,22, .42, .76, .68, .68, -Al, -,45, -.10, .41, -.11, -1.15, -.19, .1,62, -1.30,

6,1 21,15,7 .66 .00 . -,76 -.68, -.03 .1.29,

One Set 1

Multiple 0 0 148.289 1.398 3,4,3, 28,0, ,44, ,71, -.78, -,45, .10, .48, .21, ..95, ..03, -1.46, -1,21,

6,1 26,15, .94 .08 ,89 -.75, , .,31

10

Singe 5 0 157.030 1.555 4,2,5, 23,23, .21, .47, .40, .37, -.77, -.11, .08, .3223, -.70, -.42, ..69, .04, -1.02,

1,3 20,15, ,55 -.09 -.24 -,60, -.12 .1.17

Due Set 2 10

,Mulelple 144.786 L549 4,2,5, 24,22, .19, .50, .40, .52, -,63, -.07, -.Olt ,42, .35, -.14, -.44, ,57, -.76, 4.09,

5,1 25,15, .73 .39 -.11 -.93, -.50 -.14

10

Stolle 14 2 158.206 1.75r 6,1,5, 20,17, -.08, -.34, .35, -.58, -.25, .74, .07, .37, -.36, -.11, -.19, 3, -,38,

pee Set 5

2,3 29,15, -.10, ,41 -.11 -.18 -.45, -.56 -.44

Multiple 18 142.688 1.650 6,1.5, 21,13, -.13, .45, -.16, .81, -,36, -.24, -.03, .03, .27, -.90, -.14, .32, .32, .27,

1,2 30,21, .45 .11 -.22 -.78, -,82 .09

10

25i



gt.r.r.

I vt

010, fl1 P1 6110 .its of gra*
..6/1/t1 OW

,orrei't

otritisti'Distsice Duties Cbate, 4044 91.
V5, mewls it a le .4G.41.10. IVA/

siogls 0 P. 113.148 1,454 3,6,5, 28,29, .73,

1,2'

di' Set 1

24,15, .21,

Naltlple
17---1--013. se 1.654 3, 27,29, .73,

1,3 24,18, 21

10'

.35, .41, -.11, .42, .31, .85, ..54,

. -.60, ..51 -.19, .03
.

.15, 1, , -.11, -.00, .42, ,N, -,70;
, ,31,

-,29, -.03 `-.09,

165.834 1.711 1,3,4 ,20, -.011 7,13, 1.14,

4it. ..01, f.16 - ...72 16, 307 .95

1761%V
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TABLE 4-40

mem oF SINGLEATIPLE USAGE 00 GROUPS FRED BY atom D

Orissloot

H00

Final

Oletence

skills

ohoeen

Size of Group 1 Group 2 Group 3 Croup 4 Group 5

Groupe YL AL ED DI VI, AL ED 51 VL AL ED 44 TL AL ED EW VL AL' ED EW

East. Size

batty Con- Mil
streince Discs:Ice

Single 0 5 175.136 1.734 4,6,3, 22,24, -.59, -.47, -.05, .03, -.17, .53, -.05, .15, .03, .54, ,68, .4309,

1,4 30,15, -.38, -.07 -.17 -.03 .71 -.47

Date Sec 1 10

Xulciple 2, 0 179.904 1,729 4,3,3, 21,28, -.71, -.57, .29, .06, -.13, .38, -,01, .04, ..07, .467.70, -.25, .43, .09,

3,3 30,15, -.56, -.15 -.17 -.01 .75

10

Single 5 3 159,974 1.632 1,2,6, 25,27, -.43, -.49, .12, -.27, .095307, .381 .33, .52, ,46, .36, .45,

3,5 21,15, -.52, -.37 -.16, .01 .82 ..76 ,59

Dere Sec 2 10

Xultiple 5 3 159,974 1.632 1,2,6, 25,27, -.43, -.49, ' .12, -.27, .08 , .5309, .38, .33, .52, ,46, .36, .45,

3,5 21,15, -.52, -.37 -.16, .01 .82 ..76 ,59

10

Single 14 5 145,393 1.671 2,6,1, 24,22, -.20, -.20, .15, .40, .16, .13, -.27, -.44, -.883269,

5,3 16,15, -.64, -.39 .53 -.19, -.22 .37, -.23 . 33

Des Sec 5 10 ,

!iultiple 24 8 109.891 1.485 2,6,2, 16,21, -.65, -.54; .21, .32, .18, .53, .47, .37, ..44, ..29, .85, .40, .62,

5,3 12,15, -1.15, -.78 .47 .26 .37, -.23 ,56

10



skills eligibilities and hence that skill was not 'assigned again.

Groupal C (Groupal-A modified to consider weighted skills

eligibilities as student characteristics) likewise failed to assign

the same skill more than once (Table 4-39). Consequently identical

groups were formed for both usage options. As a result no information

was obtained on the differential effects of single/multiple usage

with Groupals A and C.

Groupals B and D however were able to assign the same skill

more than once and did so in each of the tests on data sets 1, 2

and 5 (Table 4-38 and 4-40). That this was so, is again a function of

the procedure for assigning skills in Groupals B and D and also of the

data sets used. In both Groupals B and DIgroups were initially

formed free of constraints,after which skills were assigned on the

basis of greatest eligibility within each group. When the multiple

usage option was chosen, skills were assigned to any groups in which

that skill had the greatest eligibility. Otherwise only eligibilities

for unused skills were considered. This meant that skills were

assigned on the basis of subsets of the overall groups'eligibilities.

Smaller eligibilities with comparatively wide differences between

skills eligibilities were noticeable. For example, for data set 2,

multiple usage (Table 4-38) the skills eligibilities were as below:

256
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Groups

1

2

3

4

5

Skills
1 2 3 4 5

14 15 15 ,

13 16 9 13

12 13 13 6

5 6

4 4 2

9 10

16 18

12

7

3

3

14

Consequently, the skills selected for groups 1, 2, 3, 4, and 5 were

respectively skills 4, 2, 5, 5, and 1. Correspondingly, the skills

selected with the single usage option were 4, 2, 5, 1, 3.

In none of the tests did the :Tailtiple usage option produce

less omissions than the single usage option. Rather,single usage

consistently yielded fever omissions especially so because of

ineligibility.

However, in all ,:ases multiple usiage did result in more homo-

geneous groupings but these differences were usually only minor. These

same minor differences in homogeneity were reflected in similar minor

differences in the profiles of each of the groups formed (Tables 4-38).

The same trends were observed for Groupal D as for Groupal B

in that slightly more homogeneous groups resulted from multiple

usage of skills (Table 4-40). These differences were again minor,

with similar minor changes in the profilesof the groups formed.

2 5 7



211

Effects of Size Constraints

Tables 4-41 to 4-44 refer to the effects of different

sets of group siZes on the groupings produced by each algorithm. In

each test the multiple usage option was selected to form five groups

from tata het 1. The three different sets of group sizes were:

(i) 25-30, 25-30, 25-30, 10-15; 5-10 (perhaps a typical request

for a unit of 106 students with five instructional staff),

(ii) 30, 25, 20, 16, 15 (exact sizes), and

(iii) 1-99, 1-99, 1-99, 1-99, 1-99 (unconsLrained).

Table 4-41, which refers to Groupal A, indicates that skills were

selected more than once when group sizes were unconstrained (1-99).

This was possible because of the small lower limit (1) subtracted

from 'a high skill eligibility (86), which when repeatedly subtracted

gave a remainder in excess of 83, the next highest skill eligibility.

This was not the case, however when sizes were expressed exactly. The

sizes requested 30, 25, 20, 16, 15 did not permit any of the remainders

to be greater than eligibilities and therefore skills were not selected

more than once. The assignment of the same skill to four of the five

groups when group sizes were unconstrained also forced three students

to be omitted from the grouping because they were ineligible for

either of the two skills chosen. The lower limit of each group size

appeared to be a most influential factor in the assignment of skills

and consequently on the effectiveness of the grouping procedure. It

appeared that assignment of the same skill to the majority of groups

may increase the number of omissions. This multiple assignment

258
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appears to be a by-product of having a series of very small lower

limits.

Unconstraining group sizes resulted in more homogeneous groups

formed by Oroupal A, although any differences in homogeneity were

slight, especially beLween similar group sizes expressed in terms of

a range or expressed exactly. Similar small differences between the

profiles of the groups also resulted (Table 4-41). Removing size

constraints however did result in groups with profiles dissimilar

to the other two sets of groupings, apparently because no relocations

of students were made because of size constraints. This absence of

relocationsalso resulted in 30 students being assigned to Group 5.

In all other groupings, group 5 was the smallest group (5-10), these

severe size constraints resulting in the relocation of many students.

Similar observations to those fot Groupal A also applied to the

groups formed by Groupal C (Table 4-43).

The same trends in the homogeneity of groups observed for

Groupals A and C also applied to Groupals B and D. The relaxation of

zize constraints and the specification of exact sizes both resulted in

slightly more homogeneous groupings than when the group sizes were

specified as ranges. The specification of exact sizes with Groupals

B and D resulted in more omissions because of size constraints. This

was due to the lowering of the upper limit for two of the larger

groups: thereby forcing relocations of students ineligible for

other groups. One skill was assigned to three groups and only

three different skills were assigned.

259



EMS Of SIZE CONSTRAINTS ON GIME EOM IT ORM A

Croup
editions Nus

S1d111 Sisal of

Diltnee Mon Croups

Croup 1 Croup 2

VI, AL ED 111 VL AL ID

Croup 3 Croup 4 Croup 5

Vt AL ID N 41, Al, ID ED VL Al, ID IV
Ilia inalLgi. Pim Fiul

constraints Wit, Ca, Diitines

sttainte

23.30, 23-30,

23.30, 10-15,

5-10

30, 25, 20,

16, 15

(exact)

1.99, 1.49

149, 1.'4
1-99

(WO

0

0

3

0

0

0

152,032

150,780

141,239

1,434

1.422

1,371

3,6,5,

1,2

3,6,5,

1,2

3,3,3,

3,6

30,26,

25,15,

10

30,23,

20,16,

15

25,18,

18,12,

30

.68,
-.19

.59,

-.27

.31,

1,05

.73,

.71,

.78,

.62

.57,

.65

-.85, -,41,

.098, -.39

-1,05, -,49,
-.OS, -.55

.45, .59, 33,

-1,04

,45,

.72

-.33,
.84

1,01,

.43,

.61,

-.67,

:14,

.46,

.15, -.97, 36,

.13

.03, -1.0112,

.12

-1.34, -.61,
-1,39, -.46

133, .19,
.13

.97, -.35,

-.62, .27,
.03

..29,

-.45,

.31,
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721.84-42

rnecrs OF SILL CONSTRAIMS 00 GROUPS FM BY GIMBAL B

01.0..M31.0.01, IOW

Group
*Wool

AMM.011114/11MMOINVIft

Mean

Flmal Skillg Slzes of

Mstence Chosen Cr vpa

Group 1 Croup 2 Croup 3 Croup 4

VL AL ED V VI AL ED Eli V1, AL ED EV VL 41,

Group 5

101 VL AL ID Bi

etre 1m1181 Rae Elul

constralna bility Con- Nuance

Itralrtta

25-70, 25.70,

25-10, 10-15,

5.11)

30, 25, 20,

16, 15

(exact)

1.99, 1-99,

1.99, 1.99,

199

(open)

0

1

0

8

0

148.280

126,879

145.843

1.398

1.308

1.375

3,4,5,

6,1

3,3,4,

3,6

3,4,2,

7,6

28,21,26,

15,10

27,21,20,

14,15

24,19,23,

22,18

.44,

94

.32,

146

,42,

.90

.7674,

.11, .60,

.78, .88,

,71,

-.08

.16,

-,87

1.03,

-.281

-.18, -,45,

.32, .83,

-.94,

'.04

..10,

-39

.77,

.14

-.26,

-.07,

.48,

..99,

-.11,

.57

.11,

-.49,

-.95, -.03,

-45, -.14

..36, .24,

.1,09, -.64

.48, .56,

.19, .1.00

-1,46, -1,21,

..82, -.31

'1.04,

.1.08, -.72

.9.20, -.59,

.1,03, -.67



TULE 4-41

EMCIS DP SIEE COZIAINIS c 0801111 70100D BY CROLIPAL C

Crop coholord Hug ,

Sid todisi. Olus P1oil P1oal Ski llo Stun of
3 ChAlp 4 5Croup Croupfoustraints 1,111ty Coo. Diironce bigot/ Choson Groups

1 Croup 2 Quo!)

ttAinto YL AL ED VL AL ED 267 91 Al ED Ell VL AL ED VL AL 'ED 151

25-30, 25-30,

25-70, 10-15,

5-10

30, 25, 20,
16, 15
(duct)

1-99, 1-99

, 1-99, 1-99

1-99

(open)

.14
0 0 153.721 1.450 3,6,5, 30,28, .59, .79, .62, -.65, -.42, -.46,

1,2 23,15, ,08 -.75, -.64 .77

10

0 1 145,356 1.384 3,6,5, 30,23, .59, .79, .62, -.94, -.46, -.33,
1,2 20,16, -,06 -.90, -.66 .85

14

3 0 144,662 1,404 3,3,3, 15,18, -1,13, -,58, .90, -.90, .10,
3,6 27,26, 4.38, -.78 -.03, -.02 -.69

17

.5577, -.01, -1.18, 1.11, -.70, .06,

-,28,,06 .19

.65, .46, -,00, -1.05, 1.16, .60, .04,

-.21, .12 .17

.67, .10, .34, .65, .66, -Ai, -.15, --X,
1.08 .03



TABLE 444

EVICTS OP SIZE CONSTRAINTS ON GROUPS
P0100 BY 6110UPAL

Croup ..--Caulebs.---

Sise
inelisi. We

Castrates bility Coo-

straints

Heal

final Finol Skills Aioes of

Disrobes Dist/tee Nob Groupe

Group 1 Group 2 Group 3 Group 4 Group 5

VL AL M Ell 11 AL ID EW VL AL ED FIJ VL AL ED EV VL AL CD ED

25-30, 25-30,

25.30, 10-I5,

5-10

30, 25, 20,

16, 15

(suer)

1-99, 1-99,

1-99, 149,

1-99

folmv)

2

0

0

0

2

0

179.908

173,353

181,537

1.729

1,666

1,712

4,6,3,

15

5,3,3,

2,3

4,9,3,

1,3

22,24,

30,15,

10

24,23,

30,15,

16,16,

20,27,

21

-.59,

-.38,

.48,

.03

-.13,

-.76,

-.47, -.05,

-.07 -.07

.685154,
457

-.61, -.70,

-.24 -.32,

.03,

.46,

-,52,

-,03

-.32,

,81,

.53,

-.03

-.42,

-.33,

.24,

-.05, .15,

-.56,

-.86

,40, ,13,

.03,

.71

-,08,

-.32,

.51,

.30

.5468,

-1.02,

-.21

,17, ,67,

-,25,

-.41

1,20,

.33

-,20,

-.12,

.43,

.45,

.37,

-.18

.09,

.07,

.
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Effects of Numbers of Groups

To test the effect of different numbers of groups on the homo-

geneity of groups and the number of omissions from, groupings formed by
_

the four algOrithms, partitions for 3 groups, 5 groups and 8 groups

were requested using data set 5 and multiple usage. The resUlts, Are

presented in Tables 4-45 to 4748.

Requesting different numbers of groups for a constant number

of students necessitates having the groups of different sizes. The

group sizes accompanying each differentnumber of groups, are sboY,- in

Tables 4-45 to 4-48. Groupals A, B, C, and D ell-showed-a trend to

yield a decreasing number of omissions as the number of recnested.groups

increases. All algorithms share the trend of decreasing omissions due

to ineligibilities. Groupals A and C consistently produced less omis-

sions than either Groupals 3 and D over all numbers of groups.

Groupals A, B and C all showed a trend to produce more homo-

geneous groups for increasing numbers of groups. Groupal D.behaved

erratically producing less homogeneity for 8 groups than for 5 groups.

This erratic behavior may have been a function of the larger number

of omissions (32). The much reduced number of'students (106-32 or

74) on which the grouping was based casts doubt on the comparability

of the mean final distance as measure of homogeneity.

The level of homogeneity over these groups was very much the

same for all four algorithms. For five groups, however, Groupal A

performed, most effectively, as did Groupal D for eight groups. The

comparative effectiveness of each of the algorithms for different

numbers of groups therefore remains unclear.
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TABLE 4-45

-EFFECTS-OF-NUMBERS-OF-GROUPS-ON GROUPINGS FORMED BY GROUPAL A

Number of
Groups

Omissions

Distance-
Mean
Final
Distance

Skills
Assigned

. '

Group
Sizes

Eligi-
bility

Size
Con-
straints

3 25 0 144..806 1.787 2, 11; 5 30, i

(4o-5o, 26

30-40,

20-30)

5 12 3 152.241 1.672 2, 1, 5, 25, 18,

(25-30 6, 4 23, 15,

25-30 10

25-30
15-20
5-10)

8 10 0 142.641 1.485 2, 1, 5, 21, 12,

(22-27 6, 4, 3, 18, 13,

20-25 4, 5 10, 11,

19-22 9, 2

15-20
10-15
8-13
5-10
1-5)
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TABLE 4-46

EFFECTS OF NUMBERS OF GROUPS ON GROUPINGS FORMED BY GROUPAL B

Number of Omissions
Groups Eligi- size Mean Skills Group

bility Con- -.starice Assigned Sizes

streints Distance

3 32 0 128.546 1.737 6, 1, 2 21, 24,

(40-50 29

30-40
20-30)

5 18 1 142.688 1.659 6, 1, 5, 21, 13,

(25-30 14,2 30, 13,

25-30 10

25-30
15-20
5-10)

8 12 1 138.280 1.503 6, 5, 5, 14, 10,

(22-27 4, 1, 1, 15, 18,

20-25 2, 2 11, 10,

17-22 10, 5

15-20
10-15
8-13
5-10
1-5)
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TABLE 4-47

EFFECTS OF NUMBERS OF GROUPS ON GROUPINGS FORMED BY GROUPAL C

Number of Omissions
GroOps Eligi- Size Mean. Skills Group

bility Con-. Distance_ Final Assigned Sizes
straints Distance

3 25 0 144.635 1.785 2, 1, 5 29, 25,

(40-50 27

30-40
20-30)

5 12 4 150.620 1.673 2, 1, 5, 22, 18,

(25-30 6, 4 25, 15,

25-30 10

25-30
15-20
5-10)

8 10 0 147.357 1.534 2, 1, 5, 17, 11,

(22-27 6, 4, 3, 18, 12,

20-25 4, 5 10, 13,

17-22 10, 5

15-20
10-15
8-13
5-10
1-5)
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TABLE 4-48

EFFECTS OF NUMBERS OF GROUPS ON GROUPINGS FORMED BY GROUPAL D

Number of
Groups

Omissiorut

Distance
Mean
Final
Distance

Skills
Assigned

Group
Sizes

Eligi- Size
bility Con

straints

3 34 0 128.086 1.778 1, 6, 3 30, 21,

40-50, 21

30-40,
20-30

5 24 8 109.891 1.485 2, 6, 2, 16, 21,

25-30, 5, 3 12, 15,

25-30, 10

25-30,
15-20,
5-10

8 15 0 148.088 1.627 2, 1, 2, 13, 20,

22-27, 4, 3, 5, 20, 5,

20-25, 3, 3 10, 13,

17-22, 8, 2

15-20,
10-15,
8-13,
5-10,
1-5
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Effects of Different Methods of Selecting Seed Points

an option allowing user specifica-Groupals B and D both possessed

tion bf seed points,as opposed to their calculation as part of each

algorithm. To test the effectiveness of the two algorithmic

determinations of seed points against the alternative of user specifi-

cation of seed points, a series of tests was conducted in which

random selections, systematic selection and teacher selection of

seed points were considered.

The systematic selection involved the selection of the first

five students in alphabetical order. The teacher selection was per-

formed by the unit 4 leader who also selected five students. Table

4-49 shows the seed points selected by the different methods.

Table 4-50 shows the results of these tests using Groupal B, and

Table 4-51 shows the results for Groupal D. In each test, dat;. set 1,

five groups and multiple usage were used.

Table 4-50 shows that Groupal B was the most efficient in

yielding the least.omissions (zero) compared with a range of one to

four omissions for random seleetions-and two omissions for systematic

selection and the teachers selection. Data set 1 comprised 75%

eligibility. Groupal B also yielded the most homogeneous groups

although the differences between selection methodswere negligible.

The distances after the last iteration ranged from 133.675 for

a random selection'to 139.034 for Groupal B's selection an improve-

ment of 4%. These results suggest that the local optimal distance

achieved by Groapal B may not be toodistant from the true optimum.
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Selection
1
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Croup! 11

proportioate
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,61, ,64, .78, .73 .13, .13, .27, .11 ,08, -.20, -33, -.54 1.22, ,67, -.92, -.21 4.61, -1.11, -1,77, 4.44
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ado' 1

-,67, -.63, -.81, -.66

.30, JO, ,30, .10

.22, -.0403, .10

.40, .40, .40, .40

.23, ,22, .31, .16

.50, .50, .50, .50

.23, ,66, .72, .73

.60, .6060, .60

,60, .96, .81, .59

.70, .70, .70, .70

ado 2 -.30, -.30, -,30, -.30 -.40, -,40, -,40, -.40 .50, ..30, -.50, -.50 40, -.60, -,60, -.60 -,70, -.70, -.70, -,70
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1
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TABLE 4-50

EFFECTS OF DIFFERENT METHODS OF SELECTION OF SEED POINTS IN GROUPAL B

Method of Distake'

Selection After 1st

Iteration

Number of

Iterations

Distance After, Number of

Last Iteration :Omissions

Final Mean Final

Distance Distance

.....11.1m...41.....0

proportionate 151,814

division

11 139,034 0 0 148,280 1,398

Random 1 195.923 14 138.072 0 + 1 151,580 1,443

Random 2 200,780 8 136.606. 0 -1- 2 154,222 1.482

Random 3 161,911 11 133,675 1 + 3 146,944 1,440

First data

units 168,805 12 137,643 1 + 1 150,213 1,444

Teacher 186,320 11 135,309 0 2 147,613 1.419 277



TABLE 4-51

EFFECTS OF DIFFERENT METHODS OF SELECTION OF SEED POINTS 1g CRODPAL D

Method of

Selection

Distance

After 1st

Iteration

Number of

Iteratioru

Distance After

7,,ast Iteration

NuMber of

Omissions

Final

Distance

Mean Final

Distance

Proportionate 169.792 9 178.589 2 179.908 1.729

division

Random 1 195.923 16 176.286 2 172.243 1.656

Random 2 200.780 12 168.834 0 175.182 1.652

Random 3 161.911 7 158.970 2 165.117 1.587

First data

units 168.805 13 168.733 0 179.664 1.695

Teacher 186.320 13 161.489 2 162.789 1.565
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Different results in terms of both omissions and homogeneity

were achieved with the proportionate division method of Groupal D

which yielded two omissions as compared with no omissions achieved from

one of the random selections of seed points (Table 4-51), Also Groupal

D's selection of seedpoints ptovided the leas ,. homogeneous groupings.

Over all tests, the selection of seed points'utilizing the

algorithm which was a part of Groupal B provided the least omissions

and the most homogeneous groups.

Effects of Extreme Student Data

The substitution of two sets of student scores - one extremely

high, the other extremely low for the first two students scores

(alphabetically),had a negligible efIect on the means of the student

characteristics but a predictably greater effect on thr.1 variance of

these scores.

TABLE 4-52

SUMMARY STATISTICS FOR DATA SETS (i) INCLUDING EXTREME SCORES
AND (ii) EXCLUDING EXTREME SCORES

Including Extreme Scores
VL AL MO EW

Excluding Extreme Scores
VL AL ED EW

Mean 27.30 29.70 26.92 28.38 27.26 29.77 27.08 28.43

Variance 49.74 30.85 36.69 38.50 45.97 26.21 32.47 35.92

St, Dev. 7.05 5.55 6.06 6.20 6.78 5.12 5.70 5.99
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TABLE 4-53

EFFECTS OF EXTREME SCORES ON SEED POINTS FOR DATA SET 1

Data Set 1

VL AL

Group 1 .61 .64 .78 .73

Group 2 .13 .13 .27 .18

GrOup-3--- .08 -.28 -.33 -.54

Group 4 -1.22 -.67 -.92 -.21

Group 5 -1.61 -1.12 -1.77 -1.46

Data Set 1
(with extreme

scores)
Group 1 .46 79 .81 .91

Group 2 .36 .15 .17 -.07

Group 3 --.06 -.33 -.33 -.28

Group 4 -1.08 -.64 -.88 -.61

Group 5 -1.606) -1.80 -1.54 -1.61

The tests designed to investigate the effects of extreme scores

involved data sets 1 and 2, five groups and multiple usage. The

effect of introducing two extreme and opposite sets of student scores

was nearly always to marginally increase the homogeneity of the final

groupings (the exception being for Groupal C with data set 1). The

number of omissions also showed little change.

The influence of the extreme scores occurred in the initial

stages of the calculation of the seed points by the proportionate

division method, which'method involved dividing up the range propor-

tionately to the density of the points. The range is .the maximum
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distance between any two students. For example, the inclusion of the

extreme points increased the range from 7.061 to 9.766, for data set 1

and Groupal B. This in turn had the effect of generating new seed

points which are shown in Table 4-53. It seems that the inclusion of

the two opposite and extreme scores in data set 1 had a minimal

effect overall in Groupals A and C comparative performances.

Groupals B and D were more susceptible to the inclusion of

the extreme scores, because of the change in range, the consequent

change in seed points and the resultant formation of different initial

groups. The initial gro4p memberships arp very influential in

determining the skills to be assigned as can be seen in Tables 4-54

to 4-57.



TABLE 4-54

EFFECTS OF EXTaME STUDENT SCORES ON GROUPINGS FORMED BY GROUPAL A

Data Set

Distance

After 1st

Iteration

Number of Distance after Number of

Iterations 1st Iteration Omissions

Final Mean Final

Distance Distance

Skills

Assigned

Data Set 1 190,465 6 149.406 0 + 0 152,032 1,434 3, 61 5, 1, 2

Data Set 1

(with

extremes)

186,807 12 143.696 0 + 0 149A3 1.411 31 61 5, 11 2

Data Set 2 181.093 9 157.037 5 3 161,960 1.652 5, 2, 1, 4, 3

Data Set 2

(with

extremes)

179.920 6 159,257 4 5 152,130 1.568 5, 2, 1, 4, 3
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TABLE 4-55

EFFECTS OF EXTREME STUDENT SCORES ON GROUPINGS FORMED BY GROUPAL B

Data Set

Data Set

Distance Number of 1) -tanceafter Number'of Final Mean Final Skills

After 1St Iteration 1 Ireration OUliWOls Distance Distance Assigned

Iteration

Data Set 1

(with

extremes)

Data Set 2

Data Set 2

(with

extremes)

151.814 11 139,034 0 + 0 148,280 1.398 3,

1o6,832 6 133,839 1 + 1 137,089 1.318 3,

15) .449 18 137,940 7 + 3 148,786 1.549 4,

143,904 6 134,212 9 + 0 152,251 .1.569 4,

4, 3, 6, 1

3, 6, 4, 3

2, 5, 5, 1

5, 2, 5, 3
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TABLE 4-56

EFFECTS OF EXTREME STUDENT SCORES ON GROUPINGS FORMED BY MEAL C

Data Set

Distance

After 1st

Iteration

Number of Distance after Number of

Iterations 1st Iteration Omissions

Final Mean Final

Distance Distance

Skills

Assigned

Data Snt 1

Data Set 1

(with

extremes)

Data Set 2

Data Set 2

(with

exfremes)

190.609

186.888

181.464,

180.487

9

10

149.890

147.367

157.455

158.028

0

0

5

4

4. 0

+ 1

4- 3

4. 4

153,721

152.198

159.209

153.593

1.431

1.449

1.624

1.567

3,

3,

5,

5,

6,

6,

2,

2,

5,

5,

1,

1,

1 2

1, 2

4, 3

4, 3
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TABLE 4-57

EFFECTS 05 EXTREME STUDENT SCORES ON GROUPINGS FORMED BY GROUPAL D

Data Set

Distance

After 1st

Iteration

Number of Distance after Number of

Iterations let Iterations Omissions

Final Mean Final

Distance Distance

Skills

Assigned

Data Set 1 J49,792 9 178,589 2 0 179,c08 1,729 4, 3, 3, 3, 3

Data Set 1

(with

extremes)

153,792 5 161,577 9 3 157,033 1,670 -3;-3-, 4, 4

Data Set 2 165,814 12 156,792 5 3 159,974 1,632 1, 2, 6, 3, 5

Data Set'2

(with

extremes)

153,981 13 156,055 2 + 0 159,499 1,533 6, 2, 5, 2, 3
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Effects of Various Proportions of Eligibility

Table64-58 to 4-62 reier.to a set of four tests performed

on each grouping algorithm in an'attempt to identify any effects

varying degrees of eligibility may have on the effectiveness'.-

of each of the algorithms.-

Four sets of data were considered, each with a different

average eligibility.

(i) Data Set 0 (1007. eligibility, unit 4 student data)

(ii) Data Set 1 (757. eligibility, unit 4 student data)

(iii) Data Set 2 (50% eligibility, unit 4 student data)

(iv) Data Set 5 (337. eligibility, unit-4 student data)

As usualiall tests involved forming five groups with multiple usage

of skills permitted.

All algorithms showed a distinct trend to yield more omissions

as the average eligibility in the data d?creased. The percentages of

students omitted by each algorithm in each data set are shown below in

Table 4-58.
TABLE 4-58

PERCENTAGE OF STUDENTS OMITTED BY EACH ALGORITHM '

Data Set Groupal A Groupal B Groupal C -Groupal D

, 1002 elig. 07.- 0% 0% 0%

75% elig. 0% 0% 0% TX

50% elig. 7.5% 9% 7.5% 7.57.

337. elig. 14% 18% 15% 307.
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The same trend of increasing omissions is also evident in the omissions

caused by ineligibility for the skills chosen by the algorithms.

omissions caused by the application of size constraints (applied after

eligibility constraints in each of the algorithms) showed somewhat the

same trend, other than for Groupal B (Table 4-60).

Groupals A, 13 and C showed a trend of decreasing homogeneity

(increasing mean final distance) with decreasing average ineligibilities.

This feature was probably caused by the increasing influence

of the eligibiliE3, constraints which more severely restricted the

relocations possible. It is the relocations of students within the

eligibility constraints which progressively increase the homogeneity

of the groups. Groupal D behaved irratically in producing more

homogeneous groups for data of decreasing average eligibilities

(Table 4-62). Again the large number of omissions produced by Groupal

cast doubts on the comparability of these distance measures.

TABLE 4759

EFFECTS OF DIFFERENT ELIGIBILITY DATA ON GROUPS FORMED BY GROUPAL A

Data Set
Omissions Due to

eligibility Sizt:
Final 'Distance

Mean Final
Distance

Data Set 0 0 0 149.759 1.412
(100telig)

Data Set 1 0 0 152.032 1.434
(75% elig.)

Data Set 2 5 3 161.960 1.652
(502, viig.)

Data Set 5 12 3 152.241 1.672
(332, eliB.1
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TABLE 4-60

EFFECTS OF DIFFERENT ELIGIBILITY DATA ON-GROUPS FORMEV BY GROUPAL B

Data Set. Omissions Due to
eligibility size

Final Distance
-Mean-Final
Distance

Data Set 0
(100% elig.) 0 141.735 1.337

Data Set 1 0 0 148.280 1.398

(757 elig.)

Data Set 2 148.786 1.549

(50% elig.)

Data Set 5 18 1 142.658 1.639

(337 elig.)

TABLE 4761

EFFECTS OF DIFFERENT ELIGIBILITY DATA ON GROUPS FORMED BY GROUPAL C

Data Set Omissions Due to
eligibility size

Final Distance Mean Final
Distance

Data Set 0 0 0 149.681 1.411

(100% elig.)

Data Set 1 0 0 153.721 1.450
(75% elig.)

Data Set 2 5 3 159.209 1.624
(507 elig.)

Data Set 5
. 12 4 150.620 1.673

(337 elig.)
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'TABLE 4-62

EFFECTS OF DIFFERENT ELIGIBILITY DATA ON GROUPS FORMED BY GROUPAL D

Data Set Omissions Due to
eligibility size

Final Distance Mean Final
Distance

Data Set 0 0 0 139.034 1.311

(1007, elig.)

Data Set 1 2 0 179.908 1.729

(757, elig.)

Data Set 2 5 3 1.59.974 1.632

(50% elig.)

Data Set 5 24 8 109.891 1.485

(337. elig.)

Comparison of Teacher Generated GroupingsWith

Computer Generated Groupings

In an attempt to answer the second research question:

"Are group& formed by the computerized grouping procedure more

homogeneous than teacher created groups on selected student

characteristics and when both groupings meet the same constraints?"

Three different teacher generated groupings were compared with

the corresponding Computer generated groupings. The leader of unit 4

selected all grouping parameters applied in these tests; these

grouping parameters are listed below.

29,1
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Test 1

Curricular area: Study Skills, WDRSD

Skills to be considered Cll (31 eligible) D10 (8 eligible)

and eligibilities: D14 (19 eligible), (5 eligible)

Student Characteristics considered:

Visual Language (mean = 27.25)

Auditory Language (mean = 30.39)

Oral Expressive (man = 28.73)

Oral Written (mean = 28.07)

Number of students to be grouped: 88

Number of _gxoups to be formed: 2

Size of grroups: 1-30, 1-30

Usage of Skills: Single

The results obtained on the above grouping for both the teacher proce-

dure and the computerized procedure are shown in Table 4-63. The

table shows the two groupings to have been identical. To test the

hypothesis of independence between the two sets of skills groups formed

by the two procedures a chi-square test was performed. The chi-square

test of independence between these two groupings yielded a A of

167.689 for 4 degrees of freedom, which is significant beyond the .005

level and as a consequence the hypothesis of independence between

the two groupings was rejected. The.corresponding phi coefficient (b),

a measure of the strength of association, was .976, a very strung

association. This unanticipated result occurred because no students

were eligible for both skills Cll and D14. Consequently no relocations
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were possible to maximize the homogeneity of the two groups by Groupal

A. This lack of overlap between the two skills with the greatest

eligibilities prevented a useful comparison of the two procedures. The

nature of .the eligibility data and the grouping Constraints requested

precluded any other possible grouping.

Test 2

Curricular area: Comprehension, WDRSD

Skills considered and
eligibilities: C062(14), CD04(15), CD05(10), CE03(17) CF01(5).

Student characteristics
considered: as for test 1

Numidents to 13eiv)Leed: 88

Number of groupa to be formed: 4

Size of groups: 1-25i'1-25, 1-25, 1-25

Usage of Skills: Single

The results obtained from both the teacher procedure and the computer-

ized procedure are shown in Table 4-64.

The eligibilities for the skills oelected, were very small,

having an average eligibility of 14%. Consequently, a large number of

omissions resulted (44%) and the groupings'produced could not be con-

sidered useful. Realistically another set of skills would likely be

requested on which to base the grouping. These low eligibilities

restricted the number of relocations possible-and-hence the degree of

homogeneity produced by the computerized procedure. The mean final

distance of 16819 however was less than that produced by the teachers'

procedure 1.884. This difference reflected a 4% decrease in distance
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or a 4% increase in homogeneity by the computerized procedure. It

should be noted, however, that Slthough teachers had available data

on the student characteristics, they did not use it when forming

their groups.

The numbers of tnnq produced by the two procedures were

equal. This result unexpected because of the very low

eligibilities and small amount of overlap in eligibilities.

Of the 88 students, 79 were placed into the same skill groups

and only 9 students were placed in different skill groups, that is

into groups assigned different skills. This gave an agreement ratio

of 79/88 or .898. This ratio indicated that 79 students out of a

possible 88 students were placed into groups assigned the same skill

by both procedures. A chi-square test was conducted to test the

hypothesis of independence between the two sets of skills groups.

The chi-square test of independence yielded a)C2 of 210.691 for 12

degrees of freedom, which was significant beyond the .005 level and

as a consequence the hypothesis of independence between the two

groups was rejected. The corresponding phi coefficient (0) was .893,

indicating a strong association between the results of the two

groupings.

The profiles of the groups produced by the two procedures are

shown in Tables 4-65 and 4-66. The two sets of profiles appeared to

be similar.
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TABLE 4-65

PROFILES OF GROUPS RECOMMENDED BY TEACHERS, TEST 2

Characteristic Group 1
(CE03).

Group 2
(çDO4)

Group 3
(CD02)

Group 4
(CD05)

Visual I "- Juin low me4ium/high mediUm/high

Auditory Language medium/high medium/low medium/low medium/high

Expressive Oral medium high medium/high kedium ow

Expressive medium/low medium/low medium high

Written

TABLE 4-66

PROFnES OF GROUPS RECOMMENDED BY THE COMPUTER"- 0 PROCEDURE,

TEST 2

Characteristic Group 1 Group 2 Group 3 Gxoup 4

(CE03) (CD04) (CD02) (CD05)

-Visual Language medium medium/low medium low

Auditory Laaguage medium/high low medium/low high

Expressive Oral medium high medium medium

Exprese medium/low low medium high

Written
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Test 3

Curriculum area: DMP

Topics considered and Topic 49 (37), Topic 54 (27), Topic 55 (30)
Topic 45 (40)

Student characteristics Visual numerical (mean = 31.82)

considered: Auditory numerical (mean 28.68)

Number of students to be grouped: 88

Nupper of gEoups to be formed: 5

Size of groups: 15-25, 15-25, .A5-25, 15-25,,15423

Usage of Topics: Single

The results obtained from both the teacher procedure and the computer-

ized proceduz- Are sbown in Tah/e 4-67.

The el1100bilities for the skills requested were somewhat meTe

useful for grogpirtif purposes than the eligibilities in the tWo previous

tests. .The average -eligibility was 38% and the number of omissions

from the teadierT pAotedure was 12 and 13 from the computerized

procedure.

These aiiher eligibilities and the number of overlaps in

students' eliFTWities increased the opportanity for the computerized

procedure to penduva more homogeneous groups tlion in the earlier Imo

tests. The moon finAl distance of 0.904 from tnie sompdterized pro*

cedure compared =)a, mean final distance of 1 331 from the teachers

procedure reflecting a 33% decrease in distance or a 33% increase in

homogeneity by the e.s...-"mputerizecl-procedure. Again it should be noted

that teachers did.most use student characteristics in forming their

groups.
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TABLE 4-67'

CCM*41.13011 131..TEAGHER. mazaTED GROUPS AND
COKPUTER GENERATED CROUPS. DPW

Procedure Missions noel.
Distance

Mean
Piaal
Edstauce

Skills
Assigned

Sizes of
Groups

Group 1
VW AN

Croup 2
VI AN

Group 3
VW AA

Group 4
VN AN

Group
VN

Teachers
Procedure

Computerized
Procedure

12

13

102.528

67.793

1.349

0.904

56,49,55,
54,56

56,69,55,
54,56

17,19,16,
8,17

13,25,14,
13,10

.17

.62

-.15

.81

.12

-.17

.23

.37

.03

-.51

-.03

.06

.28

.59

.01

-.29

.03

-.15

3
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.

The number of omissions produced by the teachers procedure was

12 as compared to 13 by the computeriZed procedure. -The extra omission

was causedhy Group 2 (ski11.49) exceeding its size limit and select-

ing a student for relocation who was ineligible for any other skill.

This student therefore was placed in the omissions.group with the

Ziagnostic 'llremoved from Group 2 because of size constrainta."

Of the. 88 studentai..250 students were placed into the same skill

groups and 38 Were placedlinto different skill groups. This gave an

agreeMent'ratio of 50/88or .568_indicating 50 mit of a possible 88

students were placed intolgroups assigned the same skill considerably

less than obtained in Test 2 (comprehension). The corresponding chi-

square test of independence between the two groupings yieldect a X.2 of

159. OtT for 25 degrees of:freedom, which was significant beyond the

.005 level. The corresponding phi coefficient (0) was .601, indicar-

ing amoderate association'tbetween the results of the two groupings.

The profiles of the groups:produced by the two procedures are shown

in Tables 4-68 and 4-69. The two sets of profiles appeared to be

somewhatdifferent. It is noticeable that the profiles of the groups

produced by teachers show a uniformity of student characteristics&

Ths uniformity was not nearly as noticeable in the groups formed by

the computerized procedure.

The computer printout produced as part of Test 3 is shown in

Appendix H,:page 3961 Student names have been omitted for reasons,

of privacy.

3 0 o
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TABLE 4-68

PROFILES OF GROUPS RECOMMENDED BY TEACHERS, TEST 3

Characteristics. Group 1 Group 2 Zzoup 3 Group 4 Group 5
(Topic 56) (Topic 49) (ropic 55) (Topic 54) (Topic 561

Visual
numerical medium medium medium medium/

high
medium

Auditory
numerical medium medium/

high
medium medium medium

TABLE 4-69

PROFILES OF GROUPS RECOMMENDED BY THE COMPUTERIZED PROCEDURE,
TEST 3

Characteristic Group 1 Group 2 Group 3 Group 4 Group 5

(Topic 56) (Topic 49) (Topic 55) (Topic 54) (Topic 56)

Visual
numerical high medium low igh medium

AuditOry
numerical high -medium/

Arigh

medium medium/
aow

very-low
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Teachers' Perceptions of the Computerized

Procedure

_A questionnaire was prepared and administered to the fiVe

teathers of unit 4 in an.attempt to aicertain their perceptions of

the computerized grouping procedure., ,The.primary purpose Of the

247

questionnaire was to provide information useful in answering the third

research question: qlo teathers involved in the.grouping: of students

perceive the computerized groupings as being a more efficient pro-

cedure than those procedures currently employed and being able to take

into account (a) realistic constraints on the formation of groups and

(b) relevant learner characteristics?"

The questionnaire, which is shown in appendix G was of two

parts. Part I was designed to identify the features of a computerized

grouping which teachers considered important. Part 2 was designed to

identify the extent to which these same teachers perceived the computer-

ized grouping procedure as including those features which they con-

sidered important. Each part comprised 23 parallel questions. For

example, Question 10 of Part A asked respondents whether teachers

should be able to specify learner characteristics on which to form

groups. Question 10 af Part B asked these same respondents to assess

how successful the computerized grouping procedure was in allowing

teachers to specify relevant learner characteristics. Twelve of the

questions referred to options, for example, 4ptions for apecifying

single or multiple usage of skills. Five other questions referred to

the use of student characteristics when forming groups. Three questions
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referred to the omission of students from groups, two questions to the

comparative efficiency of the computerized grouping procedure and one

question to the format of the computerized reports.

Responses to each question were made on a 5-point rating scale

and respondents were asked to Make comments where they wished to

elaborate on their responses.

In Part A, a score of 1 corresponded to "very desirable' and

a score of 5 to "undesirable." In part B, the correspondence was 1

for "very successful" and 5 for "unsuccessful".

The questionnaires were issued to teachers on May 27, 1976 and

received back by June 4, 1976 just prior to the end of the school year.

Prior to, and while completing the questionnaires, teachers had avail-

able the three sets of groupingd-produced by the computer. What

follows is a qualitative description of the responges made by the five

teachers who had been introduced to the computerized grouping proce-

dure. These perceptions or impressions reported by teachers are

organized under the headings:

(i) options,

(ii) format of grouping reports,

(iii) omissiotE,

(iv) student characteristics,

(v) efficiency.

Options That teachers should be able to specify the number of groups

was consistently considered very desirable or desirable by all

taspondents, who unanimously agreed that the computerized procedure
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did this very successfully. The importance of specifying the exact

sizes of groupwwas given as overall median rating by respondents

with one respondent claiming it to be an undesirable feature.

Respondents also gave a median rating to the computerized procedure's

success in providing this option, only two teachers recognizing the

procedure's capability for doing so. The option of specifying

group sizes as ranges was unanimously considered very important and

with one exception as being very successfully achieved by the computer.

Also considered unanimously very importani was the need to

specify a set of skills from which those to be studied by each group

are selecfed. Teachers did not consider it as important to specify

---
what particular skills were to be assigned to each particular group.

Respondents perceived that the computer very successfully achieved

this latter goal. Only one respondent noted that the computeriZed

procedure did not provide the option of specification of particular

skills to particular groups. The single/multiple usage option was

consistently perceived to be desirable and successfully provided.

Teachers generally considered it desirable to have the option

of being able to specify particular students who are to be or are not

to be placed on the same group. The respondents however gave a median

rating to the computerized procedure's success at placing into

different groups incompatible students.- The latter option of placing

specified student's in the same group was correctly noted as not being

available by four of the respondents.

Teachers did not consider it very important or important that

they be able to request groupings based only on student characteristics
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and without reference to eligibility or to request groups formed only

on the basis of eligibilities and without reference to student

characteristics. Generally, teachers perceived these options as

being successfully provided by the computerized system.

Considered important was the ability to reqUest groups froma

subset of the units as well as the whole unit The option was

perceived as being succesufully provided by the compUterized-procedure.

Student Characteristics. With one exception teachers considered

the specification of student characteristics on the basis of which

groups are to be formed, to be very important but gave only a median

rating to the computer's ability to provide this successfully, one

respondent giving a rating of 5 (unsuccessful). Another respondent

in his accompanying comments stated he preferred to use his personal

knowledge of students rather than quantified information on learning

styles, which he believed to be inaccurate.

Teachers considered the forming of maximally homogeneous groups

as importaht but gave only a median rating to the computerized pro-

cedures ability to provide these groups.

Strangely,teachers did not perceive as important the need to

readily observe differences in group profiles and gave a median rating

to this feature. A similar rating was given to.the computerized

procedure's ability to provide this information. Teachers did however

consider it important that similarities in learning characteristics

over each group should be helpful to them when they prepare instruc-

tional prescriptions. The respondents gave a median rating to the

procedure's success at providing this help.



Format of Grouping Report

-The-Inclusion In the report of:

(i) names of students in:alphabetical order,

(ii) the number of students in each group,

(iii) the name of the skill assigned tO,the-group, and

,

(iv) the mean of each characteristic for the group,. were All

. _
considered very Important.and-:verysucCessfullY achieVed :

by the computerized prOcedUre.

Omissions

Minimizing the number of students omitted from the grouping was

generally considered important or very Important. However, only one

respondent considered the computerized procedure as being successful

in achieving this minimization, the overall rating being 3 (the median)

Considered very important was the need to provide reasons for each

omission and to provide alternative grouping recommendations for these

omitted students. The computerized procedure was rated successful

in providing reasons for occasions and 'given a median rating for pro-

' viding alternative recommendations.

Efficiency

That the computerized grouping procedure should.be more

efficient .(take less staff time) than either a manual grouping pro-.

cedure using McBee cards or a CMI grouping procedure using 'Instructional

'Groupingllecommendation Forms was consistently considered very important

by respondents. These respondents considered the computerized proce-

dure to be much:more efficient than a manual procedure and' as'cbeing

"-i"
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'in6re efficient tlian the present CMI system of Using Instructional Group-

ing Recommendation Forms.

From the responses made by the five teachersi to question6 about

the desirability of certain features of a coMputerized grouping pro-

cedure and to questions about the computerized procedure's success

in providing these features, iz is clear that no feature discussed

was considered unimportant. Ten out of the twelve options referred

to were considered as very hmportant or important, the least important

features being requests for grolps of exact sizes and for groupings

not based on eligibilities for skills.

Overall, the computerized grouping procedure did not receive

top ratings for its perceived success in achieving features considered

important. However, no feature possessed by the computerized procedure

received less than a median rating over all respondents. The options

perceived as being least successfully provided were (i) specifying

particular students to be placed in the same group (considered impor-

tant by most respondents) and (ii) forming groups only on the basis

of student characteristics.

Although teachers perceptions of the importance of the various

aspects of using student characteristics when forming groups were

inconsistent, all aspects referring to maximizing the homogeneity

of groups and the use of group profiles in making instructional

prescriptions were considered as important. Respondents however

consistently gave only median ratings to the computerized procedure's

success in providing for these features related to student learning

characteristics.
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All aspects of the grouping report were considered important

and very well met in the computerized reports.

All aspects of minimizing omissions and of providing information

helpful in the subsequent placement of these students were also

considered very important. The computerized grouping procedure's

,success in minimizing omissions was rated 3 (the median) by teachers

and only slightly above the mediation providing recommendations for

those students omitted.

The computerized grouping procedure was perceived es being

much more.efficient than a manual procedure and more efficient than

other WIS-SIM procedures.

Summary

This:chapter reported and analyzed data collected as part of

the evaluation of the ,effectiveness of the four algorithms which had

been designed and computerized for use in forming groups for instruc-

tional purposes. Initially it was determined that Groupal C was

most effective with a weight of 0.5 on each skill eligibility and

that Groupal D was most effective with a weight 1.0 on each skill

eligibility. Groupal A was selected as being the most effective

in terms of the number of omitted students and in terms of the

homogeneity of the groups formed. This decision was reached on the

basis of a testing program of 64 tests in which the parameters of

the grouping process were systematically varied to provide a compre-

hensive range of realistic grouping situations. Over all tests Groupal

B most consistently yielded the most homogeneous groups and Groupal A,
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the least omissions. Considering both criteria of equal importance

Groupal A had a higher total ranking and hence was selected for

comparison with teacher groupings.

Each of the four algorithms were subjected to a battery of tests

to determine the effects of various elements of the grouping process

on the groups formed. These parameters included weights of skills,

single/multiple usage of skills, size constraints, number of groups,

methods of selecting seed points, extreme student scores and different

proportions of eligibility. These analyses provided information on

the performance of the algorithms which may be useful in their more

effective use.

Two of the three comparisons between teacher generated groupings

and computer generated groupings failed to produce useful information.

The third comparison, which involved the DMP program and related

student characteristics,suggested that the computerized procedure yields

an equivalent number of omissions and much more homogeneous groups.

Teachers perceptions of the computerized procedure were assessed

by a questionnaire in the form of a rating scale. NO grouping feature

considered important by teachers was considered to be unsuCcessfully

provided by the computerized procedure. In fact, no feature received

less than a median success rating.

3 1 5



CIFilarea V

REVIEW,TINDDSGS.,:LRECOMMENDATIONS
AND IMPLICATIONS

nIt*ochapter summarizes the study.as a who Ie. integrates the

findingsaakes recommendatiams based on these firlings and finally

considers die implications of-the findings. The first section provides

a summary of Chapters I-IV. The second section synthesizes the find-

ings related to the research questions. The third section contains

recommendations on the usage of the computerized procedure. The final

section discusses the implications of the findings for research and

administrative practice.

Review

This study was concerned with the formation of groups of students

and specifically addressed the problem: Can a computerized procedure

be developed which is useful in forming groups of students for

instructional purposes?

The procedure developed to solve this.problem was mathematical
1

in nature and invOlved utilizing computer technology in its implemen-

tation. The study itself comprised the design, development, application

and evaluation of the procedure.

The solution to the above problem was baped on an anajysis of

the specific educational environment within which the solution was

255
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applied. ,ceUiv developed in this study :zimed to facilitate,

in part, th rx,..-of a particular individlized program of

instruction, -44$414a1y 114 vividually Guided Education (IGE). Specifically,

the study was conciteed as an extension of the grouping procedures

employed by ithP cuulkin System for Instructional Management (WIS-

SIM), the compt Ifttem which supports IGE.

The si). ,deunce of the problem was derived from a consideration

of some featurr -knnsavidualized instructional programs and in

particular was ;tug-pc:cried by (i) the central role of grouping practices

in individualif. 4totructional programs, (ii) the need for providing

instructional tsion-makei:s with more relevant information on which

to base groupin-, And (iii) the need to provide more efficient and

effective prace8a+ves in the formation of the groups.

Chapter 1 im part considered the educational environment in

terms of (i) the purposes of grouping within individualized programs

of instruction, manual grouping practices in IGE, and (iii) factors

on which to form =,..1..2=ws such am aptitudes, achievement, interests,

learning style aria the measurement of these factors. This examination

led to the setting of the following criteria which an acceptable

computerized grouping procedure should meet.

Criterion 1_ ALcomputerized grouping procedure should provide

for the creation of maximally homogeneous groups based on relevant

student learnivg- characteristics.

To provide for fIrmibility of grouping arrangementscompatible with

IGE practices the_ next two criteria were proposed.
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Criterion 2: A computerized groupihg procedurs.r should permit

the storage of diverse data from which Selections cem beHmade to:meet

different instructional purposes.

Criterion 3: kcOmputerizoigrouping procedupuldperMit

the formation of groups, the sizes and nuMberS of aitiikrzan belspeck,,

4
fied by those responsible for the foreatiOnofthe gospels.

The examination of both 1GE and WISIM edUcational polities and group7

ing practices made obvi.,us the need:to eOnsider thenature of

hierarchically sequenced, instruction4I4rograes.' This consideration

t e

Criterion_4: A computerizedgrOuping procedureshould,take

into account the prerequisite structure of the instructional program

when such prerequisites help determine the cOmpolation of the groups

to be formed. Concern for the heterogeneousmature of the variables on

which the groupg was to belbased led to the next ctiterion.

Criterion 5: A computerized grouping procedure shoulth.permit

the selection of data measured on differentscales as this Is considered:

relevant, tothe purpose of grouping.

A:brief summary of quantitative models usedlor grouping:in

some non,-educational areas was presented as part of Chagrer I: :in an

attempt to ascertain their relevance to the problem of groppipg

students Ibr insttuctional purpoSes. This summary, whiChslaspre-

liminaryto a detailed examination of those techniques considered

as beingmost relevant in the solution of the ITroblem, indladeet
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(i) hierarchical techniques,

(..t* optimization -partitioning techniques,

density orHmode-seeking-techniques,

6:7) clumping techniques,

(v) other- methodevwhich diiimot.:fAll clearly into:anyaf the

other four:groups, for7exampie, factorenalysis and

discriminant function analysis.

It became apparent from the survey:that none of thesvailable`

clustering techniques were exactly applicable to the grmmping situation

as defined by Criteria 1 through 5. For example, none of the techniques

reviewed dtrectly referred to eligtbility for group memberghthp. Neither

did_ any of the applications of these techniques incorporate the option

of prespecifying the sizes of the groups. However the partitioning

techniques, which are very similarto the steepest descent algorithms

used for unconstrained optimization problems in mon-linear programming,

appeared more directly amenable to such constraints, than did the

other clustering techniques, which awe mostly used where natiiiilly

occurring 'clusters are sought.

Despite the :Etmitation of providing only loco/ optima, parti-

tiiing techniqumszmppeanftd to mostclosely meet criterion 1 through_ 5.

Metr gpoeral structmre appeared mare adaptable to:meet:these criter±e:-.

:It=thelarfore seemed profiMable to Mnit a more detanedmination

oficlusterIng techniques Imo the optamization-pattitionirwtechniques.

lids was accomplished in Chapter LI and served as the bands of the

design of an acceptable algorithm.
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?tir7examination of-the 6,erations 'research literature revealed

that ehe sub-optimal partim6o,12ing techniques introduced in Chapter I

w_a..anityset of a vider-tcnnection ofoptimization procedures designed

toemadim=aMbinatorial -pinbAemos. Because the-prOblem investigated

imams:L.4) the search.:fc=,:an algorithm directly applicable to the

grogf students for Inntructional purposes and (ii) the possible

subsequent-modification of-an existing algorithm, it appeared appro-.

priere to-review the wider cIlection of7combinatorial procedures and

theda7.:gpplicatinn to .assignment -problems.. The..variousA3rocedures

reviewed_inCluded (i) complete enumeration; (ii) integer-programming,

(IAA) impiicitanumeration procedures, and (iv) heuriatic or sub-

optmarocedures.. This review led to the following:series of

rennnumendations-which constituted the basis of the design of the

ommputerlimed grmuping procedure.

Recommeadatrana_ Complete enumeration of al1 groupings to

.traentify that roupirttrAfertch achieves maximal homogemeity should not be

qz.onsintered ferker4, since-Hit-is not afeasible procedure.

.3scause of-ebe uncertainty of obtaining _optimal solutione with

Ainnemer progtmening7m3ethodxsandl:the complex nature Of:the problem being

-smaiNele (e...g...--eltgfattrityad size constraints on grmomp_membership)

owinw=acaumoftdatiannwas also made.

'Recommendation:12: .Arminteger,programming7procedure should not be

conaldered..further as a' vtiale method of identifying.that groupidg

Athitifriachieves-maximal.hommeneity.
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Although the problemof grouping students for instructional

purposes may be formulated_in tttrius of the implicit enumeration proce-

dures such as branch and hound, backtrackins and dynamic programming

their application to ikis grouping problem appeared no be computa-

tionally infeasible; this observation led to the folloWing recommenda-

tion:

Recommendation 3; Nam of the exact procedures should be con-

sidered further as viable inerrhods for identifying that grouping which

achieves maximal homogenatqp.

Because it appeared.=that the cadhinational problem being

investigated could only be =easonably solved by a sub-optimal

approximation the fdllowing recommendation was made.

Recommemdation 4; The availahLe heuristic Algorithms should

be reviewed for the vulnoses of selecting one algorithm for implementa-

tion, or alternativei.= selecting desirahTel characteristics of difEerent

algorithms to comp:Ito 41 mew algorithm.

Most adE=thse tstzhnie..treammpelorn:hree distinct praredn=em:

pmnutdipmes for7initiating groups,

(±i) proctdmmen for7re1ocating entities, anE

(iii) a grouping criterion

Tecause the. purpose-of grouping students was to produce gxonps

of individuals maximally homogeneous in relation tv-the toJEAL *et of

variables and also to ensure that each individual%wasslatively

sitithr t-11,4,1Ntery other indisidual in the same Tcitern each v:e3±i±a-krae,

becawsz-heggrouping was less ariented:towards thelobjectives

classification or-clustering-than towards the purposes of dissection, and
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because of the administrative restrictions in the formation of groups,

the following recommendation was made:

Recommendation 5: A minimum Ilardance criterion Should be used

as part ofa heuristic7programming technique4

Twelve minimmmvariance procednmes were reviewed.land a decision

ntade to consider fol. ut.ar the partitionlog procedures,of Forgy, Jancey,

MacQueen and Selland:Hall as well as: variants on:them proposed by

Wishant and McRae (pagei114. This discussion resulted in the following

recommendations.

Recommendatioli6: Sedd points leading to amL-;bOLItbsiL.partition

should scan thewbole data met aniitake into account the density of

.

the data set.

. Recommendation. 7; The Foosy reallocationproredure should be

used to -produce, a local minimum 'mi.:ZOE:total wittrinit=ups sum of

squares criterion., -Tbmadigoritimal44:Pd-neutummtentroicLsorting

with fixed:A:lumbers ..ofAommaTe.

Recommendation va=Lablemon which the- 10;on#Ing is-to be

based should be standardized.

RecommendaMiamS:: 'The szessume cf. similarity :ta be used is the

weighted uciideaai

where ak is the weigkt attacized :to kth yak iable.
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Recommendations 4 through 9 referred to homogenizing procedures

usually considered in the literature independently of any administra-

tive constraints.

Accordingly, the homogenizing procedure outlined had not been

considered within the operating framework imposed by the-constraints.

Without further development, such an algorithm was considered inade-

quate for solving the problem of grouping students. Because of the

structure searching purposes of clustering algorithms the individual-

istic nature of heuristic algorithms, and the lack of applications of

computerized grouping procedures in school settings, it was concluded

that no presently existing algorithm could be directly employed to

solve the grouping problem investigated. It, however, was the case

that some features of these other procedures could serve as the basis

of a design for an algorithm useful in grouping students for instruc-

tional purpoSeS.

The development of an acceptable algorithm concerned the fitting

of a homogenizing procedure within a framework of administrative

constraints. It was considered that such an algorithm should comprise

the following essential elements (itwasassumed the number of groups

to be formed wasknown):

(i) a criterion to be optimized,

(ii) a measure of inter-student similarity,

------(4ii)-the-determination of seed points around which to form groups,

(iv) the allocation of students to groups on the basis of

learning characteristics,
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(Y) the continued reallocation of students to groups to optimize

the criterion,

(vi) the allocation of skills to groups,

,

(vii) the allocation of size limits to groups,

(Oiii) the imposition of group size constraints,

(ix) the imposition of eligibility constraints.

Four Alsorithms

On the basis of the foregoing considerations, which were

developed in chapters I and II,four algorithms were designed, and

computer programs were written, implemented and evaluated.

The first grouping algorithm (Groupal A):

(i) initially selected.skills,

(ii) matched group sizes with skills,

(iii) allocated eligible students to these groups to

maximize their homogeneity, and then

(tv) applied other. constraints.

The second grouping algorithm (Groupal B):

(i) initially allocated students to groups to ftiximize

homogeneity and witholany constraints,

(ii) then on -he basis of these groups selected skills,

(iii) and finally applied other constraints.

The third grouping algorithm (Groupal C) was Groupal A modi-

fied to include student eligibilities (weighted) with student

characteristics in the assignment of these students to groups.
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The fourth grouping algorithm (Groupal D) was Groupal B

modified to include student eligibilities (weighted) with student

characteristics in the initial allocation of students to groups.

In each of the four procedures the users specified:

(i) whether the eligibility for skills was to be taken into

account,

(ii) whether student characteristics were to be taken into

account,

(iii) whether the one skill could be studied by more than one

group,

(iv) the number of groups to be formed,

(v) the size of each group to be formed,

(vi) the number of students to be grouped,

(vii) the skills to be considered,

(viii) the student characteristics to be considered,

(ix) the students to be placed in different groups,

(x) the maximum number of iterations permitted in the

relocation process.

For Groupals B and C the user, also specified:

(xi) the weighting to be applied to the skills,

(xiI) whether seed points were to be calculated or specified.

The profile of each recommended instructional group comprised

(i) the group number,

(ii) the skill to be taught

(iii) the number of students in each group,
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(iv) the group members identification numbemand namesin Alpha7

Optical order,.

(v) the distance of each student,from the mean and

(vi) the mar, -variance and standard:deviation of each

FlIrtAg.nt characteristic for each group.

An omissiens spcup was also provided showing:those:students omitted

from the grooving and the reason for each omission.

The',Evaluatimm:Procedures 1u-

Thosnaluation wits performed in three Parts. The first:part

determizteclthestast effective of the four procedures developed; the

second part determaned which of the Computerized grouping procedure

or a teacher grouping procedure was the most effectiveiand the third

part dereroined.teachers' perceptions of the efficiency and effeCtive-

ness of the computerized grouping:procedure.

The campbete evaluation plan designed to answer the three

research rquestions:involved (i) establishing sets of criteria,'

(ii) :designing a testing program in which the different:grouping pro

cedures are testedunderAifferent conditions', and (iii) collecting

setscfstudent data on which to test the differentTrocedures.

Tbe data required for these testing pUrposes:COnsisted:of'data

relatin6 to the eligibility of students for particular skille_of An

objective based program and datarelating to the characteristics o

each student. One unit of 106 students from an IGE schoO1::was'chosen::

as thesource of student data and the teaChers inthis unit proVidedt

an.ansessment of the Computerized procedure.
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Data collected on the learner characteristics of each student

included measures on nine constructs of learning style, the number of

skills m,stered in the Study Skills component of the WDRSD program and

scores on the Stanford Diagnostic Test of Reading. These data

served as the basis for the compilation of four different sets of

student characteristics which were then combined with three simulated

sets of eligibility data to form seven different data sets for use

in the comparison of the four grouping procedures.

The testing program designed to evaluate the effectiveness of

the four algorithms utilized a subset of four student characteristics

and six skills. The testing program was prepared in three parts:

(i) lktests to determine the most effective weights for

Groupals C and D,

(ii) 64 tests to determine the most effective of the four

algorithms,

(iii) 12 tests to determine the most effective method of deter-

mining seed points in Groupals B and D.

Throughout the ciiffigEfe testing program of 90 tests, the data sets,

group sizes, number of groups and the single and multiple usage

option were all varied to represent the conditions in which the group-

ing procedures would realistically be implemented. The testing pro-

gram however, involved the selection of a relatively small set of

conditions from a much larger set of possible conditions.

Two criteria were used as the basis of selection among the

weights and among the algorithms:
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(i) the average final distance as a meaJure of homogeneity, and

(ii) the number of students omitted from groups.

Both criteria were considered of equal-importance.and all

tests were accorded an equal value. The performances of each weight

and each algorithm were ranked on each test and each Criteria and the

weight and the algorithm with the-ve,ntest ranked scores over all

tests and both criteria were selected as being the moSt effective.

The comparison between the teacher generated grouping's and the

computer generated groupings involved three separate groupings, eadh

for a different instructional program. The unit leader selected

all parameters for each grouping: skills and student characteristics

to be considered, numbers of groups, sizes of groups', and single or

multiple usage of skills. The number of omissions yielded by each

method was recorded. The homogeneity of each set of groups was-

measured by the average final distance. The similarity of each set

of groups was assesied by comparing the profiles of the groups formed

by a ratio of agreement$and by the dhi-Oquare.statistic and the ghi

coefficient of association.

The teachers' perceptions of the efficiency and effectiveness

of the computerized grouping procedure were obtained by having the five

teachers involved complete a questionnaire. The questionnaire was

designed in t.wo parts; part I was designed to identify those features

of a computerized grouping procedure considered to be important by

teachers, and part 2 was designed to identify the extent to which

teachers perceived the computerized grouping procedure as having been
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successful in providing these features.

Chapter 4 presented the analyses of these evaluations.

Findings

This section is presented in six parts. First, findings

related to the effectiveness of different weights, applied to the

skills eligibilities in Groupals C and D are described. Second,the

findings related to the effectiveness of the four algorithms are

described. Thirdly,the effects of various elements of the grouping

procedures on the groups formed are discussed. This section is

followed by a fourth which concerns the effects of weighted skill

eligibilities of singleimultiple usage of skills, of size constraints,

of the numbers of groups,of different methods of selecting seed

points,of extremes in student data,and of various proportions of

eligibility. The fifth section describes the findings related to the

comparison between the teacher generated and computer generated group-

ings. The final section reports the findings related to the teachers

evaluation of the computerized grouping procedure.

Selection of Weights

Fourteen tests were designed to determine which of seven

weights ranging from 0.5 to 20.0 were the most effective when applied

to skills eligibilities in Groupals C and D. The same seven weights

were each applied to data set (75% eligibility) and data set 2 (50%

eligibility) with number of students to be grouped, number and sizes

of groups requested and multiple usage of skills all being held constant.

329



269

The analysis showed that a weight of 0.5 applied in Groupal C

was clearly the most effective in terms of consistently yielding the

least number of omissions and the most homogeneous groups. Generally,

it was found that the homogeneity of the groups varied indirectly with

the size of the weight. However, the rate of decrease in homogeneity,

became less as the weigh Increased. The largest decreases in

homogeneity occurred for weights of 2.0 or less. The number of omis-

sions varied only slightly over both data sets, with a weight of 0.5

yielding the least. Consequently it was decided to utilize a weight-

ing of 0.5 for all skills eligibilities in later usages of Groupal C.

The corresponding tests of weights applied in Groupal D did

not reveal any one weight as being the most effective although a weight

of 1.0 was chosen for later implementation because of its very slight

advantage on both the omissions and homogeneity criteria. This lack

of a single most effective weight resulted from two trends each of

which nullified the other's' effectiveness. An increase in weight

tended to correspond to a decrease in homogeneity and a decrease in

the number of omissions. The decrease in homogeneity (measured only

on student characteristics and not including the skill eligibilities)

was apparently a function of the stronger influence of the increasing

weights in the location-relocation process. Conversely, the true

student characteristics contributed a decreasing influence in the

location-relocation process; the/end locations consequently possessed

less homogeneity than they did with lighter weights. The trend to

lesser numbers of omitted students for increased weights was anticipated,
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this being a purpose in the design of Groupal D. The influence of the

weighted skill eligibilities was felt in the initial assignment of

students to groups when students with similar patterns of eligibilities

were forced into the same initial groups.

A weight of ,1.0 was chosen to be applied to skill eligibilities

in later tests of Groupal D on the basis of the evidence which indicated

its comparatively effective performances on both criteria.

Selection of the Most Effective Algorithm

A set of 64 tests was deigned to determine that algorithm which

most consistently produced the least number of omissions and the most

homogeneous groups. The tests included five different data sets,

three different sets of group sizes and three different numbers of

groups to be formed. The number of students to be grouped was the

only constant element throughout the testing program.

Over all tests, Groupals A and B most consistently gave the

most homogeneous groupings with Grout)al B being slightly more effective.

Groupal A was clearly the most effective algorithm in most consistently

yielding the least number of omissions. Considering both criteria of

equal importance, Groupal A was selected for a later comparison with

a teacher grouping procedure.

SevLral exceptions to the trends relating to Groupal A should be

noted. Groupal A was comparatively ineffective in yielding the most

omissions when no group size constraints were applied. In this case

the small lower limit of the group sizes (1-99) resulted in the

multiple usage of the one skill and the selection of only two skills
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over all five groups. This reduced selection Of skills resulted in

more students being omitted because Of ineligibilities for 'the two

skills.

The number of omissions yielded. by Groupali A and B were

generally unaffected by the presence Of extreme student scores but

Grcupals C and 'D clearly gave less omissions in, the-presence of

extreme scores and in comparison to Groupals A and B. This advantage

of Groupal D, however was not consistent and reflected the volatile

behavior of the algorithm in being affected by the extreme scores,

which in turn affected the seed points and initial group membership,

and finally the assignment of Groupal D, throtWoute

testing-program produced inconsistent results, a feature not shared

by Groupa-A.

Groupal A was comparatively more effective in providing

homogeneous groups on data with high average eligibility than on data

with low average eligibility. All algorithms produced more homogeneous

groups in data containing higher average eligibility, and Groupal A's

comparative disadvantage on low eligibility data is difficult to

interpret because of the much greater numbers of omissions (particularly

produced by Groupals B and D) which have the effect of grouping quite

different subsets of students out of those in the original unit.

The selection of the weights for skill eligibilities and

the final selection of the most effective algorithm were based on

only a relatively small sample of conditions. Although the testing

program was considered to be representative of realistic grouping
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situations, it should be recognized that the final selections were

based on one testing program and one set of criteria. The reliability

of these selections is unknown.

An analysis of the effects of varying different elements in the

grouping while controlling other elements was also provided in

Chapter IV. The purpose of this analysis was to identify any unfore-

seen effects which would lead to recommendations for uzing the pro-

cedures and perhaps to later modifications.

Effects of Weights

In an attempt :to more specifically describe the elfects of

weights on the groups formed by Groupals C and D eight tests were

performed involving data set 2, multiple usage of skills and five

groups of sizes 25-30, 25-30, 25-30, 15-20, 5-10.

There was no observable relationship between the numbers of

students omitted and the sizes of the weights applied in Groupal C.

However, the homogeneity of the final groups was always the least

when no weight was applied to the skills eligibilities. The light

weighting of 0.5 resulted in only slightly less homogeneous groupings.

The decrease in hommgeneity for larger weights was noted earlier.

Another effect of these heavier weights was to reduce the number of

iterations required to achieve convergence to a local optimum level

of homogeneity. This more efficient result was due to the influence

of the weighted eligibilities in initially placing into the same

groups students with similar patterns of eligibilities and consequently

restricting the number of relocations. This lesser number of
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relocations led to a quicker convergence to.a local optimum. with,

udfortunately, also a lower-level nf homogeneity.

The convergence was also noted as noi being a continuous

decrease in homogeneity, when.this-wae'meeeurecthe true:student

Characteristics. 'Ailieqwas due to the inclusion.of weighted eligibili-

ties in.the lOcationrelecatiOn process And their inclusion lathe

-nneasurement of homogeneity.

The most.noticeable changes in final grouvprofiles produced .

y Groupal C resultedZdy using the lower weights mf

1..D'Awith only Very minor changes being noticed asala result of heavier

eights. The smaller groups were the most.suceptible tochanges in

profile as a result ofthe changesAn weights.
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The weights applied to Groupal D posaessed some trends similar,

to those for Groupal C in terms of irregular patternscf convergence,

decreasing numbers of iterations for increasing weights,and.decreasing

homogeneity for increasing weights. The trends however, were not as

strong as for Groupal C, the inconsistency due to the Initial assign-

ment of skills and group sizes which were based on subsets of overall

eligibilities. Groupal D results displayed a'weak trend of decreasing

eligibilities for increasing weights.

The profiles of the final groups produced by Groupals C and D

were dissimilar, making clear that these algorithms produced quite

different sets of groups.
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Singleand_Multipa,Usage

Threetlifferent datasetS were.used to compare the effecta of

single usage of akilld and:multiple usageAA.skills.. Although each

involved differentproportions of eligibility, separate skills

eligibilities imieachaet were fairly uniform. ,As aconsequence of

these uniformities the difference between the greatest

and lower limit of the corresponding group size always failed to :.exceed

the next greatest,eligibility. Therefore in the tests on Groupals

A and C, no skillwas selecte&more"than once ConseqUently no

information was obtained on the differential effects of single and

multiple usage of skills.for Groupals A and C.

Because Groupals B and D assigned skills on the basis of

greatest eligibility within each group, the Same skill was found to

be assigned more than once in every applicatiom:of the multiple usage

option. In all comparisons of single and:multiple usages witdb

Groupal B, single usage produced.fewer omissions but multiple usage

produced slightly more homogeneous groups. Groupal.D:alsotended

to assign skills more than once, to Yield feweromissions for single

usage, and to produce slightly more homogeneous groups for multiple

usage. This trend however was weak.

Group Sizes

Typically the number of groups and the sizes of groups are

inversely related for a fixed number of students, and so in these

cases it is difficult to attribute changes in final groupings to the

effects of group size rather than to the number.of groups. However,
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in this set of tests, the numbermas held constant anathe-ilizes of

the grot:,ps altered from:25-30, 25-30,..25730, 15,20 540, to 30, 25,

20, 16, 15 to five groups each of size_1-99. The three ,sets of sizes

therefore involved range exact and unconstrained speciTications.

The critical influence nEthe lowerflimit offdte group size

was again.experienced when the effects ofAifferent gzunp, sizes on

the final groupings were examined. In the unconstrained case (1-99)

and with Groupals A and C, the skill with the greatest eligibility

was assigned to groups until the difference between the lower limit

of the first group (1) and the highest eligibility became less than

the second greatest eligibility. cattomely, In the case of exact

sizes, the increase in the lower limit (from 25-30 to 10-30) tends to

prevent the multiple assignment df;skillS,because theeilifference

between the lower Limit an&:the greatest.eligibilityttends:mot to

exceed the second greammstieligibility'as was the casewith the data

set 1.

As a consequence of. the multiple assignment of:skills in the

unconstrained case the number of omissionsl:increased, these students

being ineligible for the much reduced set of skills assigned. As was

to be expected, the removal of size constraints resulted in mere

homogeneous groups, although these.gains were slight. This was also

the case when group sizes.were expressed exactly.

Similar trends in homogeneity were observed for Groupals B and

D. However, the specification of exact sizes resulted in more

omissions because of size constraints particularly for Groupal B.

This was a consequence of the decrease in the upper limit of two of
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the larger groups (e.g. from 25-30 to 25-25) and the multiple assign-

ment of skills to groups.

NuMbers-of -Groups.

All four algorithms showed a trend to yield fewer omissions

for increasing nuMbers of groups. Groupals A and C consistently

yielded less omissions than either Groupals B or D.

Algorithms A, B and C all showed a trend to,produce more

homogeneous groups for increasing numbers of groups'. Groupal D behaved

erratically,perhaps because of the influence of the large numbercf

omissions.

methods of Selecting,Seed Points

Groupals B and D both possessed the option of user specifica-

tion of seed points. The effects of the algorithmic selections of

seed points were compared with the effects of (i) random selection,

(ii) systematic selection, and (iii) teacher selection of seed pointa

Systematic selection involved the selection of the first five students

in alphabetical order as seed points.

The analysis showed that for data set 1 multiple usage and

five groups the proportionate division method of Groupal B yielded less

omissions (zero) than any other method. The proportionate division

method also produced the most homogeneous groups, although this

advantage over any other method was small. It was also observed that

the distances after the final iteration ranged from 133.675 for a

random selection to 139.034 for Groupal Ws selection, a difference of
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47g.. These reaults suggest that the.local optimum prOddced.by

Groupal B may be a good Approximation of the global:oPtimum.

The inclusion of Skills eligibilities aS studentOharacteristiciv.

16-GrOUparlidistorted the trends

because the proportionate division produced'the'least bOiSogeneous

grodOings and the modal humbetof omiasions. This:Unpredictable

behavior of Groupal D, characteristic of its VerforMance0 throughout

the evaluation, is a direct consequence of the inclUsion of skills

eligibilities ai student characteristics and their"exeldsion in the

measurement of homogeneity.

Extreme Student Data

The inclusion of two opposite and extreme vectori of student

scores had a minimal effect on the omissions and homogeneity of

groups produced by Groupals A and C. Groupals B and D were more

susceptible to the inclusion of the extreme scores because of the

change in range between the two most distant students, the consequent

change in seed points and the resultant formation of Aifferent initial

seed points. The initial group memberships are Very influential in

determining the skills assigned to groups.

Varying Proportions of Eligibility

In a series of 16 tests run on four sets of data.each with a

different proportion of eligibilities it was noted that all algorithms

showed a distinct trend to yield more omissions as the average eligibil-

ity decreased. Groupal A produced the least omissions for all data

sets. 338
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Groupals A, B and C each showed a distinct trend towards decreas-

ing homogeneity for decreasing average eligibility. Groupal D again

performed erratically.

Some Tentative Trends

Although the testing program designed for the evaluation of the

four algorithms was intended to be comprehensive and representative

of realistic grouping situations, it nevertheless was a small sample

of such situations. This observation particularly applied to the

series of tests designed to determine the effects of different

elements of the process. Accordingly, any findings can only be tenta-

tive and may very well be data dependent. Despite these limitations

several strong trends in the results produced by the algorithms

were noted. The following list of trends is based on the

results of the testing program.

(i) Groupals B and D were the most unstable of the algorithms,

primarily because of the assignment of skills on the_basis

of subsets of eligibilities. Groupal D, which included

weighted skills eligibilities as student characteristics

was the most unstable of all algorithms because of this

influence of weighted eligibilities.

(ii) For Groupal C (really Groupal A with weighted skills

eligibilities included as student characteristics) the

number of iterations and the degree of homogeneity varied

indirectly as the size of the weights. The rate of decrease

in homogeneity declined rapidly for weights greater than 2.0.



279

(iii) Convergence occurred in all tests for all algorithms',

distance decreasing continuously .in Groupals A and B but

not in Groupals C and D.

(iv) The-stultiple assignment of a skill to groups in GrOupals A

.
and C was dependent upon the distribution Of eligibilities

and the lower limits of the group sizes. Groupal B was

better designed to yield multiple assignment of the same

skills.

(v) The removal of size constraints resulted in slight improve .

ments in homogeneity for all algorithms.

(vi) For all algorithms, the number of omissions was indirectly

related to the number of groups.

(vii) For Groupals A, B and C increasing the number of groups

increased the homogeneity of the groups.

(viii) For Groupal B, the proportionate division method of select-

ing seed points was the most effective of the methods

compared in yielding the least omissions and the most

homogeneous groups.

(ix) The inclusion of extreme scores had only minor effects on

the groupings produced by Groupals A and C, but the group-

ings produced by Groupals B and D were more susceptible

to extreme student characteristics.

(x) For all algorithms, the number of omissions was indirectly .

related to the average eligibility.

(xi) For Groupals A, B and C, homogeneity decreased with decreas-

ing average eligibility.



Comparison of Teacher Generated Groupings With-
Computer Generated Groupings

Three different groupings were Made on whiCh'to compare the
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effectiveness of a teacher grouping procedure and Groupal A.

The first grouping, based on four skills of the Study Skills

.component of the WDRSD program, produced inconclusive evidence in as

much as identical sets of groups were produced by the two procedures.

This peculiar result is explained by the complete lack of overlap in

student eligibilities for the two skills selected by both procedures.

The nature of the teacher specified grouping constraints precluded

any other possible grouping.

The seconcrtest inVolved forming groups based on five skills

of the Comprehension component of the WDRSD program. _The computeriied

grouping procedure produced slightly more homogeneous groups-than

did the teacher grouping procedure. Both procedures produced an equal

number of omissions. The small improvement in the homogeneity of

the groups produced by the computerized procedure (a 4% improvement)

can be explained by the very low average eligibility (14%) of the

data. This low proportion of eligibility restricted the number of

relocations possible and hence the degree of homogeneity produced by

the computerized procedure.

Consequently, the groups produced by both procedures were

very similar; that this was so is indicated by a high agreement

ratio of .898 (the agreement ratio compared the number of students

plAced into the same skills groups tO the total number of students to

be grouped). A phi cnefficient of .893 was also obtained, this
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indicating a strong association. As well as these statistical

comparisons the profiles of the groups in each set appeared similar.

The third test provided conditions more conducive to an exam-

ination of the comparative effectiveness of the two grouping proce-

dures. The test was based on four topics of the DMP program and

poss,..ssed an average eligibility of 38%. The teacher procedure pro-

duced one less omission than did the computerized procedure, the

extra omission being caused,by one group exceeding_its size con-

straint and the consequent selection of a student for relocation who

was ineligible for any other skill.

The computerized procedure produced'much more homogeneous

groups than did the teacher procedure. The considerable improvement

of 33% was due to the greater proportion of eligibility and the sub-

sequent greater number of relocations possible. Consequently the

two groupings showed less similarity, as was indicated by an agree-

ment ratio of .368 and a phi coefficient of .601 indicating only a

moderate level of association. These indications of a moderate

association are supported by an inspection of the group profiles

produced by each of the two procedures. The profiles of the teacher

generated groups were noticee- uniform whereas the profiles of the

computer generated groups were noticeably varied, indicating the

possibility of basing instructional Prescrip tiohs on the strengths

of the student characteristics possessed by these groups.

3 4 2
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Although it is difficult to make generalizationsbased on the

comparisrus reported in this section, it appears likely that the

computerized grouping procedure will produce more homogeneous groups

than a manual procedure. This trend is likely to be more notice.:..ble

where the proportion of eligibilities permits the formation of

useful gropps.

Teacher Perceptions of the Computerized Procedure

Following the tests on the comparative effectiveness of the

teacher and computerized grouping procedures, the five teachers of

unit 4 responded to a questionnaire (Appendix G) designed to deter-

mine whether these teachers considered the computerized-procedure

as being more efficient,in terms of time spent on the grouping

process,than their manual procedure. Teachers' perceptions of the

success of the computerized procedure in taking into account realistic

contraints and relevant learner characteristics were also sought.

Respondents rated the importance of various features of the computer-

ized grouping procedure and also the success which they perceived

the procedure had in providing these features.

None of the features and options provided by Groupal A were

considered unimportant by teachers. Ten out of the twelve options

were considered very important or important, the least important being

requeGts for groups of exact sizes and for groupings not based on

eligibilities for skills. Overall, the computerized grouping

3 4 3
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did not receive top ratings for its perceived successes in achieving
k

1

features considered important. However, no feature possessed by

the computerized pr)Icedure received less than a median6 suttees rating over

all respondents.

All aspects of using student characteristics to maximize the

homogeneity of groups and the use of group profiles in making instruc-

\
tional prescriptions were considered as important.- Respondents

however consistently gav only median.ratings to the computerized

1
procedure, s success in pro iding homogeneous groups based on relevant

student charac 1teristics. All aspects of minimizing omissions and

providing information helpful in the subsequent placement of these

students were also consider d very important. Again, the computerized

procedure's perceived succes in minimizing omissions and providing

alternative recommendations received only median ratings.

The computerized grouping procedure was perceived to be much

more efficient than a manual procedure and more efficient than current

WIS-SIM procedures.

The teachers' perceptions of the computerized procedure were

based on a 45 minute introductory explanation of the procedure and

an examination of the print-outs in the comparison of the teacher

and computerized procedures. The inadequacy of this preparation

was borne out by the inaccurate perceptions of some respondents in

attributing features to the computerized procedure which it did not

possess and conversely, in not recognizing features it did possess.

Such observations tend to lessen the confidence which can be placed

in the information collected on teacher perception.
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Recommendations

The recommendations which follow refer to future applicatis

of the computerized grouping procedure developed as part of this

study. Recommendations are made in the areas of:

(i) modifications to existing features,

(ii) inclusion of new features and options, and

(iii).evaluation.

The significance of the research undertaken in this study was

partially supported by the need to provide more efficient and more

effective procedures in the formation of groups for instructional

purposes; It is this need and the desire to make the procedure

more flexible which motivates the following recommendations. The

recommendations refer primarily to Groupal A, the algorithm selected

as being the most efficient.

Modifications to Existing Features

Efficient and effective appiications of Groupal A require a

selection of skills which contains sufficient eligibilities to make

possible the fulfillment of the user's requests. Therefore, a summary

of.eligibilities for those skills requested should be available.

This information is available in the Skills-Eligibility Profile,

one of the WIS-SIM reports. Alternatively, this initial information

may be made available as a preliminary print option in Groupal A. on

the basis of this initial information, a decision can be made by

the user (or the program) whether to continue with the grouping.

345



285

i Alternatively, the main print option, the set of

group profiles, may be extended to contain records of _students'

characteristics. These considerations lead to the following.recommen-

dation.

Recommendation 1. Separate print options should be available

for

(i) a summary of skills eligibilities,

(ii) listing of student records. either in raw score or

standardized.form,

(iii) group profiles expanded to inclUde individual student's

characteristics. The groups referred to include the

omissions group.

These shoUld be the only print options provided.

The assignment of skills to groups directly effects the number

of omissions. The selection of skills on the basis of greatest

eligibility does not take into account the pattern of eligibilities

across students. That is, it does not consider overlapping eligibili-

ties where the one student is eligible for more than one skill.

Only ohe basic process of assigning skills was used in this study and

consequently little can be said of its comparative effectiveness.

An alternative method is to select skills in the order of greatest

single eligtbilities, these being the number of students eligible for

a particular skill and no others. Size constraints could be applied

as a 1-1 correspondence between sizes and single eligibilities, both

arranged in descending order. This is but one alternative which

nevertheless prompts the next recommendation.
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Recommendation 2; Various heuristic methods for assigning

skills to groups should be compared within the framework of Groupal A

to determine a more effective method of minimizing omissions. One

method should be the greatest single eligibility method.

The influence of the lower eize limits of groups even when

sizes were unconstrained, was seen as critical in the MUItiple assign-

. ment of skills to groups. To be assigned again, the difference

between the eligibility of the skill already assigned and the lower

limit of the group had to exceed the next greatest eligibility.

This is the only function of each lower size limit. Results obtained

from this procedure are, of course, data dependent, but the procedure

itself seems rational and worthy of further implementation. Neverthe-

less, the unsatisfactory results in the unconstrained case require an

alternative to the skill selection process for the multiple usage

option. This alternative could involve single eligibilities (as in

Recommendation 2), skills being reassigned if the difference between

the greatest two single eligibilities is greater than the lesser of

these, and so on. This is but one,alternative which leads to the next

recommendation.

Recommendation 3; Various methods for assigning skills as part

of the multiple usage option should be compared within the framework

of Groupal A. One method may be the greatest single eligibility method.

Because of the possible unfamiliarity of users with standardized

scores it may be useful to report mean student characteristics scores

in raw form. Consequently the following recommendation is made.
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Recommendation 4. The option should be provided for the

reporting of student characteristic scores in either original score

form'or standardized score form.

No recommendations are made concerning the proportional division

method for determining seed points, the local optimization methci, or

the rule for relocating'students when size constraints are enforad,

because it is considered that these basic elements of the computerized

procedure are appropriate.

NW Features and Options

Althougholdt one selection of seed points by teachers resulted

in less homogeneous groupings than did the proportional division

method in Grougal B, the provision of the option of permitting user

specification of seed points enhances the flexibility of the procedure,

allows the user more direction in the grouping and may be of use

where some students can be identified as being representatives of

groups of similar students. Consequently the following recommenda-

tion is made.

Pecommendation 5. The option of user specification of seed

points should be provided.

Although the weighting of skill eligibilities did not improve

the effectiveness of Groupals A and B, it did suggest the possible

utility of weighting student characteristics. The selection of the

characteristics to.be weighted and the size of the weighi Would be

at the discretion of the user. Although weighting of variables is

somewhat controversial in the clustering literature its provision in
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the grouping of students like the specification of seed points may

provide for more user direction in the grouping process and more

flexibility in using the procedure.

Accordingly, the following recommendation is made.

Recommendation 6. The option should be provided which permits

the weighting of student characteristics.

The following two recommendations are made as a result of

being considered by teachers to be important features of a computerized

grouping procedure.

Recommendation 7. An option should be provided which permits

selected students to be placed in the same group.

Recommendation 8; An option should be provided whereby selected

students can be excluded from the grouping.

Recommendations 5-8 do not affect the basic structure of

Groupal A, but rather increase its potential us'efulness and flexibility.

The remaining recommendation does not refer to'the design of the

procedure, but to its evaluation.

Evaluation

Neither the reliability nor the validity of the findings

reported in this chapter have been clearly esfablished. Although the

testing program attempted to be comprehensive, the tests of the

effectiveness of procedures and the tests of the effects of different

elements in the grouping process lack in generalizability and the

results are conditional upon the testing situation. Consequently, a

more comprehensive evaluation plan is required to test the effectiveness
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and utility of the computerized grouping procedure. Therefore the

following recommendation is made:

Recommendation 9.

Desirable features of a subsequent evaluation include:

(i) Testing of the effects of different elements of the grouping

process should involve simulated sets of data for eligibili-

ties and student characteristics. These data should

include low eligibilities, around 207, average eligibility.

(ii) More extensive computer procedure and teacher procedure

comparisons should be made over a Wide range of grouping

conditions.

(iii) The student data should not only relate to learning styles

but should include other data thought to be useful by

teachers.

(iv) User perceptions of the effectiveness and utility of the

computerized grouping procedure should be sought after

users have had the oppOrtunity to make extensive comparisons

between the two procedures.

Implications

The methodology developed and implemented as part of this

. study has immediate application only in those schools served by

a computerized instructional management system. Such a system is

WIS-SIM, which has been designed to service the instructional manage-

ment needs of IGE schools. The implications of this study therefore

350



290

may be considered in terms of

(i) implications for the administration of instructiOnal

programs, and

(ii) implications for research.

The aim of the computerized grouping procedure was to facili-

tate in part the management of individualized programs of instruction.

Some evidence has been presented that the procedure is likely to be

both more effective and more efficient than manual or semi-

automated procedures. As such it can make the attainment of ICE goals

more feasible and specifically may allow the teacher more readily

to adapt instruction to differences among students. The system

permits the rapid processing of large quantities of data unmanageable

by manual means. That the procedure provides this service efficiently

has been suggested by the results of this study. However, the quality

of the information provided to educational decision makers remains

largely unknown. Many questions arise as a consequence of these

doubts, which may be read as needs for further investigations of the

outcomes produced by the computerized procedure. Are the end goals

of individualized education better met by the adoption of an automated

procedure for forming instructional groups? That is, are the

achievements of the students involved improved as A consequence of

being members of maximally homogeneous groups, when these are based

on relevant learner characteristics. This basic question has not been

addressed in this study but should be considered because of its
_ _

fundamantal importance.
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If indeed a computerized grouping procedure is more efficient

in terms of leas teacher time spent on grouping students, then this

Saving, in time can be expected to result in some organizational and

operational changes in the school implementing the system. Does the

frequency of forming,groups change by .adopting the computerized

'system? Do staff spend less time on clerical tasks associated with

grouping students and more time on planning and instructional tasks?

Does its adoption cause any role changes? liow is ihe instructional

decision-making process affected by the use of the computerized group-

ing system? Undoubtedly the adoption of a computerized grouping

procedure wilVhave implications in these administrative areas. Hope-

fully, gains in the efficiency and effectivenese of the instructional

process will be made; but this will only be made clear by a careful

monitoring and evaluation of subsequent admiaiztrative effects.

The utifization of the methodology developed in this study

permits the use of large amounts of quantified information. A real

possibility exists, however, that the measurement of constructs such

as the various dimensions of learning style may be considered as

reliable and valid,when in fact those used in this study have not yet

been shown to possess these desirable characteristics. The computer-

ized grouping procedure is very much dependent upon the quality of

the student data for its effectiveness in helping attain the goals

of the instructional programs. The need for quantified data on

student learning characteristics will perhaps be reinforced by the

availability of an automated grouping procedure.
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Consequently, users must be aware that the real constraints on

the effectiveness of the scheme are imposed by the relevancy of the

data and the accuracy of its measurement. Serious implications for

using such a procedure concern the ability of the instructional

decision-maker to utilize relevant and appropriate information on

which to form groups. The selection of factors on which to form

groups should be based on considerations of parisomony*, relevance and

discrimination, all of which require truly professional judgments.

This .Lnformation may not be readily available in usable form. The

adoption of a computerized grouping procedure seems to imply more

data collection, storage and processing.

Sound judgments about the instructional process need to be

complemented by a full appreciation of the various options possessed

by the computerized procedure (assuming the inclusion of the recommended

features of the previous section). The effectiveness of the grouping

is dependent upon a knowledgeable selection of options, for example,

what weightings of characteristics to use, what seed points to use,

as wsll as other more obvious choices as to what skills to request

groupings on, multiple or single usage of skills and what students

to place in the same group. Generally, it appears that the computerized

grouping procedure is more sophisticated than other manual procedureu

and consequently will require a period of adjustment and famiriariza-

tion by potential users. The development of useful documentation and

inservice procedures is a subsequent step. An important principle

to be emphasized to users is that groupings generated by the computer
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are recommended groupings and are subject to acceptance or Modifica-

tion by teachers, the final instructional decision-makers.

A computerized grouping procedure is perhaps besrprovided

as part of a generalized instructional management system. The

procedure developed in this study was implemented independently of

WIS-SIM, but may be considered as an extensi'm of WIS-SIM s present

grouping system, which does not attempt to form groups in accordance

with user specified constraints. If the computerized grouping

procedure is to be implemented as part of WIS-SIMisome integration

of the two grouping systems would be necessary with the deletion

of soma present WIS-SIM forms e.g. the Instructional Grouping Recom-

mendation Group Report, the Instructional Grouping Recommendation

(Summary) Report and the Instructional Grouping Recommendation

(Omissions) Report (Appendix F). Alternatively, if these reports are

retained only one additional report showing the groups formed would

be required. This report should contain information similar to

that of the group profiles developed in this study.

Although the purpose of the computerized grouping procedure

was to form student groups for instructional plrposes, especially .

in the environment of individualized instructional programs, the

options available as part of the procedure make its application to

other instructional environments and other non-instructional purposes

possible.

The appropriate choice of options may permit its use in prOgrams

which do not posSess a pre-requisite structure. The identification
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of groups of students with similar exceptional qualities may be possible

for diagnostic purposes or counseling purposes. The use of the grou-

ing procedure on a school wide basis, or district wide basis is also

feasible in the grouping of students for instructional or non-

instructional purposes,for example,in the assignment of students

j
to schools on the basis of shortest distance and taktriginto account

various administrative constraints. The extended uses of the computer-

ized grouping procedure to non-instructional areas may therefore be

a fruitful exercise.

The application of the grouping procedure developed as part

of this study is but one application of a statistical and computerized

procedure in the solution of an educational problem, that of

efficiently and effectively grouping students for instructional pur-

poses. This first step should now be followed by a pilot test of

its efficiency and effectiveness and subsequently by a more extensive

evaluation of its instructional and administrative effects.
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33 READ(5,41K,L,"

4 FORMAT(311134
,

35 IFIK.E0.11.RITE(6,5)
36 5 FOP...A11,1 ELIGIBILITY FOR SKILLS TAKEN INTO ACCOUNT'S

37 IFSK.E.C.01WoITE16.61 .

36 6 FORAATs" ELIGIBILITY,. FOR SKILLS NOT TAKEN INTO ACCOUNTII

36 IFIL.E0.114RITEC6u7F
AO 7 FORMAT(I LEARNER VARIABLES TAKEN INTO ACCOUNT'S
41 IFIL.L0.01411I1E(6,6) r
*2 6 FORMATS. LEARNER VARIABLES'NDT TAKEN INTO ACCOUNTI1
43 IFIM.E0.11vRITE16,91 !

4 FORMATS. IRE TMAN ONE GROUP MA/ STUD/ THE SAME SKILL'S
45 IFiN1EG.01WRITE(6,171 . ... , .. . .

44 11 FORmAT(' ONLY ONE GROUP MAY STUDY A P,IiRTICULAR SKILLII

410

67
48
60
SO
SI
52

READ(5,101INLOV(/11,NNION(11811001
10 FORMAT (20/21

WRITE (6,19) tmLowili.Nmicim(11,1mtool
lo rommATI.Domou. RANGES 8,1012/3/2XI



3 (C)

53
.56
SS c RANG( TEST
56 NsUM.0
57 ,suNts0

59 FLOWa99
59 DO 20 I61,No
69 NsueaN5umoNLowt1)
61 KSUMaRSUMNNIGNII)
62 IF INLOU(1).07.NNI001I/I WRITE (606) 1,NLOW(1)0041014(1)
63 16 FORMAT ( INVALID RANGE OAP 0,02,1 LOW 1.120, NIGH 1102)
66 IF INLOWII).07.KL0KI WRITE th:15) IOLON(I),KLOW
65 18 FOR.4T (,,-SEDUENCE ERROR GPR (10,12,0 CURRENT LOW 0.

66 1 12,,, PREVIOUS LOW m 0.12)

67 FL04 a NLOW(I)
68 20 CONTINUE
69 4F(NTOT.OT.N5IIN.OR.NTOT.LT,N5UM)WRITE(6,30)NTOT
70 30 FORmATI, RANGE SIZES DO NOT CORRESPOND TO TOTAL NUNBER OF CTUDEN
71 1,03)
72
73
76
75 C READ IN SKILL AND LEARNER VARIARLE NAMES
76 READ (5.10) (NSKNOS(1)01111,N5KILL)
77 WRITE 36,1851 (NSKNOS(I),I6105KILL)
78 185 FORMAT (losCILLs CONSIDERED ,p2013)
79 READ (5,10) (NLVN05(1)01,10LER)
80 00ITE (6(l07) (NLVIRTS(1)0aloNLER)
SI 187 FOR-4AT (10LEARNER VARIABLES CONSIDERED a 1.2013)
82 00 170 Is1,NSKILL
83 PEAGIS,129)(SKNAMEIJ11,jul.5)
86 180 FORNAT(366)
85 170 CONTINUE
86 GO 175 /11,NLER
07 PEAD(5000)(LVNAME(..10),Ja1,3)
88 175 CONTINUE
89
90
91 ,RITE(604)
92 14 FORMAT (c01,44kOSTIMENT RECORDS1).
93 6A1TE(6,17)
94 17 FORMA71,00, RWSTUDENT NANE',9X0 VL VN AC AN KT St 50o,
95 1, EO EM sn so+ sEx'o 1 2 3 A S 6 7 8 91011121314,1)
96
97
98 C LI2cAD IN STUOENT RECORDS
99 DO 15 /=ioNTOT
100 REA0(5,1211011)0XNAMEN0),Jale4),(VLEARN(J0),J=1,12),
101 1(/51(ItL1.10),Ja1,14)
102 12 ROAHA7114,1X,4116,2X0F2.00.3.101X0r2.10,F1.0,1X114/1)
103 wmITEt6,13)10(1),(XNAME(J,I)1.161,6),(VLEARNI.1,11,JK1,12),
106' IIISKILLIJII),J61,16)



e

105
106
107
106
109

13 FORMAT I /5,16,4A119F4.0.11%1,1x.F4.0.66.F2.6,16I21
15 CONTINUE

LEFTJIATIRT sELECTED SKILLS AND LEARNER VARIABLES110 C

111 DO 250 1.1,NTOT
112 00 229 Irs1,NLER
113 KKANLVN05II II

114 1r IL.E0.01 VLEARKIKK.1)00.0
IIS 220 VLEAANIIIeTIevLEARNIKA,I)
110 DO 240 II1,N0KILL
117 KRaNSK4051/11
116 IF (K.E0.01 ISK/LLIKK,1/111

119 240 ISKILLIII,IINISKILLIKK,I1
120 250 CoNTINuE
121
122
123
124 C CALCULATE NUNAER OF STUOENTS ELIGIBLE FOR EACH SKILL

125 WRITE 16,130I
126 130 FOP047 l'ONU.4ER OF STUOENTS ELIGIBLE FOR THE FOLLOWING SKILLS .

127
00 :40 J11,ASKILL

128 NUM(.110
129 Po 150 I=1.NTnY
130 Numi.))0...)4141+7SKILL(J,I)

131 15n CovIts.uE

132 wRITIi6,1601ISKNANEIII,J1,II01,3),NUMW)
133 I60 orogen' clx,3060 1.131

134 1A0 CONTINUE
135
136
137
13d C CALCULATE WEAN, VARIANCE, STD. OEV. or EACH LEARNER VARIABLE

139 WRITE 16,701
140
141

70 F:00g LEARNER VARIABLES MEAN, VAR. AND STD, DEV. .0,7!;00;

142 SU.50z0.0
143 suwA0.0

144
145 00 AO Js1,4T0T
146 IFIVLEARNII,JI.LT.0)00 TO GO

147 5Um*Sum4VLEARNII,J)
146 SUM5CAVLEARNII,J/411.2eSUHSO
149
1 50 80

XNAAN.1.
CONTP4UE

ISI IK (XN LY. 0.5) )0,110)
152 xNEANIItssumivu
153 KvARII)Aes(xvsumSoSUMAII2)/fxreeR21
154 xsyofv111.1SOR1ITVAR1I1)
ISS SO RRITE(6.100)(LVNARE1.1,1).4.1113),XMEANCI).KvARCI),XSTDEV(I)
136 100 FoRKATI$ 9.3A6,1 HAS MEAN a 8.F6.2,SWIIVAR. $011.2,2x050. .



3 I
ri

156
169
160
0.61
162
163
166
166
166
167
166
169
/70
171
172
1T3
174
175
1T6
IT?
176
179
180
181
182
183
184
18S
166
187
189
189
190
191
192
193
194
195
196
197
198
199
200
201
202
203
004
005
006
207
POO

1,1'6421

MISSING DATA
DO 200 I21,NTOT
DO 210 J*1,NLER
IFIVLEARN(J,I1.0E.0100 TO 210
VLEARNIJ,I/sXmEAN1J1

210 CONTINUE
200 CONTINUE

STANOAPOIZE STUOENT VARIABLE SCORES
DO 95 J..1,NTOT
DO 97 I41,NLER
IF 14SIDEVIII,LT. 0.00011 OOTO 96
sLEA;NII,J1m41/LEARN(1,4)-xmEANIII)txsTovolll
tqlTn 97

94 SLEAANII,J)AcW4EANII)
97 CONTINUE
95 cohf1NuE

WRITE (6,214)
214 FORMAT (10 4.4 STANDARDIZFD LEARNER VARIABLES

DO 215 taloTnT
215 WRITE (6,214) ID(1),IxNAmE1J,I1,J41,41,(SLEARNW,11,..M41,NLER)
214 COP,'AT (15,1Y,4A6,14)F6.211

ALLOr:ATE SKILLS TO GROUP BASED ON LARGEST NO, ELIGIBLE
DO 350 141,NO

NAK.0
DO 310 IIs1,NSKILL
IF GOTO 310
NSII
NAA=NuN(II)

310 CONTINUE

IF I.Ax.sE.NLnuottIl.soTo 330
WRITE 16,3201 IOLOW(1),MAX

320 FORMATI,OLOWER LIMIT OF OROUP 41,I2,'
1 Is GREATER TMAN OF STUDENTS ELIGIBLE 1,131

NLOw(I)umAx
330 NU41(NSK)144XNLOv1I1

NGSKILIIIANSK
IF IN.E0.0) NUN(NSK)60

350 CONTINUE
WAITE (6,351) INGSAILI1),I.1,NO)



260 221 FORMAT 4POSKILL0 &112141N2O TO imps - 0,2213)

VAG
211
212

....11.
212

c
C CALCULATE SEED POINT FOR EACH GROUP

VI& DO 400 I.14N5RIL1.
MIS
216 ROUNT&O
217 DO 360 II41,N6
212 ir thco5mILITTI.NE.1) GoTo 360

219 mouNTsmouGT.1

222 20540.1/

360 CONTINUE
222
222 IF (fOuNT.E040) GOTO 400
264 Tr (moukT.Eo.11 40T0 370
cgs CAL). SEED911)

226 GOTO 400
227
224 370 DO 390 UP1,NLER
229 X1440.

230 SUm.04
231 DO 380 II&1,NTOT
232 IF (ISMILLIZ,III.E040) GOTO 380
233 Xr4sXN..14

234 som.Sum4SLEARNIJIM
235 300 CONTINUE
254 340 SEE31,1040(401.SuMIXN
237 400 CONTINUE
238
239
240
241 C OUTPUT GROUP MEANS
242 POIST&040
243 KKxs0
264 450 CONTINUE
245 mnITE (6.410)
244 410 FORmAT ('0 4. MEAN Of EACH GROUP I)
247 DO 420 1.1ING
241 420 WRITE (6,430) 14(SEEDIJ,I14J41INLER)
241 430 FORMAT(' GROUP 10',t2,13(F7.3))

150
201
252
,253 C ASSIGN STUDENTS TO SEEO PO/NTS
254
aSS 14;M:1701!0

aS6 WRITE (61470)
207 470 FORMAT (10 4:4 STUDENT Gawp ASSIGNMENTS 41.4.4)

ism Do 500 I.01INTO1
209 146TUNOII/00

260 DO 490 .11,106

372

1.42

P4,
P4,



261
282
263
264
26S

NSKANGSWILIJI
IF 1/54ILLIN5W./).E0.0) 6010 490
3m0/ST ISLEARN(1,II,SEE0111J1,kLaill
IF (NSTuft0(11.E0.0) 00113 400
IF 1X.GT.XDIST) 6070 490

266 480 TOISTAX
267 N5TUNO(I)4j
268 490 CONTINUE
269 IF INSTUNOW.E0.0/ XDISTA0.0
270 50I5 TI/1470/57
211 TDIsTTDIsT#KOIST
272 T5swaTs5w+x0IST412
273 500 CONTINUE
274 WRITE /694951 11011

275 495 FORMAT 131TgOSTU 41.130 ASA TO * 0, OIST ,F9.21i

27e
277
278
179 C COMPUTE MEAN AND VAR. OF ALL GROUPS

200 00 600 ..101.NO

281 00 590 ficI,NLER

262 Sum.0.6
243 XN2C.0

284 00 580 IIA1/NTOT
285 IF 1NSTUNOIIII.NE.JI GOTO 580

284 SUmcSUM.SLEARMIIIII/
287 XN:XM4.1.

288 580 CONTINUE
289 /F (XN LT. 0.5) XNol.0
290 SEEDII.J/ASUM/XN
291 590 CONTINUE
292 600 CONTINUE
293
294 IF (10411.E0.01 VaTOIsT

295 IF (ocKlc.NF.0) VIABS(TD/sT.RDIsT,

296 KI(Ks104K.1

297 130157410/ST
298 ku5sw87S5W/FLOATINTOTNG/
299 WRITE 16,6201 X.:WITOIST,VeTSSw017055W

300 626 FORMAT 110FOR ITERATION 01.120 TOTAL DISTANCE 117-7,31

302 11 wHICH OIFFERS FROM PREVIOUS BY 1,F7.3,

302 2 /$5A,ITOTAL SUM OF SQUARES WITHIN 4 80'8.21

303 3 9 MEAN SUm OF SQUARES W/THIN #,F7.21

304 IF (V.GT, 0 001 ANO. KKKLEILIMIT) GOTO 4S0

305
306
307
308

OUTPUT OMISSIONS AND ND. IN EACH GROUP

309 DO 630 J41.040

310 630 NINGRPIJI40
311 DO 640 IsloNTOT
212 jjaNSYUNOII)



313
314

IF 1JJ.E0.01 OOTO 440
NINONP(JJ14p1m66,14J(43

315 440 CONTINUE
316 KRITE (6.6551
317 655 FORMAT(10GRP it SKILL No. IN ORou(3.1
3110 KRITE 1606601 WINGSKILIJIgNIM8APIJI0J111,NOI
919 660 FORMAT ( Z4,04 IispRX RIO
320
321
382 C CHECK FoR GROUPS ovERL040E0
323 ASSIGN 670 TO IRETN
336 /NC0010.,FAL5E.
923 NOTTREKO
326 670 CONTINUE
327 00 675 ../41,NG
326 14INGAR1J1.0T.NN10N1J11 GOTO 677
309 675 CoNTINuE
130 OoTO 800
331
332
333
334 C COMPUTE otsT4NcE5 ANO FINO FARTHEST STUDENT IN OVERLOADED GROUP
335 677 CONTINUE
334 x40.0
31T 1640
338 00 685 J41,NG
339 IF ININGRP(.).LE.NNION(J)1 GOTO 685
340 00 680 1.11NTOT
341 IF eNSTUNO1I1NE.J1 GOTO 600
342 SolsT(I)4oIsT (5LEARN(1.11,SEE0(1.00LERI
343 IF (soIST(1).LT.X1 OOTO 680
344 X4501571/1
345 IX4I
346 680 CONTINUE
347 685 CONTINUE
348
346
350
351 C FIND ANOTHER GROUP FOR THI5 STWENT
352 698 CONTINUE
353 T40.0
354

1:1040CSITUNO(IX)355
346 00 700 J.1zI,11111
347 IF (J.E04J) GOTO 700
356 IF (NINGRF(JJ1.0E.NHx0HIJJ1) GOTO 700
359 N5K4NGSKIL(../J)
340 IF IISKILL(NSK.IKI.E0.01 0070 Too
361
362 C CHECK FOR INCONRATIO4..E5 IN SANE GROUP
303 IF 1NOT0INC001 GOTO 498
344 00 695 11.010NIC



375

365
166
367

IANICNOSIIII
IF 11.E0.110 0070 695
IF tNsTuNOW.EO.JJI GOTO 700

360 695 CONTINUE
369 690 CONTINUE
370 YY.015T ISLE609(1,IY)15EE0(1pJJ1pNLE01
371 IF 11v.NE.0 .AND. VV.0T.T1 ..GOTO 700
372 IV.JJ
373 VsYY
374 700 CONTINUE
375 IF 1IY.NE.01 GOTO 750
376
377
370
379 C CANNOT MOVE SO PUT IN OMISSIONS
360 wRITE 16.7201 IX,J
301 720 FOPm1T (,9 sTu0ENT 8,13,8 HAs BEEN bOoTED OUT OF ORP
392 WRITE I6,710i /0(1X1,1XNAPECIIIIA/IIIA1,4/1J
303 710 FORmAT (15,1A,4A6e, HAS BEEN REMOVED FROM GRP ,112)
304 NSTUNO(/(IA.INOTYPE,J)
305 SOIST(13)40.0
386 NINGPPIJ)9NINOPP(J1-1
387 GOTO 760
398
399
390
391 C mOvE STUDENT AND PECOmPUTE OPOU0 MEANS
392 750 CONTINUE
393 WAITE 16,75S1 lx,J,IY
394 755 FOPmAT 1'0 5TUDENT.08,130 /5 TO BE MOVED FROM GRP M't
395 I /20 TO GRP 21,,121
396 N5TIJNOIIAIAIT
397 N/NGRRIjIlaN/NGRPIJ11
396 N/NGPPI/V/siNIN0RPIIV1+1
399
400 DO 790 JJ41,4LER
401 5Um=0.0
402 ANA0.0
403 Do 780 141,NTOT
904 IF(NSTuN0(11.NE.IV) GOTO 780
)5 Suvesum.SLEARN(JJ,11

,a6 m..cm4.10
780 CONTINUE

406 SEEOLJJ,I7/-5U4/XN
409 790 CONTINUE
410
411 760 CONTINUE
412 DO 775 JJ91,4LER
413 Sums0.0
414
915 00 770 /01,NTO1
416 IF 1,45710401 I 1 .NE.J1 0011) 770



417 SUNSUN*SLEARNIjj./1
416 WW1g2N4I.6

619 770 CONTINUE
420 stro(JJ,Jissuwlicm
421 775 CONTINUE
612
+23
424
*as C RECOMPUTE STUDENT DISTANCES

42* TOIST=0.0
427 T6S420.0

426 DO 740 II1OTOT
429 SDIST1111.0.0

430 JmNSTUNO(1)
431 IF (J.LE.0) GOTO 740

438 SDISTI11DIST ISLEARNCIIII1,SEE0410J1INLERI

433 X.SOISTIII
464 TDIST4TDIST44
43S TSSma1SSm.X44a
434 SO19711126
467 740 CONTINUE

436 XM6SonTSSw/FLOATINTOT..NG)

439 WRITE (6,745) TOIST,TSSWOCNSSW

440 745 FoRmATISAIITOTAL OIST. ,IF7.310 TSSW 1011,20 NSSw lorIal

441 GOTO 1RETN
442
443
444
44S C PROCESS INCOPPATTBLE STUDENTS IN SIMILAR MANNER

446 800 CONTINUE
441
448 NOTTPE=20
449 READ (0,810,END.900) NICOICNOS
440 810 FORmAT (12.1014)
4S1 WRITE (6,81S) (NICNOSIIII/e1,NICI

452 616 FORMAT l'AINCOMPATIRLE STUDENTS go10I51

453 IF (NIC.LE.11 GOTO 800
464
455

00 81400
00 Is1:11,n4gT

4S6 IF (I01,1).E0.NICNOSIII1 0070825

457 820 CONTINUE
468 wP/TE 16,4821 NICNOS(I)

459 822 FORMAT IP NO STUDENT FOR ID ',14)

460 0070 800

441 825 NICNOSIIIJ
462 830 CONTINUE'
463
404 860 CONTINUE
465 DO 840 J11610
466 KOUN7s0
467 DO 835 I11,1114/C

468 /4.NICNOSIII1



469
470
471

Ix (.157UN0)11.NE,J1 6070 635
KOUNT.XOUNT41
5015T111401ST 151.8611411.11,5EED(1.j),MLE61

472 535 CONTINUE
473 IF (KOUNT.LE.1) GOTO 640
474
475 X=0.0
470 IX.0
477 DO 850 11.116NIC
478 IvNICNOSIII1
479 IF IN5TUN011/eNE6J/ GOTO 650
480. IF MI57111.0.61 GOTO 650
461 X.5DIST(1)
4412 IY4I
483 850 CoNTINUE
4414 ASSIGN 860 TO IRETN
465 0010 690
486 840 CONTINUE
487 GOTO 800
488
469
490
491 C OUTPUT FINAL TOTALS AND LEAVE
492 900 CONTINUE
493 DO 950 J416N5
494 NSK.NOSKIL(J,
495 wOITE 16/9101 J6NSKOSKNAME(JJ6NSK),J,1,163/6NINGRPM
496 920 forwAT 01.0600UP 4.,I20, SKILL 0,912,2/C.346g/,
497 1 musing OF STUDENTS RECONVENOE0
498 2 STUD 4,,12...S1UDENT NANE..10X0DISTANCE4./1
499 Do 940 I.1,NLER
$OO 5um50.0.0
501 50N40.0
502.
503 Do 930 I/41.N1O7
504 IF (N5TUNOIIII.NE.J) GOTO 930
505 5u4xsuP.SLEARNIIIII1
506 5u45o.5LrA0NII.I/10.2.5U0450
507
506 IF (I.NE.11 GOTO 930
509 SOIST1II)vOISTISLEARN11,1116SEED116J16NLER1
410 WRITE 166920) IC 1II161VNAVE(,1J.III,J.01,4)6SDIST(//)
011 920 FORMAT (28,24,4X,4A6. 5X,F7.3)
512 930 CoNTINUE

3 7 7 513
514

IF (xN .LT. 0.51 X.1.1.0
XmEANII115UN/XN

.pls xviip(21,14A5)XtobsuN50-sum.21,(Xm.42)
516 X5TDEXCI)45ORT(X9491111
517 If (I.E0.11 KoITE 16670)
516 WRITE 1661001 ILVNAMEIJJ6II6JJ61,3/61gMEAN(/),XVARII/6XSTOEV(/)
519 940 CONTINUE
520 900 CONTINUE 1.1



521
528
523 C .......0 . -

. ...v. ~M.o.% ..... gum.

Sa4 C OUTPUT omnstows amour ND INOZO0yt ismy

SgS J.010

526 WRITE (6.940)
527 960 FORMAT itlf0004ISSIONS OROUP,SIO STUD 6',12$0
524 1 'STUDENT NAMF",156,TREASioNT,/1
529 Do 990 101.NTO7
530 JaINSTUNOtIl

531 IF. tJ.GT.01 0410 990
530 JJ1.1.14.1

533 IF.W.E0.01 GOTO 960
534 Js-J
939 zr (J.LT.NOTYRE) GOTO 970
530 JsJ-NOTYPE
537 WRITE (6,965) I0t11,0eNsmEtzI,IIIII21.4).J
934 965 FORMAT tI5,1X,44615X.IRE40VED FROM ORP TIIZ,

539 1 T DUE TO IN50mPATIBILI1y.1
540 GOTO 950
541 970 RITE 051175) tD(I),(ANANE)11,II,I101,4)14
Sr2 975 FORmAY (lstlx,4A6t5goREMovE0 FRON ORP 11,t241
sra I ' OUE TO SIZE CONSTRAINTS')
544 GOTO 990
4r5 960 CONTINUE
540 00 1000 I5s1,NSKILL
547 IF IISKILLIT5,11.NE.0) 0010 1010
546 1000 CONTINUE
549 WRITE '6.9651 IDtI1OXNAME(II.1),IIR1.41
550 965 FORmsT U5.110,446.50, 'NOT ELIGIBLE FOR ANY SKILL')

551 GOTO 550
552 1010 NSso
553 DO 1020 IS.104SRILL
554 IF (ISBILLtIS,II.E0.01 GOTO 1020
555 N5sNS41
556 NumINSIsSBN414Et2.IS1

$ST 1020 CONTINUE
956 WRITE 16.1025, 10(I),IXNAmEtII.I1.11s1,41,INUMW1,Jst,N5I
559 1025 FORMAT II5,10,4A6,5x0NOT ELIGIBLE FOR ANY SKILL',

560 1 0
SELECTED BuT4,135WELIGIBLE FOR S(ILLS 0,1544)

561 990 CoNTINUE
562 WRITE (6095) JJ. .

063 995 FORMAT 064004E9 OF STUDENTS ',I311/0111)

944 CALL EXIT .



3 7 9

2

6
7
8
9
10

11
12

Cm- SEEO POINT ROUTINE - ALGORSTNM A

sueRourINE.sErey-CmS161-------
PARAMETER MAXGRPAIS,MAXSTUm120.MAXSKu1S.MAXLVIOS
COmMONSLEARN ImAXLV, MAXSTUII /SKILL (mAX56.MAZ5TU) ,1

NLowtmAx0217), NNION(mAXGRP)1 N0,N5KILL1NLERINTOT
COMMON /SEED/ N0SmIl ImAXGAP), SEED(m6XLV,m6x0mR),

501ST ImaX5Tu), NSTUND (m6X5TU)
DIMENSION NPART (MAXGRAI

13 C FIND 2.-STUDENTS M. GREATEST PAIR WISE DISTANCE

14 NSTU141

15 NSTU241

16 DmAXm0.0

17 DO 10 1.1,NTOT

16 IF (ISKILLIN5K,I1.E2.0) GOTO 10

19
20 DO 15 II#NNINTOT

21 IF INSK.III.E0.0) 00TO 15

22 XuDIST ISI1EARmI1.11,SLEARNII,II),NLERI

23 IF IX.LE.DMAX) GOTO IS

V. NSTU1*I

25 NSTu2sII
26 CMAXoX
27 15 CONTINUE
28
29

10 CONT:NUE
wRIrE (6,171 vsK,NsTul,NsTue.omAx

30 17 FORMATI.OSKILL 1.'11201 1ST STUDENT 1,13,01 2ND STUDENT u 0,

31 I 1301 DIFFERENCE 01F9,31

32
33
34
35 C CONSTRUCT A TAGLE OF STUDENT DISTANCES

36 NELIGs0

37 DD 101 :=1,NT0T

38 IF IISKILLIqS4,I).E1.0) GOT() 100

39
X.D/ST I5LEA4.' lip:), SLE4RN11,NSTUIlINLEN)

40 IF NEL10.Eo.n) GOT0.30

41 DO 20 /IsI,NELIG

42 IF (X,LT.SOISTIII)) 0010 40

43 20 CONTINUE
44 30 51315TINELT01).6
45 NST0NOINELI0.1)=2
46 GOTO 90
47 40 NSTU2=I
48 DO 50 IIIII,NE.IG

TEmP65DISTIIIII

SO
51

15=0(11I)EX

5? NTEMPaNSTUNOW



53
54 50 WSTO2ANTERP
SS 5DIST(NEL10,1)AA
36 AisTuwo(N(L/G.1)0WSTV2
57 90 NELIO=NELIG.1
Se 100 CONT/NUE
58 ww/TE (0.20) (SOISTIIIINSTUNO(IIIIPIINELIG)

60 OD FORMAT (5(270F9.3,2X,13))
61
62
63
64 C SuM THE LOWER GROUP LIHITS
IS SuwA0.0
66 DO 110 I21NO
67 I, (N05KILIII.wENSH) GoTO 110

66 SUHASUM.FLOATINLOwiII)
.69 110 CoNTINUE
70
7i
T2 C

73 C AiiLISH A PARTIT/ow/Ho

74 NEOSKAO

75 DO 120 IA1040
76 IF (NGSWIL(I).NE.NSA; GOTO 120

7T NEOSKsNEOSK.1
76 PORT....(FLIATI.,LOWIII)/SUMIAFLOAT(NELIGI

T9 IPORIN=AORTN

SO IF(IPORTN../p06TNI.GE.0.5) IPORTNA/PORTN,1

61 NPARTINEOSKI0IPORTN

21
120. CON:INuE

6A
OS
66 C BALANCE TmE PARTITIOh5

IT wRITE 16,1351 NSA
Se 135 FORmAT 1,0 a.. PARTITIONING FOR SKILL ',020 "01)

$9 WRITE 14.1451 NELI0,tNPARTIJIIJA1,NEO5K)
40 145 FORMAT (.1 COmcWTED PARTITION WITH STUDENTS) '1010173,2())

91

,1,I30

DO 140 J.I.NEOSK
92 NS:1443

93 cz- 130 121,NE,:..SK

94 130 to,SumA4Sum.mPAaT1/1

95
IF(NSUm.E0NELIG) GOTO 150

96 IF(NSUM.GT.NELIG) NPARTIOANPART(J)1

97 IFtNSUm.L7.NELIG1 NpANTIJ)ANPARTIJI.1

99 140 CONTINUE
99 150 CONTINUE
100 WRITE (6,1561 NELIG,(NPARTIOIJAIINEOSK)
101 155 FORMAT (t BALANCED PARTITION WITH 1,1311, 5'oUDENTS1 ,,I0II3,2X))

102 IrtNsum.w.meos) sum
163
104

L4

380



10S
106 C SELECT 0410P0INT5
109 1.1NELI04.1 1 /2

108 I/sINELI0.2)/2
1061 61.6016T(1)*SOIST(11
110 62.60IS/INELIG) SOISTIIII

111
112
113
114 C F/NO MEAN or EACH rARTITION
110 NE066m0
118 I1e0
117 00 200 Is1,N0
118 IF INGSKILt/I.NE.NSKI 00r0 200
119 NEOSK=NEO9K4,1

120 NNuNRAPT(NEOSK1.II
121 Ns/I.1

122 N2zNN

123 N1sN

124 IF(FI.LT.021 GOTO 160
175 N2NELIG*1..N
126 NINNEL10.1NN
17, 140 00 190 601,NLER
178 XNs0.

129
130 00 160 J=N1,N2
131 JJ.NSTUN0(41
132 SAlm.Sum+SLEARNIK,JJ)
133 160 XN.XN.1.1.

134 190 SEE016,I1sSUM/XN
136 II:NN
134 700 CONTINUE
137 RETURN
134 END 33 1

L4
I3



323.

APPENDIX B

COMPUTER PROGRAM FOR GROUPAL B



C... GotouPING ALGORITHM 9 ----

A PARAMETER MAXOMPAI5,MAXSTU120,MAXSK15,MAXLVA1S
C614moN SLEARN IMAXLVI MAXSTUI, ISKILL IMAXSK,MAXSTUlt

NLOM(MAXORP), NMIOH(MAXORP), NO,NSKILLINLER,NTOT
6 COMMON /SEEO/ NGSKIL (MAXORP), SEEO(MAXLV,MAXORP),

SOIST IMAXSTUI, NSTUNO (MAXSTU).
OIMENSION XNAME(4IMAXSTU),VLEARN(MAXLV,MAXSTU)

9 oimENsioN io(mAKSTU)
10 01mENSioN KmEANIMAK01,KSTDEV(MAKLW,KyARIMAKLY1
11 0ImEN5ION NUMIHAXSK)
12 OIMENSION NSKNOS(MAKSK),NLVNOS(MAXLV)
13 INTEGER 5KNAME(3,mAK5K),LVNAME(3/MAXLV)
14 0/mENsioN NINARP(mAgoRP)
IS DIMENSION NICNOSI101
14 OINENsioN NGELIO (MAXSK,MAXGRP)
17 LOGICAL INCOm,SIZEC
14
29
20
21 C INPUT ANO EcHn PARAMETER CAROS
22 WRITE(611)
23 1 FORMATIIII,IGRoUPING ALGORITHM 8lao1X,20(".'),/)
24

t) 28 PEADIS,2)NOOPRKILL,NLER,NTOT/ILIMIT_
26 2 FORMAT(I2,1)(02,1X,I2,1X,I3,6X,I21

$01"UN
27 uRITE(643)NGOI5KILL,NLER,NTOT
26 3 FORMAT(10HUMBER oF GROUPS REOUESTEO
as 1 NUMBER OF SKILLS coNSIOERED . I,/a,/,

4p/t)
30
31

2 '1, NUMPFR OF LEARNER VARIABLES CONSIOEREO 1,112,/p

3 s NUMPFH OF STUOENTS S1131/I

32
33 REA0iSt4IKsLoM,N

34 4 poRmATtAill
35 IP(K.E0.1)wRITE16,51
36 5 FORMAT!' ELIGIBILITY FOR SKILLS TAKEN INTO ACCOUNT')

37 Ip(K.E0.0)WRI7E16,41

34 6 FORMAT(, ELIGIBILITY poR SKILLS NOT TAKEN INTO ACCOUNTS)

31 IFIL.E0,11WRITEI6I7)
40 I FORMAT(' LEARNER VARIABLES TAKEN INTO ACCOUNTS)

41 IFIL.E00)WRITE(6sR)
4B FORMAT(' LEARNER IRRIABLES NOT TAKEN INTO ACCOUNTS;

3.'43 43 IF(M.E0.1)WRITE16.91
44 0 FORMATI0 MORE THAN ONE GROUP MAY STUOY THE SAME SKILL')

45 IF(M.E0.0)WAITE(6,11)
46 11 FORMAT(' .ONLY ONE GROUP MAY STUOY A PARTICULAR SKILL')

41 IF(NE0.11KRITE(6,21)
46 21 FORMATI, SEEO POINTS FOR GROUPS COmPUTE0')
69 IP(N.E0.0)KRITE(6,22)
SO 22 FOPHATto SEED POINTS FOR OROUPS SPECIFIE0I1
sl
52 REA0(5,10) INLOMIII,NMIOMIIIII°1,NO)



93 10 FOPMAT 120121
96 W9112 (9,11) INLOW(I),N1lISMII/s161,NSI
SS 19 grommATII0090UP RANGES 1.101213,2X1/

96
97
96
59 C PANOE TEST

.60 SSUMK,0

61 NSUw=0
62 PLOas99
63 DO 20 Im10.10
64 N5um.NsuM.NLOW1i1

65 m5upgm5umNm10111I(

66 IE INLOWIII.OT.NNIGN(I)) WRITE 16,161 IOLOWIII,NNIGNIII

47 16 ECRwAT I, INVALID RANGE GRP 010,I20 LOW '10200 HIGH .I21

68 IT 4NLOWII).87.KLow) WRITE (6,18) I,NLowlII.8Lov
69 18 ToR,(AT If SEQUENCE ERROR OPR 4ys120 CURRENT LOW

70 I 120) PREVIOUS LOW '02)
TI ((Low a NLOwIl1

20 CONTINUE
73 IFINTeT,GT.KSVM.OR.NTOT.LT.NSUNIWRITE(61,30)NTOI
74 30 EORKATII RANGE SIZES DO NOT CORRESPOND TO TOTAL NUMBER OF STUDEN

75 1'sI31
76
77
76
79 C REAO IN SKILL AND LEARNER VARIABLE NAMES
80 PEAD (5,)01 (N544(0s(II,Iv1ovSNILL)
81
aa

vR/TE (6085) (N5aN05(1),I81,N5R1L0
185 RORMAT (10SaILLS CONSIDERED ',2013)

43 PEAD 16,10/ (NLVNOSIII,IPIIINLENI
WAITE (.1,167) INLVNO5tI/fIa1oNLEP1

OS 167 FORMAT (00LEARNER VARIABLES CONSIDERED 4 01.2013)

66 DO 170 Ia1oNSKILL
47, PEA0(5,180)(SMNAMEW,I1,J4113)
66 Ian TORMAT(366)
89 170 CONTINUE
90 00 175 lAl.NLER
91 REAO(5,180)(LvNANEtu,I)010,3/
92 175 CONTINUE
93
94
95
96 C READ IN SEED POINTS
97 IF (N.E3s1) SOTO 190
98 Do 195 IAI,Na
99 PEAD 16,197/ I5EE010,11,..1s1,11LER1

100 197 FORMAT 12084.21
101 196 CONTINUE
102
103
104 . 190 CONTINUE



335

109
les
107
100
109
119
111
112
113
114
119
116
117
110
119
tee
121
122
123
124
125
126
127
128
129
1:!to

131
132
133
134
135
136
137
139
139
140
141
142
143
144
145
146
147
149
149
ISO
IS1
1162
1$3
154
ISS
156

MRITE16,141
16 FORMAT ('0',A9X,'STUDENT RECORDS':

WRITE(6,17)
17 FoRmArt,o,, OROSTUOEN7 NANE",93,1 VI. VN AC AN ICT SI 501,

1' ED EN SD SM 1 2 3 A 5 6 7 6 910111213W/I

READ IN STUDENT RECORDS
DO 15 1111,NTO7
READ(S,12)IDIIWKNANE(JFIltjm1114),IVLEARN4J,II,J41,121,

1IISKILLIJIII/t1s1,14$
12-FORMATI/411X1446,2KOF2.0,F3.1111KIF2.0,F1.0,1XIIIBI11

VRITE(6,13)IDI/IIIKNAMEW,I1e./41,4/111nEARNIJ,I/tJ61,121,
IIISKILL(JIII) IPJA11141

13 FORHATIISIIIK1416,9F4.0grSo111KIF4,0,2x,F2,0,14I21
15 CONTINUE

LEFT.'JUST1FV SELECTED SA/LLS AND LEARNER VARIABLES
DO 250 IJI,NTGT
DO 220 II41,NLER
FAIIINLYNOSIII)

IF (L.E0.0) VLEARNWRwII40.0
220 VLEARN(IIII/ItmLEARN(KK,II

DO 240 IIAIINSKILL
KKANSBNOSIII1
IF IK.E0.0) TSKILLIKKI1141

240 ISKILLIIII414/SKILLIKKII)
250 CONTINUE

C-

CALC6LATE NUMNER OF STUDENTS ELIGIBLE FOR EACH SKILL
WRITE 16,1301

130 FORMAT I'ONUM4ER OF STUDENTS ELIGIBLE FOR THE FOLLOWING SKILLS
00,140 JA1gN5KILL
NUNIJ/A0 '

DO 1B0 IA1iNTOT
NUMW1,6NUNW)./SKILL(JII)

150 CONTINUE
MR/TE16.160ItSKNAMECIIIJIIII41,31INUM(J)

160 FORMAT (1V03A60 '113)
140 CONTINUE

CALCULATE MEAN, VARIANCE, STD. DEW, or EACH LEARNCR VARIABLE
WRITE 16,701

TO FORMAT (10 44 LEARNER VARIABLES . )4EAN, VAR. AND STD. DEV, AR.'
00 90 1.1,Nix9
SUMS040.0



1,1

Is,
104 :"4:°;°
Is, 00 60 4111INTOY
160 IFIVLEARN(1.64.LT60160 TO 60
161 SUMwSUM,VLE4P11I.J1
162 5UM5O6VLEARN(I.J16.24SUMS0
163 3NAIXN61.

146 BO CONTINUE
165 1r IONA LT. 0.51 611.1.0

166 SMEAN(114SU4IgN
101 svAserx 1 0465 tX.JASUMS0..SUM414,2)/ IXN04,27

166 XST0EV11/450,1Y1XVAR(11)
169 90 MRITE(0,100) (LVNAME(jo1) 0.(41,31.SMEAN(II.XVAR(II.RSTOEV(11
170 100 FORMAT(' 1,6116.11 HAS MEAN s .e.6.2,2x0vAR. 1.1'11.2(2)(060. m o

171 1.F6.0)

172

174
176 C MISSING DATA
176 DO 200 Im1oNTOT
177 DO 210 .11,1.NLER

176 IFIVLEARNI.10).GE.0)0o TO 210
179 VLEARN(.1.1)0(HEAN(J)

lao 210 CONTINUE
191 200 CONTINUE
tea
lel
194
165 C STANDARDIZE STUDENT VARIABLE SCORES
199 DO 95 J61.11TOT

107 DO 97 11,10LER
166 IF (/(STDEVIII.LT. 0.0001) BOTO 96

169 SLEARNII.06(VLEARN(I.J14XMEAN(I1)/XSTDEVII)
110 0070 97
191 90 SLEA9NII.J16VHEAM(1)
102 97 CONTINUE
193 95 CONTINUE
194
195 WRITE 15.2141
196 216 FOR4AT (,0 '60. STANDARDIZED LEARNER VARIABLES 4o)
197 DO 215 1,1,61707

196 215 WRITE 15,2151 10(1),(2NAME(JoI1oJR1.41.(SLEARN(J.I),J=1.NLER)
199 cZ15 FORMAT (I511)(.440.1411,6.21)
200
201
202
203 C PARTITION GROUPS OASEO ON SHORTEST DISTANCE

204 IF (N.E0.11 CALL SEEDY
206
205
207
200 C OUTPUT GROUP MEANS



ROI P0I51E0.0
216 KKW00
211 990 CONTINUE
217 WAITE (6,410)
213 410 FORMAT 1,0 *As MEAN OF EACH GROUP
214 DO 620 1.1040 .

215 420 WRITE (4,430) /gISEE0(J,I)1.1.10NLER1
216 630 FCAVAT), ORCUP 10,121130'7.31)
:17
719
219
220 C ASSIGN STUDENTS TO SEED POINTS
721 TOIS1=0.0
722 T55w.0.0
023 WRITE (6,470)
224 470 FORMAT 1.0 .. STUDENT GROUP ASSIGNMENTS ol279 DO SOO IsI,NT(IT
226 MsTu%o(I).0
:21 00 490 J.1040
228 xuOIST 15LEARN(1,I),SEE0(1,JIINLEPI
229 (r INsTumotII.Eo.0) GOTo 480
230 IF (X.GT.W0/5T) 0010 990
231 480 XDIST.X
232 N5TUNO(I)mJ
233 490 CONTINUE
239 IF (N5TUNO)I).E0.01 X0I57110.0
235 50I5T(I)9XO/5T
236 TO15TeTDIST.XDIST
237 7554=T55m.A0/51**2
238 500 CONTINUE
239 wR/TE (6,495) (IgN5TUNO((),50I51111,(01,NT0T)
290 995 FORMAT (317X05TU A',I311 A50 TO 1,120 W. DIST I,F5.2I)241
242
243
244 0 COMPUTE mEAN ANO VAR. OF ALL OROUP5
265 00 600 J=100
246 DO 590 I.1,NLER
2.1 5114=0.0
2.8 XN.0.0
249 00 5P0 I1.1,NTO1
250 IF (NsTUNo(I/).NE.J) 0010 580
251 sum%Sum4SLEARNI1p11)
252 XNst.44.1.

r7 253 580 CONTINUE
t., 254 IF (XN .LT. 0.5) XN.1.0

255 SEE0(/..)).5Um/XN
256 590 CONTINUE
257 600 CONTINUE
258
259 IF fw(WW.E0.01 YoTOIST
240 IF CKWW.NE.01 V46854TOIST6PDIST/



281
282
263
264
26S

18/18.11101 I

POIST4TDIST
mossweTsswinslAT(NTOT-ma)
WRITE (6,620) 101110TDISTINITS1W,XM5314

620 FORMAT l'OFOR ITERATION 11',I20 TOTAL DISTANCE 1,F1.3i
266 II WHICH DIFFERS FOOM PREVIOUS BY golF71.3,
267 2 //53,0TOTAL SUR OF SQUARES WITHIN A 10.4.20

3 0, MEAN SUM or SQUARES WITHIN 1,F7.21
269 .AND. KKK.LE.ILIMITI GOTO 450
276
271
272
273 C OUTPUT NUMBER ELIGIBLE IN EACH GROUP
2.14 WRITE 161305/ 1I1141,NSKILL1
274 305 FORMAT 1,0GRP 0.15141
276 DO 330 JoIrNG
877 DO 320 IFI,NSKILL
276 NGELIG(IeJ)40
279 DO 310 II41,NTOT
sop IF 1NSTUN011I1oNE.J1 OOTO 310
2111 IF (ISKILIAIIIII1.EQ.0) OOTO 310
262 NGELIG(IeJ)0NOELIGIII04,1
263 310 CONTINUE
264 320 CONTINUE
265 WRITE (6,325)
286 325 FORMAT 123.12838,15141
287 330 CONTINUE
266
299
2110

291 C ASSIGN SKILLS TO 'GROUPS
292 , DO 335 I41.N0
2113 335 N05KILIII40
294
295

KKK40
340 CoNTINUE

796
97 DO 370 j41,NG
296 IF (NGSKILIJ).NE.01 GOTO 370
219 DO 360 I41.NSKILL
300 IF (N.E('.I) GOTO 355
301 DO 350 lIa1040
302 IF 1NGSKIL(III.E0.I) 0010 360
303 350 CONTINUE
304 355 IF INGELI01111J/eLE.HAX1 80TO 360
305 mitwuNGELIG(I,J)
306 IG4J
107 1541
306 360 CONTINUE
309 370 CONTINUE
310 NOSKIL1I014/S
311 WWW41110(4.1

312 IF IMMICoLT.110/ 111010 340
1.43

ts3



313
314
31S 7.1.10.111.0

316 OUTPUT OMISSIONS AND Mo. IN EACH GROUP
317 WRITE 16,6251
314 625 FORMAT 1212,0 STUOENT OMISSIONS 1141,1/I
319 DO 630-J61,No,
320 630 NINORPIJ140
321 00 640 0,1,670T
322 JJZ615TuNOIII
323 IF (JJ.E0.01 5070 633
324 NINGRRIrJJ):NINGRPIJJ11
325 0070 640
326 633 WRITE 16,13; Tow,(XNANEI/T,1100.1,4)
327 640 CONTINUE
324 WRITE
329

.16.655/
655 FORMAT1,0GRP w -SkILL. NO. IN GNOUPYI

330 WRITE 16,6601 IJOO9KILIJIININORP(J),J41001
331 660 FORMAT U4,44,04,4)(04)
332
333
334
335 CHECK FOR STU5E975 NOT ELIGILB( FOR SKILL OF OROUP
336 WRITE 14,963)
337 963 FORNAT 4.00EH0VE INELIOIOLE STUDENTS_FROH OROUR3',/)
338 6SSIGN,960 Tn IRETN
339
340 suEc..FALOE.
341 960 CONTINUE
342 IA:0
343 X.0.0
344 9.70 InI,NTnT

345 jjaNST:AMIII
346 IF lJJ.E.0.0) 0070 970
347 II4NGSHILL41)
344 IF IISKILLIII,I).E0.11 0010 970
349 50I5TM4DISTISLEA'RN(1.11.SEE0(1,J)IINLER)
350 IF ISOISTM.LTeXi OOTO 970
351 A:3023TM
352 IAa/

353 970 CONTINUE
354 IF (IA.NE.0) 00TO 690
355 suEc....TouE,
356 WRITE 16,9901
357 .980 FORMAT (eopRocEss SIZE coNsTRAINTs,,/)0 0 354
359
360 CHECK FoR GROUPS OVERLOADED

0.
361 AsSIGN 670 TO IRETN
362 14Dom6.17411.4E.

363 00 CONTINUE
364 DO 675 4m1eN4



365
366
3,7
364
360,
370

IF INIMIRPIJ/.6T.MM1661.1)I GOTO 677
ors comirtmwe

ooTo 604

311
COmPuTE usTaNcEs Amy/ F1N0 FARTHEST STu0ENT IN onoLommo GROUP172 677 CONTINUE

373 6110.0
374 IPAO
375 00 665 JA1,60
376 IF (NiNGRPIJ).LE.NMIGMIJ/1 GOTO 685317 00 640 241,NTOT
374 IF INSTUN0III.NE.J1 GOTO 680
379 SOISTIII40IST 15LEANNI1,11,5EE011,JIDNLER)
340 IF 1501STIII.LT.X1 00TO 680
381 6.50ISTIII
41610 16s1
383 660 CONTINUE
384 665 CONTINUE
345
186
t387 1,348 C FINO ANOTHER GROUP FOR THIS STUOENT
349 690 CONTINUE
390 YA0.0
391
392

IY*0
JAN57uNOIIX1

393 00 700 JJA1IING
394 IF 1J,E0.JJ1 GOTO 700
395 IF 15I2EC ANO. NINORPIJJ1.0E.NHIGHWJ)) 00TO 700396 N5HaNGSKILt.1.11
391

IF fISKILLINSH .IXI.E0.01 00TO 700390
349 C CNECK FOR INcOmPATIOLES IN SAME GROUP400 IF f.NOT.INCOHI 0010 698
401 00 095 szal.Nrc
402 IHNICNOSIIII
403 IF II.E0.161 GOTO 695
406 IF INSTUNOII)A0.JJ1 GOTO 700
405 695 CONTINUE
406 698 CONTINUE
407 77ADIST ISLEA4N11,IX7,SEEDII,JJ11NLERI
408 IF II7.NE.0 ANO. YY60Y.Y1 OOTO 700
409 IY9JJ
410 Yierf
911 709 CONTINUE
412 IF IIY.NE.01 0070 750
413
4f1

C .....
416 .0 CANIMOT MOVE SO PUT IN ONISS/ONS

13



3 9 1

417
41.8

419
420

-its'

WRITE 1667201 IX,J \
7,20 FORMAT 110 STUOENT A11130 MAS,BEEN BOOTED OUT OF ORP MIgI21

WRITE 1407101 I01181,1RNAMEIIIiIRleII11114),J
710 FORMAT U5,13,4460 MAO BEEN REMOVED FROM ORP 01,121

NOTUNOII3140
428 50I311I3140.0
423 NINORPW16NINORPIJ1..1
424 0070 760
425
420
427
428 MOVE STUOENT ANO RECOMPUTE GROUP MEANS
429 750 CoNTINUE
630 WRITE 16.7551 IX.J.I7
431 755 FORMAT (00 STOOENT 1,130 IS TO BE MOVE() FROM ORP Nip
432 I 120 TO GRP 4,6121
433 NGTUNOIIKIPIT
434 N1NGPPIJINNINORPIJI1
439 NINGRPIITIENINGRPIrelI
436

00 790 JJ21,NLER
438 tUM20.0 _

439 XNE0.0
440 00 780 I41,NTOT
441 IF INSTUNOW.NE.171 0070 780
442 SUNESuN45LEARNIJJIIII
443 XNRXN41.0
444 784 CoNTINUE
445 SEEOW.10 IY$ESUNIXN
446 790 CONTINUE
447
446 760 CONTINUE
444 00 775 JJ410LER
450 SUM40,0
451 xN47.0
452 00 ',170 I41,NTOT
453 IF INSTuNOIII.NE.J1 00To 770
454 SUNESUm#SLE44N(JJ,I,
455 XN4XN.1.0
456 770 CONTINUE
457 S6E0IJJ1J145U10/XN
458 775 CONTINUE
459
460
461
462 C . RECOMPUTE STUDENT DISTANCES
463 7015740.0
464 TSSWZ0.0
465 00 740 I610707
464 SO157(1)00.0
467 ).NSTUNOII)
468 IF (4.EO.01 0070 740



469 1691STII100IST 16LEAPONIII.11.SEED11.4),MUI0I
69, Eu5015111)
411 TDISTKIDISTX
ara Ts5we15sw.x1.2
413 5u5/(11.x
414 740 CONTINUE
41% EMS5R2T5Sm/FLOATINTOTNOI
sels %RITE (6.745) TOIST,TSsWorNSS
417 745 FORmATIsx.ITOTAL DIST. 0.1,1.30 TSSM 1.1111.20_MSS8-0
498 GOTO
479
400
481
492 C PROCESS INcomPATIBLE STUDENTS IM SIMILAR NANNE;.
483 800 CONTINUE
484 INE00A.T8UE.
ASS READ (5,010,EN0A9C0( NICIINICNOS
400 810 FoRmAT 112.1014)
447 MRZTE (6015) INICN0S111,141INIC1
400 815 FORMAT flOINComPaTIDLE STUDENTS 1.1015)
606 IF (NIC.LE.1) 0010 .00
400 DO 830 lal.NTC
491 Do 620 spe1,N107
492 IF 110(0.EO.NICN051111 0010825
493 82n CONTINUE
496, WRITE (6,822) 41DN05111
495 800 FoRmAT 10 40 STUDENT FOR so 0rs14)
666 0070 Soo
607 825 NICNO5(00J
498 630 CONTINUE
499
500 860 CoNTINUE
S61
SO2

DO 840 JA1,N0
FOUNT40

503 00 635 ITA10170
504 1=NICNO5III)
SOS IF (NSTUNOCII.NE.J) GOTO 635
806 KOUNTAK0UNT*1
SOT 5015T(1140/57 /51L.EARN11,11,SEE0(1,J),NLER)
SOO 835 CoNTINUE
509 IF (nouNT.LE.1) GoTo 840
510
1111 )'1.0.0

S1Z --
513 Do eso ilnl.NIC
S14. IsNICNos( 11)
815 IF INSTUNOIII.NE.JI 0010 050
116 IF ISOIST(Ii.LT.61 0070 650
SIT
SIG IXII
81, 8110 CONTINUE
820 ASSIGN 060 TO 1OCT4



sal 6070 690
522 40 CONTINUE
523 SOTO 600

525
526
527 C OUTPUT FINAL TOTALS AND LEAVE
526 900 CONTINUE
529 00 950 J21040
530 NSK4NOSKILW1
531- WRITE (6,910) JINSKIISKN4MENJOSK/IJJR1,312NINORPIJ1
532 910 FORMAT (IkellOROUP 8,120, stmt. .,12,2x0A6a.
533 hilimBEN or INDENTS RecomwEN0Eo ',13,,,,
534 2 STUD 0,,12XOSTUOENT NAME,010X0DISTANCEsa/
535 00 940 1R1INLER
536 SUM30s0.0
537 SUm40.0
53e XNR0.0
539 00 930 IIR1,NTOT
540 IF (NSTUNO(II).NE.J) OOTO 930
541 SUR4SUM4SLEARmIIIII/
542 SUPSO*5LEARN(II1I)4,424SUMSO
543 XN.TXN.1.0
544 IF II.NE.11 OOTO 930
545 SOIST(III4OIST1SLEARNI1IIII,SEEOCI,J),NLEN1
546 WRITE 16,9201 I011I/I1XNAMENJ,III,JJ.1,4),SDIST(II)
547 920 FORMAT (2X1/484X,446. 5%01.31
546 930 CONTINUE
549 IF (XN 0.5) XN*1.0
550 XMEANglIsSUm/XN
551 XVAR(I) RABSIXN4SUMS0..SUM.4121/1XN6.21
552 XST0ZVII/ASO0TIAVAR1111 ,
553 rr (I.E0.1) wR/TE (6,70)
sp. WRITE (6,100) (LVNAME(JJ/I)/JJA1.3),XMEANfI1/XVARMIX5TDEVII1
555 940 CONTINUE
556 950 CONTINUE
557 CALL EXIT
556 393 ENO

u.)
b.)



a
3 WJIMOUTIME SEEDY

SEED PGINT RouTINE 411.00#I71.00

I. 1446AMETE6 MAX800.15,MAXSTU41200AISK4151MA74.941S
S commom sLeAam CM4XLV, MAXSTU/Ip ISMILL (M4XSKI4AX5TU71
6 4 KAM (MAXORP) , NHIOMIIMAXORP) I NOINS4ILL,N4..ERIINT0T

7- __00mMON /SEEDI-NOSKIL IMAXORP), SEEDIMAXLVIMAXGRMI,
a solar im.xsru), NsTUN0 (MAXSTU)
9 DIMENSION NPART moonp)

10
11
12
13
14
IS
16
17
18
19
80
21
za
23
24
2$ IS
26 10
2/
28
29
30
31
32
33

N:t
MCI. 4 TABLE Or STUDENT DIsTANCES

34
3$ 00 100 I4I,NTO1

36 440/ST (SLEARN (III), SLEARNII,NSTUI)INLER)
37 IF (NEL10.E0.(1) 0070 50
38 DO 20 II4I.NELIG
39 Ir IX.LT.SOISTII/)) 0070 40
40 20 CoNTINUE

30 SOISTCNELI0*114X
.2 NsTuNo(NEL:a.1).1
.3 GOTo 90
44 40 NSTUP8I
4$ DO 50 U141104E110
46 TEMR=SDISTIIIII

48 reTEL IIII)"P
47

49 p1TE,444N$TUN0CIII)

SO NSTUNOCIII)4MSTU2
51 50 NSTU2apsTEPP
58 SDIST CNIE4.164Illax

FIND 2STUOENTS W. GREATEST PAIR WISE DISTANCE
NSTU1s1
NsTU2s1
DmAXA0.0
00 10 taIINTOT
NN4I1
00 15 II4NN,NTOT
-xsoIST ISLEARNCIIII.SLEARNC1IIII,NLER)
If tx.I.E.DNAX) OOTO 15
NSTU14I
NSTU20II
DmAxpX
CONTINUE
CONTINUE
WRITE (6.17) Ns7u1,14s7taomax

17 ropmArtooLAPGEs7 DIST; 1s7 STUDENT 4 '0130, 2ND STUDENT 4 I,

I I3111 OIFTERENCE r ,,F943)



395

53 NSTUMOINELI6AIIANSTU2
54 96 NELI4RWILI0A1
SS 100 CONTINUE
116 4N/TE (6,00) (S0IST(I),NS7UNO(1)0/41,N9IIMI
ST 80 FORMAT (512X,F11.3,29,13)/

-SI
60
61 C sum THE LOWER GROUP LIMITS
62 SUM40.0
63 DO 110 I4100
64 SUmeSUmmFLOATINLOMII)/
65
66
61
68

110 CONTINUE

69 C ESTABLISm A PARTITIONING
10 NEOSB:0
71 '00 120 TAI,NO
72 NEGSKAINEOS$4.2
73 PORTmaIFLOATINLOWIM/SUMI,FLOATINELIO/
74 IPORTNAPORTN
75 IFIIPORTN-IPORTNI.OE.0.5I IPORTNII/PORTN.1
76 NPART/NEOSPO4IPORTN
77 120 CONTINUE
79

TI -
-so- c
81, C BALANCE TmE PARTITIONS
,82 WRITE 16,135/
83 135 FORMAT (00 4 GROUP PARTITIONING AA')
84 WRITE (4,145) NELIG,(NPART(J),Je1,NEO5K)
ss 145 FORMAT II COmpuTE0 PARTITION WITH 1,130 STUDENTS( 1,10413,291)
06 00 140 js1,NEOSK
OT NSUm40

DO 130 I41,NEIS(
89 130 NSUM.NSUM.NPWITII)
90 Ir(Nsum.eo.NELts) GOTO 150
91 IFINSUM.OT.NELIGI MPARTWIIANRARTIJIm1
92 IFINSUMAT.NELIO) NPARTWIRNPORTIJI41
93 140, CONTINUE
94 150 CONTINUE
95 WRITE (61155) NELIG,(NPARTIJI,J41,NEDSK)
96 155 FORMAT (I BALANCED PARTITION WITH 1430 STUDENTS( 1,10II312$I)
1117 IFINSUM.NE.NELIOI STOP
110

91
100
101
102
103
104

SELECT MIDmPOINTS
IRINELI0.11/2
IIRIMELI642I/1



105 RCNROISTINEL101EDIST1111

1116

107
106
1,9 C RI,NC MEAN OF .EACH PARTITION,.

112
NECEANO

111 IIRO .

112 CO 200 1g1,40

112
NEOSRaNEOSK,1

-114 NN.NRART1NE09M1.11

113 NAII*1

114
N21INN
NlaN

110 IPIX1.1.T.A21 0010,160

119
N2mVEL104.1N

120 NIoNELI04.1.NN

121 160 CO 190 RzIoNLER

122 XN1.0.

123 SUms0.

129
DO 100 JAN1.N2

125
jjigNSTUN0W1

124 SUOsSUPOSLCARN(K,JJ)

127 101 XNAAN.1.

120
129 IIANN

131 200 CONTINUE

131 RETURN

132 END



336

APPENDIX C

COMPUTER PROGRAM FOR GROUPAL C

39'1



1 C OGOUPING ALOORIENN

PAPAIKETEU MAXGRP01601AX3TU.1120,MAN5KI5,NA7iLV20
COMMON SLEARN IMAXLV, MAXSTUI't 1SKILL 114AiSK0MAXS1UI,

4LOWImAKORPI, NHIGHIMAXGRP), NO,NSKILL,NLER9NTOT.KII0H7
6 COMMON /SEED/ NGSKIL INAAORP), SEE0(NAALVoNAAW),
7 SD/ST IMAASTU), NSTUNO (IIAGS%)
2 OIKENSION xl.A.E(4.0tAxSTO),VLEARN(NAALV,MAxSTU)

OINENSIGN IOImAx6TO1
10 OiNENSION XNEAN(NAXLVIOISTOEVIMAALV)OOARINAXLIF)
11 OINENSION NymINAX6K)
12 OINE,,istoN NsKNosImAKSKI,NL,.40114INAKLVI
13 INTEGER GKNAHrt" .:NAHE12,MAKLV)
14 DIH.ENSION (1)

15 DIKENSIOm
10 LOGICAL INL
17
16
is 11110018

20 C INPUT ANO ECM0 PARAMETER CARDS
21 MRITE16,11
22 1 FORmAT(1110GROUPING ALGORITHM C1,/.1X,20(11),/)
23
24 READ IS, 21 1COSKILL,NLERNTOT,PEIGHT !LIMIT
PS 2 FORM4T112,1X,I2,1X,I2,1X,I3,1X,F4.P,1X,121
26 wR:TE14,31No,msKILL,NLER,NTOT.KEIGHT
27 3 FORmATI0ONUP4FR OF GROUPS RECUESTED
26 NtivBFR DF SKILLS CONSIDERED fil2p/p
20 2 I NUe9ER OF LEARNER VARIABLES CONSIDERED ,fI214,
30 3 I NU0PFR OF STUDENTS A '030/p
31 0 MEIOMT APPLIED TO SKILLS 11,r5.2,/1
22 Tr tILIMIT.Eo.o) 1LIMITELIO
33
34 READ15,41K,L0
35 4 FORHAT13I1)
36
37 S FORMAT)" ELIT4BILITY rOP SKILLS TAKEN INTO ACCOUNT')
36 IFIK.E0.0)m=4TEt6,8)
3, 6 FOR"ATt° ELICROILITY FOR SKILLS'NOM TAKEN4INTO'ACCOUNTW
40 IFIL.E0,1)m9101617)
41 7 F00"4T( LE 'II:4M VARIABLES TAKEN INTOACCOUNT1)
42 iriL.E0.014411(24601
43 a roPRAT(0_LE6PPER VARIABLES NOT TAKEN INTO ACCOUNT')
44 /FIN.E0.11.,M00EM(60)
45 !_FOR!a#J)"!!PWPIINAN_ONE.....OROUPMAY STUDYTHE SAME SKILL")

IFiN.E0.01WOREFE16,11)
AT II PORMATI0 co4marvNE CROUP MAY STUDY A PARTICULAR OKILLt)
46
44 tt READ(StIOltNLOW(I),NNIGN(popm100)
SO 10 FORKATAtOial
SI WRITE (6.16) INLOW(I),NMIGNilliam1046)
OR ti romplomossAmo RANGES 0.10(213.2K))

398



399

93
94
ss
56 C RANGE TEST

ST MSUMw0
SI NSUM40
59 KLOW=99
60 DO 20 I41,NO
61 NSUMANSUMNLOW(I)
62 MSUMAMSUM4NHI1N(1)
63 IF 1uLowfro.o7.Nkt64m) WRITE 16,26) I0NLOW(/),NMIOMIT)

64 16 FOPMAT INVALID RANGE ORP 0',I20 LOW 4 OI120. H/OH 1021

65 ?, 4NLn411).67.4LOwl WRITE (6,18) IINLOWIII,KLOW
66 10 FOPMAT SEDUENCE ERROR OPR 01,120 CURRENT LOW u I,

87 I 120, PREVIOUS LOW 4 '11121
114 81.0w A NLOWIII

6, 20 CONTINUE
70 IF(NTOT,GT,NSUN.OP.NTOT.LT.NSUAIWRITEI6030/NTOT
71 30 FORMAT() RANDF. SIZES DO wc,( CORRESPOND TO TOTAL NUMBER or STU0201

72 11,13)
73
74
75
76 C READ p, SKILL Amp LeARNER VARIABLE NAMES

77 READ 16,10) INSKNOSIIIIIR1INSRILL)
78 WRITE 16,185) I4SKNOS(IIII41,NSKILLI
79 185 FORMAT ('OSRILLS CONSIDERED u 0.20131

86 READ (SOO) tmLVNOSt1),IRIINLER)
61 WRITE 16,1673 INLVNOSIIIII4IINLERI
62 181 FORMAT (lOLEARYER VARIA6LE6 CONSIDERED Is O.2013)

63 DO 170 141.14SWI4,6
64 READI5,160/tSRN40KWIII,J61,3)
65 180 FORMAT(346)
86 170 CONTINUE
ST 00 175
66 REAo I 5 1180 lq-1,U444.11£ 4.4.44:11 r411113)

49 175 CONTINUE
90
91
92 WRITEISI141
93 14 FORMAT ( )0) r4)(4640 ',TIMM)" RECORDS))

94 WRITE16,17)
9S 17 FORMATI"0,4 BA4wirnSDP4' NAME,19X0 VL VN AC AN KT SI -SO',

96 1' EO EW SO sy I0coo 1 2 3 4 S 6 7 6 61011121314,/,

07
98 C

READ IN STU7LRWT 00143ROS99 C

100 DO IS /41,4131
101 READ(4,12/1,111,104100*00/,..141114/01VLEARN14,1),J41,12),
302
103

1IISAILLIJ,IVA441,144'
12 rommA7176,ttAft,,1Xore.6,r3.1,1x.ra.6,r1.6,1x,1611)

104 w4/TE(6$131 ,ASNANIEIJIIIIJoll4/olVLEARNI.J./1.J.1.121,



IIISAILLIJI11,0010141
106 13 .00.ATIts.lx,4.6.9.4...rs.1.1x,,4.0.2x,re.0,14:2)
107 IS comilmE
tee
tog
119
11* LEFTJUSTIFY SELECTED SKI LLS AND LEARNER VARIABLESIii DO 250 IAI.470.1.

113 00 220 II.10.Le.
11.
lis Iv IL.EC.0/ vLErRNI(R,I).0.0
116
117
118

120
121

220 YLEAONIIII,110VLILIRNIKKII)
jjmNLER
00 240 IIAI,NSK/LL
KKANS.MOSIII/
Ir (F.E0001 ISKILL(KK6/101

122 J4AJJ41
123 VLEA9N144 I 1 AFLOAT ISKILL I/ )

124
125 220

DO 230 KK41,3
LVNAMEIKK/JOISKNANEIKK./I)

126 240 CONTINUE
127 Esn CONTINUE
128 NLERANLERNSKILL
129
130
131
132 C CALCULATE NL14aER Or STUOENTS ELIGIBLE FON EACH SKILL

123 WRITE 161130)
134 130. FORMAT 1,0NUNAER'Or STUOENTS ELIGIBLE FOR THE FOLLOWING SKILLS

135 DO 140 jAIDNSK/LL
136 NUNIJ/A0
117 DO 150 141.41TOT

130
139

KW J; oNUM
*so coNTIwE

_.
/1.1,31,NumwlWRITE(..160)(u%Ame111.0.

--t.i
1.2

100
140

FORMAT (1*.346..
CONTINUE

.,:3)

143
144
145
146 C CALCULATE MEAN, VARIANCE, STO, OEV. OF EACH LEARNER VARIABLE

147 WRITE (600)
148 70 FORNAT 1,0 1,

LEARNER VARIABLES . MEAN. VAR. AND 51.0. DEV. 0091

149 00 90 IAI.NLER
ISO SUNS040.0
151 SUNA0,0
Isa
153

XN1,0.0
00 80 JA1,NIOT

154 IFIVLEARNII.1I.LT.0/00 TO 80
155 SUNASUM4VLEARNII.J1
164 SuoSO4VLEMINII,J144640sUNSO

tr3



Ill xpo.)0441.

iso en CONTINUE
159 IF IAN L7. 0.51 59..1.0
160 AMEANI/14SUM/AN
161 XVARtI1mABSIAN.SUMSO-SUM4021/IANA.21
162 xsTDEvmasonToorma(I))
163 90 WRITE16.1001ILVNAME1.1111,J41,31,XMEANtI1,XVARII1,XSTOEVIll
164 100 FORM:all 1,3650 HAS MEAN a 91F6.2,2X0vAR. a 9,1911.2,2AOSO. I

165 1,F6.21
166
167
166
169 C MISSING OATA
170 00 200 I41.NTOT
171 00 210 JA1,94LER
178 IFIVLEARN1.1,11.0E.0100 70 210
173 VLEARN(JII)4AmEANI.11
174 210 CONTINUE
175 2110 CONTINUE .

176
177
178
17 C STANDARDIZE STUDENT VARIABLE SCORES
160 00 95 ..141,N707
161 00 97 I41,44.!ER

IF (%srovotrI.LT, 00001) Gam 98
163 5LEARNII..1194(VLEARNII,J).KMEAN1I1)/ASTOEVII1
164 GOTO 97
165 98 SLEARNIII.114-AmEAN1I/
166 97 CONTINUE
167 95 CONTINUE
166
lc" WRITE 16,210
100 214 FORmAT 190 a.. STANDARDIZED LEARNER VARIABLES 41991
1,1 00 215 /11,NTOT
192 215 warm (6.216) ro(t)oxiyAmE(J,I),J1.114),tELEARN(J,r),J.1,NLER)
193 216 FoRmAT (15,1X,4A6,141F4.2)1
194
195
196
197 C ALLOC ATE SKILLS TO GROUP BASECr'ON LARGEST NO. ELIGIBLE
1,6 00 350 IA1,NG
1511

200 1.9111(40

201 00 310 /141,NSKILL
NOR IF tNumtlr).LE,MAX) GOTO 310
103
PO4 n7:NUmt111
205 310 CONTINUE
806
107
.206

IF tmA4.0E.NLmw(111 GOTO 330
WRITE (6020) IoNLOMIIIIMAX



ago 320 F0a$44Tvi0Lowa4 UNIT OF 500UP 01,121, flab
215 4 0 'IS GREATER THAN 5 OF STUDENTS ELIOIOLE go et/31

211 NLOw11)441/1

212 330 NUPINSKIsNAX-NLOWII)
213 NOSRILIII=NSK
214 IF (N.E0.01 NoNINSX).0
21S 350 CONTINUE
210 WRITE 161351) (NOSICILII),IA1,NOI

217 351 FORMAT foOSNILLS ASSIGNED TO 'GROUPS ',2013)

214
219
Rai
402 C CALCuLATE1SEEM,POINT FOR EACH GROUP
'222 :Do.:,440-Aiol.e.SeciLL

222
224 ,K0U4T40

._225 DO ,36VII.1,NG
Alas IR 05RIL(II1.14E.I) WO 390

lot0ummK0uNT42

2211,'

-229 360 CONTINUE
230
231 IrlficouNT.Ea.o) 0010 00
232' IF ArgigcLNTACI.1) 0010 310

233 CALLLSEE0VIII
234 0010-,600

235
234. 3T0 DO 390 ual.NLER
237 wrimOi

230. SuN=0.
Do aRO:Illei,NTOT

END IF gl5eaLLII4III.E0.0) AOTO 300
a6E leNgogN.1.

342. SuN2suN4SLEADNWIII)
143 350 CONTINUE
2A6 390 SEEDIJ.NON0)45up/XN

.2611 400 CONTINUE
246
261
248
249 C OUTPUT GROUP' MEANS
250, POt5T.('.0

100c=0

232 450 CONTINUE
253,
as4

mArTE 1694101
.410 FORMAT g go49. MEAN mOF EACH OROuP e)

ROI poA,20-t4i4so
es. 420 warm 04.430) 1,Isecow.t),41.NLEa)

630 FORNATI,,oRouP 0'112,13171,3))
238
is9^
Atte



103

.

261 c ASSIGN STUDENTS TO SEED POINTS
262 TDISTi2.0
263 1666.0.0
266 .MR/TE. t6.4701
263 670 FORMAT to0 .6 STUDENT GROUP PASIONMENTS 66./
266 DO SOO IPIINTOT
267 NSTUNOtI/60
eC42 DO 690 JolgAIG
262 NSOC6NGSMILWI
270 IF tISKILLINSM.D.E0.01 GOTO 660
271 xmotst CSLEAR411.II,SEEDI11jIoNLER1
272 IF (NSTUNOtII.E0.0) GOTO 660
273 tr (x.wrocotsT) GOTD 690
276. 660 )(DIST**
273 NSTUNOtII6J
21.6 660 CONTINUE -

trr tr (NsTuNottt.Eo.o) XDIST60.0
21e SOIST)116X0IST
27* joiNSTUNOW
Set tr tJ.NE.tu 20IST OIST. ISLEARM(1,IlISEE0116J1DiaLER.p451ag.L)
26.1: TOISTATOISTOMIST
282 TSSW6TSG.N.*DIST.62
263 SOO CONTINUC
266 WRITE 06,695/ (I.NSTUNO(1).SOIST(I)11.111NTOT)
,213 696 FORMAT q317XgoSTU ASO TO 1,I2.1 M. DIST '0'5.213

262
267
286 C
283 COMPUTE MEAN AND VAR. OF ALL GROUPS
26*

1291
292.
299 XN0.0
299 00 580 II0IINTOT
295. IF INSTUNOIIII.NE.J) 00TO 580
2916,

297
296 580 CONTINUE
299 IF (XN 0.51 XPNA1.0

302 SEE0II,J/05Um/W4
301 590 CONT/Nu5
302 600 CONTINUE'
303
306 IF tOCKM.E0.0) 9217/1/6T

303 IF 11,(04.NE.0) 66ABSITDISTPDISTI
306 KICK6o00(61

307 POISTITOIST
308 XM55w.T5SWIFLOATINTOT.N01
309 wp/TE (6.020) 6660015T0i/T55MOIM551C,
310 620 FORMAT 100FOR ITERATION MI.120 TOTAL OISTANCE $,F7.3,

311 1' ;;;-;:t."i DIFFERS FROM PREVIOUS BY 'IF7.3.

312 2 /IS*OTOTAL SUM OF SQUARES RITNIN $1,16.2,



'

'313' 3 1,0 KAN um sr soyAREs WITHIN ,01.1)

316 'if. 19.6T.0.01 .1040. 100(.18.ILIMITI GOTO 450

315
.318
'311- C
31$ C OUTPUT OMISSIONS ANO NO. IN'EACH GROUP

WRITE 16,625)

..,380.
625 700mA7 cello 06 STUDENT OMISSIONS .**0141

_381 00-630 JsleNG,

,238. 630 NINORPIJIm0
333 00 660 Is1,NT0T
334 J.114NSTUNOII)

slis Tr. 1JJ.E0.0) 0010 635

236 Nmomcjj16NIN000WJ)4.1
UT . GOTO 640

3311- 635 WRITE 16,13) IDCII,(ANAMECII,I),II81,6)
oAo_comTINUE

336 WRITE-(6-.655)-
. . . ._. .. .

Ilil 655 FORMATIOORP .11 SMILL -NO. IN ORDUP1)
.

... . -., , . . .

132. mRITE 16,6601 1J,NOsKIL(J)ININGRP(J),Jm1001
333 %

660 FORMAT (14,4X,14,8X.14)

335' C
336
337
338
339
360
341
362
363
366
345
366
r367
368
369
350
351
352
353
366
3SS
356

,315?
3116

333
364
361
362
363
369

CHECK FOR.OROUPS OVERLOADED
ASSIGN 670 TO /RETN
INCOma.FALSE.

670 CONTInuE
00 675 JuIeN0
IF ININGRP1j1.0T.NNI0N(J)) OOTO 677

675 CONTINUE
GOTO 800

COMPUTE DISTANCES +No rmo FARTHEST, sTuDENT'IN

RTT CONTINUE
xe0.0
IX.0
00 665 .0511NO
IF (NINORP(A.LE.NNIGNIJ)) 0010 685
DO 6a0 13.10470T
IF (NSTUNO(1)0E.J) GOTO 680
solsTm.oTsT csLEARN(1,r),sEED(1ij),P4.ER)
IF ISDIST(I).LTIA1 ODTO Aso
x.solsT(1)
IXI

680 CONTINUE
685 CONTINUE

OVERLOADED GROUP

9IMO ANOTHER GROUP POO THIS STUDENT



495

365 690 CONTINUE

366 740.0

367 117.0

366,-. .14715110401161

,349 DO 700 JJ61,NO
370 IF 1J.E0.JJ) GOTO 700

371 IF 'ININGRP(JJ).GE.Nm/OHIJJ11 0070 700

372 NswvNGSHILWJI

373 IF (ISKILLIN5,4.16).E0.01 0070 700

774
375 C CmECK FOR INCOMPATIBLES IN SAME GROUP

376 IF t.NOT.INCOml GOTO 698

377 00 695 IIvI.NIC
778
371 IF 1I.(0.I8) ODTO 695

360 IF (NSTUN0tII.E0.JJ1 0070 100

381 695 CONTINUE

,302 698, CONTINUE

S83- vy.AO:ST (S1.EARNII,IX/05EE011,JJ),NLER:

364
IF (IY.NE.0 AND. YV.GT.YI 00T,0 700

385 ZYBJJ

380 Yawl,

.307 700 CONTINUE
388 tr (IT.NE.0) 4070 750
304
390
391
392 'C CANNOT MOVE 50 PUT IN OMISSIONS

393 v0/7E (4.720) 1X,J

394 720 FORmAT (o0 STUDENT 00.130 HAS BEEN 8007E0 GUT OF GRP, A.02)

395 WRITE (6.710) I0(IX).(XNAME(/1,-/X),III.10.),

394 710 FORMAT /15,18,4060 M45 SEEN REMOVED FROM GRP Ho,I21

397 N5TuN01I8140

398 50157t1,000.0
399 S NINGRPIJIIININARP(JI-1

400 0070 760

401
402
403
404 ;

mOvE STUDENT AND RECOMPUTE GROUP PAEANS

405 750 CONTINUE I

''.406
v8ITE (4,755) Ex,,,,re

:oT Tss FORMAT (,0 sTooENT w1,13.P Is To BE MOVED FROM GRP Me,

408 1 I20..70 ORP sogI21

409 NSTUNO(/XlsIY
410 NINGQP(J)8N/N0RP(J)..1
411 NIN008t/v)4NINORP117)44,1

412
413 00 790 JJ41,NLER
414 5u!...0.0

415 xm40.0
616 00 780 1m10007



bli
418
*19

If IN57UNIOCII.NE$11,1 1410

sumaSuN3LEARNIJ4,I1
XAiwYN*1.0

420 780 CONTINUE
441 SEEO(J.JoITIASUm/XN
882 790 CONTINUE
423

760 CONTINUE
400 DO 775 JJ1.1.4LER

26
81,7 )101::8 00:0

.24 DO 770 Is1INTOT

.29 IF (NSTUN011).NE..1) GOTO 770

430 5UMASum4SLEARNIJ.J.II
XNAFN.1.0

'32 Tro CoNTINUE
833 sEED(JJ,J).SuN/XN
434 TTS CONTINUE
835
'36
£37 C

!3A c REcc.puTE snoeNT DISTANCES
439 70157.0,0
440 TSS4A0.0
401 00 740 /41,NToT

44e 50I57 (1)=0,0

443 JAN5Tu.,0(i)

444 IF I.J.E0.01 GOTO 740
445 50157U/40/ST tSLEARNII.I/eSEED(1.J)oNLER/
446 X D/ST (SLEARN11411,5EE011,01NLERNSKILL)
447 TDISTICTOIST.X
4,48 T0SM4TSSM.X4412

449 SDIST(114X
450 740 CONTINUE

451 YmSSWATSSP/FLOATINTOT^NG)

452 WRITE 16.74S) TOIST,TSSPOCMSSW
453 745 FORWATISXOTOTAL DIST. A e,F7.30 TSSM 4 90'8.2.0 OSSW 9.1F7.21

454 0010 /RETN
455
456
457
458 C OCESS INCOMPATIBLE STIJDENTS IN SIMILAR MANNER

459 800 CONTINUE
460 INCOms.TRUE.
461 PEAD (5 RIO ,TN04900) NIC,NICNOS
462 810 FORMAT (I2.1014)
645 %RITE (olalsi (NICNosmogil,NIC)
464 815 FORMAT 1,0INCOMPATI8LE STUDENTS s'ipol0/5)

465 IF INIC.LE.11 GOTO 800
466 DO 830
467 ao aoo .011,NTOT
468 If tIDIJI.Ko.NICNOs(III 8010825



469 620 CONTINUE
470 W.RITE, 4616E21 NICNOSIT1

471 022,FOPM4T. I* NO STUDENT FOR to '2141"
472
.473 eas NIctioswiw"
674 830 comumix,..
475
476 660 CONTINUE
477 -:,. op 840 Ja100
474'. NOUNT20
471 Do .165 flul.m1G.' -,-

400- /.NICNos(riti.

hot IF iNsTuMOtIl.NE.J). 6010 835
462 ot0UNTsR0uNT.61

483 , -,SDISTII)310IST ISLEARN(1,1l,SEED(I.J),NLER)
46%, 635 ComilNuE- '.

. 4115 ...IF (80uNT.LE.1).8070 640
466 _

467 Xm0.0. .'

464 IXR0 '

489, DO asO. r Ist,i9tc
. .

.

I.NICNostili-+ ..

-491' IF. INs7UN0(1).NE.4).G0T0 550
492 IF;ASOI57111.LT011 0010 650

493 x1,501571!) :

494. !X.!
495 650 CONTNUC.
496 ASSIGN, oso TO TRETN

.497 G070 690 :
498 840 CONTINUE
499 0010 600
500.
Sol
502 G .-

407

503 G OUTPUT FINAL TOTALS ANO LEAVE
504 900 CONTInuE ,

505 00 950 j41,N0
NsK.NosKILw) .soo

507 NRITE'16,9101 JOS8,150INANEIJJ,N5111,JJ.1,31,NIN0RPNI
508 ,

910 FORMAT (,1,,,Ogots. 4$02o, SKILL 4',12,28,386,/,
1 '741.p."BE.o.oF $7uDEN15 RECOMMENDED

510: , 2.,4 sTuD V,612F0STunENT NAmE1,10X0DisTANCE,o/)
.511 DO 940 Iii',NLER-
-512 sumSos0.0
513 :="10514 .;

515 DO. 930 Ilal,NYbT
516 IF tNSTUNGIII).NE.J1 6010 930

517 SuMA*504+SLEARN(1./r) .

-516 SuMSOFSLEARNII,II14o24sumso
519 xNARNA1.0 ...

' 520 IF (I.NE.11 6010 930



52i sca3r(221.milnevemo1.121,SEED#1..wodutp, .

WAITE 6.9101 totrto,t1uAmeljj.1II,J4.1.4o.sotroltl)
143, 900 FOON0T 12/11.14016X,944, SX,F0.31

509 930 CONTINUE
IF 1XN 0.51 9116.1.0

XMEANIII0SUM/XN
X90R1I/001151XN001j015034.1041,21tiloo..41
X5TDEVIT1s504T1X9AR(111
IF (I.E).1) WRITE (GTO)
WRITE 16,100) ILVNAMENJ,IIIJJ41,31,XNEANIII,X9AP(I),XSTOEVIII

940 CONTINUE
950 CONTINUE

.CALL EXIT
ENO



C SEED POINT ROUTINE AL0087Tmm
2
3 SUBROUTINE SEFDY INS*/

PARAMETER MAKORP1115/MAXSIIUK120,MAK5KR154MAXLVA30
COMMON SLEARN (MAXLVI 4AX5TUI4 MULL (MAXSK,MAXSTU),

6 NLOW(MAKOPP), NMIGHIMAXORP), NO,NsKILL,NLERINTOT,NEIGNT
COMMON /SEED/ NOSKIL IMAXORP)4 SEED(MAXLVIMAXGRRI,

8 SOIST (PAXSTU), NSTUNO (MAXSTU)
9 DIMENSION NPAPT IM0kGRP)

10
11
12
13 C FTN0 2-STUDENTS U. GREATEST PAIR WISE DISTANCE
14 NSM1*1
IS NSTU2.1
16 DM6K*0.0
17 DO 10 1.1.NTOT
16 IF IISKILLINSK,114E0.0) 0070 10
19 NNzI61
20 DO 15 IIRNN,NTOT
21 IP (M(ILL. GOTO 15
22 XRDIST ISUARN114/),5LEARNII,II),NLER)
23 IF IY.LE4ONAXI GOTO 15

NSTUI41
25 %5Tu2Ali
26 DMAX:X
27 IS CONTINUE
28 10 CONTINUE
29 WRITE 16,17) N5K,NSTUIINSTU2gDMAX
30 17 FORMAT(40SKILL 84,1120, 157 STUDENT al '4130, 2ND STUDENT op

31 I 1309 DIFFERENCE 0,F9.3)

32
33
34
35 COP.STRUCT A TABLE.OF STUDENT DISTANCES
36 NELis.o
37 00 100 /A1,NTOT
38 IF (ISKILLINSK/II4E0401 GOTO 100
39 X=DIST I5LEAR4 (111)1 SLEARN(1,NSTU1),KER)
40 IF INEL104E0.01 00TO 30
41 DO 20 11.00NFLIG
42 IF (A.L.T.AnisTIII)) DoTO 40
43 24 CONTINUE
44 30 SD/5TiKELIG41)4X
*9 NSTIP.OINELIO,I/RI
46 GOTO 90
47 40 N5TU24I .

40 DO 50 1114II,NELIO
49 TEMPeSDISTIIII/
SO SDIST (IIIIsX
SI KaTEMP
52 NTEmR0NSTON0(111)

-C-
03



53 MSTUNOTIIIIIAWSW5
56 50 TAITWIAMTEMP

65 9DISTIHELI66011.6

86 NSTUNOINELIS61)ANSTUE

51 Go NELI13ANELI6.1

SO 100 CONTINur
SS WRITE (6880) (50/ST(1)1NSTUNOMI/011PNELIBI
69 80 FORoAT 1512X,F90,2101311
11,1

62
63
64 sum THE LOWER GROUP LIMITS

45 510460.0

66 CO 111 IPI,N0
GT IF IINGSKILIII.NE.NSK) OOTO 110

68 SWHASOMFLOAT(NLOW(I))
69 110 CONTINUE
70
71
VI
73 C ESTABLISH 6 P6RTITIONINO

74 NEOSKRO
15 DO 121 I61,NO.
76 IF chusomm.NE.msmi soro 120
TT NE0SKRNEOSK.1
78 PORTur(FLOATINLOWiI))/SUH).FLOATINELIO)
79 IPOR1N6PORTN
80 'IFtiPORTNIPORTNIOE.0.5) IPORTNE/PORTN*1
61 NPAR1tNEGSN)61PORTN
82 120 CONTINUE
83
66
85
46 C BALANCE THE PARTITIONS

117 WAITE (6,135) N58
88 135 rog.AT Igo PARTITIONING FOR SKILL 0'1121' 6641

89 %RITE (6,145) NELIGIINPARTIJI,J611NEOSKI
90 145 FORmAT (f COMAUTED AARTITIOM WITH 4131 STUOENTCI ',10(13,2X))

91 DO 140 JA11NEOSK
92 MSOM60
93 DO 130 I610E0SK
94 130 NSUMANSUM.NBAAT(I)
95 I7(NSUM.E0NELI0I 5010 150
04 /FINSW4.8T.NELIGI NPARTIORNPAR1(J)-1
97 IA(NSUM.LT.NELIG) NPAR1IJIANBAK1IJI*1
06- 140 C0NT4NUE
69 150 CONTINUE .

100 WITTE (6,155) HELIO,CHBARTWIIJAI,NEOSKI
I8i 133 FORNAT I9 BALANCED PARTITION WITH 1.130 STUOINTS$ 1.10(13,2S)).

101 trimsum.mt.mniso STOP
IOS
104



C -
196 C SELECT HID-POINTS

107 Ist(NELIO11/2
106 lIsINEL10.21/2
109 XIsSOIST(I1-50IST(11

119 )12.5015TINELIG).5015T1111

111
112
113
114 C pIND MEAN OF EACH PARTITIoN

115 NEGSKAA
116 ZIAO

)17 00 200 Ill,NG
116 IF (NGSHIL(1).NE.N5H) 0070.200

NEOSAANEOSK.1
126 NN4w,ART(NFOGH).4/I

121 N4/1.1

122 N2IINN

123 NIAN
124 IFIA1.LT.X21 GOTO 160

125 .4.2ANEL1041-N

126 NI1NELIG41-NN
127 160 00 190 Kal,NLER
126 FN40.

129 Su.A0.
130 00 1/00

131 4JANSTUN0IJI
132 SuNusum.SLEAANocipJ41

133 100 eNAxN41.
134 190 SEEDIA,IlaSuN/AN
135 IIANN

136 too CONTINUE
137 RETURN
136 ENO 411



351

APPENDIX D

CM'IPUTER PROGRAM FOR GROUPAL D



3
A
3
6

9
10
11
la
13
14
Is
la
17
la
la

OROUPING AL0Owl,,r)41.04r

PARAMETER MAFORPOODIIVINOpn)NAKSKwIS,MAXLV430
COMMOW:SLEARN IMAKL'*1 WkS5117J121JSKILL IMAKSK,MAXSTUI,

NLOW(mAKORP.1109/6041(064014,0), N0,N3K1LL,NLER,NTOT,NEI0WT
COMMON /SEE0/ NOSK4,4, 044INIAMPU4SEEDCMAXLVOAXORR),

SOIST (MAX%76-FalEt011 iikAxsTUI '

DIMENSION *N4mE(4001,14tyu) ,,994411109.4mAXLII,NAXSTIA
D IMENSION 10 lmAxs114
D IMENsioN zIAETAAJImia.4.. ,Adleith510,000,(AmzogAwor:
D ImENsIoN Num(.NAISA,
D ImENSION NSKN0S~... -,NUOIND*(imAXLV)
INTEGER SKNANETWi,: 4,14LymA*E13,MAX00
DIMENSION NING9m10A
DIMENSION. NicNosa4i,
DIMENSION NGELI0,1401490ori
LOGICAL. INcom,srm::

29 C '''''''-
7=:f.440,.........

-.......

21 C INPUT ANO ECHO PAFM**" 444,, S
_

22 WRITE(6,1) .

.

23 I FoRmA7(0,0000V9I,Y4900-00101D14/.19,20(i.0),/)
24
25
26
27
26
29
30
31
32
33
34
35
34
3,
30
39
40
41
42

44
69
46
AT
AR
49
SO
sl
sa

READI5,2)NG,NSKILL.419),91192.4EIGhT,ILINIT
2 FORNATIZ2,1)4,12,1X, -,!113X,4TN*4M4F4i2,1X,22)
NN1TE(6,3)NEW4SKILL,NLEONETE:4T' :

3 FORMAT I IONUMRFR OF..-.P11U109e'7,01S2UESTED n 4 11.2,,. '

1 s NUMRFR-OF-1(",,CONSIDEREO (u.e.I2/,
2 1 NUMBER -,OFS1A0S4k; ilARIARLES. CONSIDERED ',I2e/s

- . ..

3 ' NUM3ER,'OrtrOvivrs
4 NEIGHT-41RWLIt 4 TO sgILLs , fir5.2,/)

IF IILIMIT.E0.111 ILSWIIOLO

READ(5,41K,LO.,N
FORMATI4I11
IFIK.E0.11WRI1'E(GiZ)

S FORMAT(' ELIGIBILTTY MO* *KILLS TAKEN INTO ACCOUNT')

IF(K.E0.0)WRITE(646)
6 FORmATII ELIGISILITY Tap s(uts NOT TAKEN INTO ACCOUNTS)

IFIL.E0.11WRITE(6,7)
7 FORMAT(' LEARNER VANIWWLES TAKEN INTO ACCOUNT')

IFIL.ED.0)WRITE16i61
6 FORMAT(e. LEARNER V.47(044MLES NOrTAKEN INTO ACCOUNTIV

IF(M.E0.1) WRITE(6,9:,
9 FORMAT(' 'MORE THANONE 49Anor,Oi.sTuor OE SAME SKILL')

IFIM.E0.01WRITE(6,11)J)
:(1 FORMAT(' ONLY ONE GROUnaMelSTUDY A PARTICULAR SKILL')

IF(N.E0.11WRITE(6,2r)
21 FORMAT(' SEED POINTSIFOMMMOUIRAS CONPUTEDFA

IFIN.E0,91WRITE(6,22)
22 FORMAT(' SEED 1,010413,7r010,19100WORS SPECIFI209.11



93
46
SS
Si
ST
SO
5.
GO

6ee0t3.10)twelooliomsemt11,101gms)
levroomper (een)

WRITE 16819) INLONfIleNNI0N431,I°1010/
19'F0MMAMI'00ROUR RANGES '110121382X/1

PANGEETES761
GS 01SUms4

62 NSUMAO
4* KLOVA99
Is 00 20 Im1010.
66 NsumaNSUM.NLOWII)

GT MSUusmSUMNMIGN(/)
69 IF (NLOM(I)8GT.-8N)4IG1411/1 VRTTE 16816) IINLOMII),NMIOM(I)
69 16 FORMAT 18 INVALID RANGE GRP, 1118I28u LON A '11200 NOON '812)

70 IF (NLOM1I1.07.KL0M) MRITE 16818/ timLowIti.eLoW
71 18 FORMAT SEQUENCE ERROR GPO og,IP," comENT LON le

72 120. PREVIOUS LOW 1.02)

73 FLO). NLOW(/)

74 20 CONTINUE
78 /F(NTOT.OT.MSUM.OR.N1OT.LT.NSUM)KRITE(6,30)NTOT
76 30 FORMAT(' RANGE SIZES 00 NOT C000ESITON0 TO TOTAL NUMBER OF STUOEN.

77 1'101
78
78
80
81 C READ IN SKILL AND LEARNER VARIABLE NAMES
82 READ (5,10) INsKNOS(/),11015KILL)
83 4RITE (8,185) INSKNOS(I),Ima,NSKILL)
84 185 FORMAT (10SKILLS CONSIDERED 1,2003)

es READ MOO) (MLVNOS(/),11.18NLES)
86 WRITE 168187) INLVN0SIIII1mIgNLER)
67 187 FORMAT 1,0LEARNER venvisLEs CONSIOEREO m 1,2013)
ers 00 170 In1,NSKILL
69 READ(5,280) ISKNAME(J,I)841,3)
90 le0 FORMAT13A6)
9i 170 CONTINUE
92 00 I75 I=1,NLFR
93 wEepcs,1emomemE(4,/),401,3;
94 175 CONTINUE
98
94
97 C
96 C READ IN SEED POINTS
99 IF IN.E11.1) 00TO 190

IVO 00 195 Iml,NO
191 READ (5,197) (5EE014,0,401,NLFR)
102 197 roamet tmereat
103 198 CONTINUE
le4

L.3



105
106
!Or
106
101
116
411
112
113'
liw
Its
116,
117
II&
119
120
121
122
123
124
125
126
127
126
129

111

ISO- CaNNTNuf
wAITTE46.444

14- raftesT rP0w.,49AOSTUGENTIRECGRDSI)
warrms46,Tmy

17-rcammT4.1),,,IsrosTuDENT-14AmEA49x0 4L. %I 6c. AN prT SI SG',

l' E./3 EN, SG 'SO SEXP,t0 .1 2 3 4'5t6: 7 8 ommtvara14'i)

RELIQF/N,SSUMENTAECOROS
D=MS /xtiNMDT
RENGt5i1212=11,1ANANEWIII,4111,41,(VLEARNGIA.M1,,41.121,
1IEEN7ILL44irL,J41,14I

12. FORNAT4a441,4A4446,2A,9F2.0,6.141XiF2.0,F1.00=44111
4RMTE16,X3ITOCII,(XNAMEIJ,1144111,.4441VLEARNW0all4N1a2!,
IIMSKILLI4411.J41,14)

13 FOAKATITS4D44.446,9F440,FS.1,1TX,F4.A4MX,F2.01iX4M2I
IS CONTINUE:

LEFT-JUST1Fy SELECTED SKILLS AND LEARNER VARIABLES
D02250 lx1INTOT
OtX:-.220 II41,NLER
AKoNLVNOSCIIi

---1F-!L4E0w0I-VLEARNIKK
220 VLFADN(II,IIAVLEAR4(KK,I1

134 =KNIO;VI;7SKILL
133

135 IF (K.E0.01 UFKILL.O4K.4141
136 IIMKILLA/Z,II=ISKM1A.2.04/)
137 44mJJ.1,1

130 vuEARNIJJ,IP=FLOATLiSx1LLAAK/111
139 :c=230 loc41,7.3,

140 230 uwINAMECKK,JakarSKNAMEAKKII1)

141 240 CanTINuE
142 2S0 COnT1NuE
143 NLEQ.NLER+NsWILL
144
14S
146
147 o CALCULATE NUMRER OF STUDENMS ELIGIBLE FOR EACH SKILL

146 wRFTE (6,130)
149 130 Foo..AT 100Num9ER OF STUDENTS tLIGiBLE FOR THE:FOLLOWING SKILLS

150 DO 140 ja1,NSKILL
151 'NUMW)c0
152 DO 150 Iu1INTOT
152 NUNWInNUNIJI.01SKILL(JoIl
1116, LSO CONTINUE
1VS. wR11E16,16012SKNANEIII,J1,14161,3/INUNIO
156 160 FORHAT-11Xj340.0 ~~ 1,13)



leo CORY711961277107
.1.911
1S16-

-1910,

141 -c eAtIzzaLATE-E99%. 9AR/ANEE, 270. 0Em.01110 EACH LEARNER VARIABLE
Ira= I1;St

vas'. 10 foumor vmtv.....1LEARNER EARIABLES--,,,,r14" VAR. AND STD. DEO. ul
007,9-toMbritoRITIP14106.

lup..."17ww:11.196-
461.
44W. OtTISIM.40.4

:SOS' irmfttitems4T6Ji...LT.01:60 TO 80
sumwsum......msww..11.4),199-
SU45.01tALCSISSINit3JI24SUMS0

172 II Nu som41,...

110 CONTINUE:
11 IF 10/4....2:0I.51 /0.4.1.071.

x.0E116'411 TaSilarrANETZ xyWitl6sAltato SUM Ser.SUPso 2)./00420

rT SSTI/VWCIVWSMorrixUARIWII
ITS 90 WFITTZIIS.41 0numtvmamet.1. ..J1 314 XMEANIIID, OVAR I I XSTOEV ( I )

179 100 FORrtu 0389,014AW,MEAN a 0,r6.2i2SAMOAR. IlF1342,2X0,50.
180
181
-tea
113
194 MIS5TNevnA79..
toS -Do:2091914NTImr
1$6
187 IrtLEARNI.I.V..8E..4T00 To 210

lee VLEARNtJ.alumN2Ana-41
189 210-CoNrINUE
190 200CONTINUE
191
192
493 C -------------------
194, -57901.9012E/1192NT \VARIABLE SCORES

195- Mo-,ses-J=1.Nmov-

196,
197 .1Trv rxsynvemmL.L.T. v..01) GoTO 98

198 ..`,Sit?'iRN I I *Ji=t8A/LEARNICM14)...1tMEAPM ryn(STDEV ( )

199 =WO 97
200 TJ9exNEANITI;
201
202. 9B=coNTINUE.
203
204 tlaSETE. 16.214)

laplorITIOTNAT .Utowoes, s1mosm1DIZER:LOW022R VARIABLES

.106 Arb213-1,261.4NTny
807 212 +.61841TE '1414«214 I .1171a3AMENRIstr,44.131.9.0199,1 ISLEARN (Jo IrliJ1NLERI
"100 -11$ ICIOT990r: ' g:1x ip Allinalar 6



109
110
211 z
112 ,C POPTITION.OROUP5 eAsmoN smoRTEsm-DwuNcE
213 IF INI,E0i1T CALL sEE09
214
205
216 C
217 C OUTPUT GROUP NEAN5
210 AOISTs0.0
219 OAR40
220 650-ZONTINUE
221 AwRITE 16,4101 .

222 4.10'PPOR.M.T (00 *** MEAN OP MONA1ROOW,,so11

823 '=.0 420 141,NO
re. 420,,m/IT 16,4301 I.TSEEDI4tEv4214NalaT
IRS 430 ropmec1t$ SGOUP ,164412,131P-n311

226
227
224

829
430
231
232
233
234
135
136
23/
230
439
260
261
142
261
2**
-165
:246
167
160
149
250
251
252
253

.'19* C ........
7125S C COftPUTE,NEAN ND VAR. VP aLL. 1POUPS

156 0004620_;JuaiNG
-237 ootswa

SUNeme..4

.P157 XNet0:91
OW466,n714,10(700r

C ....... .........

AMMON 5TUDENT57TO5EECI POINTS
-1117=100.01
Tss**0,0
uaTTE (6i4704

476 PCMNAT 410 440 STUDENT ONOuP,ASSEIGNMENTS 410409/
MO Soo :1114,NT0T
NSTUNO1TP*0
co-6,40-J4e14NG
x.OIST ASLEANNI1,10,5EED1I,J1,NWEN0
IF (esnomelli.zo.o, oato,4so
IF (X.sTornisT) 007.0,40X0

A.B0 X0151,0(
N5TUN0111m4. .... .

*90 CONTINUE
IT msruNor(ilavol xorsrmo.o
solsTII)mrolsT
JmNsnmmom
IF (4,NE.0) , )(Easy, m 0ovrtsutawmv1,,2),sEco(1,J),NLesimAsKILLr
To1s.rm1o15vm.mt2S9-
Tssmimmssm.vIrkTmm2

soo crrammuE
.wwrfIL ,1*,47-51 Elos-rumatx44mmasTtrImImi,Nror)

495 FOPMAr 0(7x0s1u 10 4.120 W. OIST li-P15.21)

:ft



261
to.
263
266
265

IF INSTOMOIII$062.J1 SOTO see

sumusocioLtammtt.II)
X01010441,

'SOO CONTINUE
IF DIN LT. 0.51 :XNR1.0

266 GEE0111.11SUMIXN

267 590 CONTINUE
too toftilNuE

269
270 IF 1ROCK.E0.01 VRTOIST

211 IF 14F1C.NE.01 V0AB5ITOIS1.POI5T0

172 WICKROCWW.1

273 POISTRTOIST

274 XMSSVATS5W/FLOAT1NTITNO)

R75 4RITE 16,6201 KNA.TDIST04173-5N4XNS5W

M76 620 FORMAT l'OFOR ITERATION,mtilzo 'TOTAL,DISTANCE ,i7-1.,3,

177
1, WM/CM DIFFERS FROM PREV2DUF-18/

278
2 /,5x0TOTAL SUM OF SOUAPIMMTTMIN 0011.824P

279
3 I, OCAN SUM OF SQUARES. RXTMTNAP

ROO IF iV.0T.0.001 .AND.
NKK:.1..EMLIEFFI-71 0070 4S0

281
262
183 ouTpuT NuMAE. ELIO/ALE IN'EACM GROUP
284 C

265
WPITE 46,3051 I/1001054%40

aes
305 FORMAT 1100PP is ',mos)

247 00 330 .101.NS

268 00 320 r.t,6smILL-

289 NOEL/011,41s0

Z90 DO 310 ITR1INTOT

'291
IF (NSTUNOCIM.NE.J) GOTO 3114

292 1r ll5gvAtt.13).Eo.o) GOTO 10

293
NGEL/04/9j14NGELIG1L..114,1

294 310 CONTINUE
295 320 CONT/NUE

296 WR/TE 16,3251 JONOFLIOA10.114IR1.460FIZZ3I

297 325 FORMAT 123.424=415141

298 330 CONTINUE
299
300
301

ASS/tIN SKILLS:7170 GROUPS
302 C

303 00 335 1010407,

304 335 INGSK:LiI1s0

305 OCKKx0

306 340 CONTINUE

307 MAWItO

308 00 370 40I4NO

369 Iv ING5WILAjl,,NE:0) GOTO 370

210
00 360 1..0NsxmILL

311
IP (M.E041) 0070.334

312 00 350 11A1.1407



313
IF twesnmtimao.$) 0070 366

314 350 CONTINUE
315 355 IF (NOEL)G(I,J)0LE.IMAA/ 6070 360

316 MAX.NGELIGII,J/

317 IG.J

316 IS.I

319 160 CONTINUE

320 370 CONTINUE

331 NGSKILIIG/415

322 goOORKKK4.2

323 IF IKKK.LT.NG1 GOTO 340

324
325
326
327 C OUTPUT OMISSIONS AND NO. IN EACH GROUP

324 WRITE (6.625) '

329 625 FORMAT I STUOENT OMISSIONS **6111

330 DO 630 J.OrNG

331 630 NINGRP(.11.0

332
00 640 1tl,f4TOT

333 JJ4NSTUNOSI)

334 IF IJJ.E0.0) GOTO 635

335 NINGRRIJJ/ANINGRPCJJ/41
336 GOTO 640

337 635 WRITE (6,13) ID11),(XNAMEIII0/111.1.4,
336 640 CONTINUE
339 WRITE (6,655)

3*0 665 FORMATIIOGRP A SKILL NO. IN GROUP')

341 WRITE 16,6601 IJOGSKILIJI.NINGRPIO,J91,19111

342 660 FORMAT (14,4Y,140)(04)

343
344
34s
346 C. CHECK Fon STUDENTS NOT ELIGILRE FOR SKILL OF GROUP

3'7 WRITE 16,963/

344 961 FORMAT OOREMOVE INELIGIBLE STUOENTS FROM GROUPS,,,/

349
ASSIGN 960 TO IRETN

350 INCOM..FftSE.
351 SIZEC..FALSE.
352 960 CONTINUE
353 11(e0

354 X.0.0

365 DO 070 I.11,NTOT

366 JJ.NSTUNOIII
397 /F 1.W.E0.01 GOTO 970

356 /1*NGSKILIJ.j1

359 IF (lsKILL(11.,1).Eo.1) GOTO 970

360 SDISTII1DISTISLEARNI1tI/FSEE0II,J),NLER)
361

IF (SOI5T(I).LT.X1 GOTO 970

362 X.SOIST(I)

363 IX.I

364 970 CONTINUE



344
244
347

IF ftx.62.0, 0070 690
BIZEC*.TRUE.
4NITE (60801

366 966 FoRHAT toOPROCESS St2e CONSTRA/NT6',/).

360
376 C

371 C CHECK FoR oRouPS OVER1.040E0

372
AssION 670 TO tRETN

373 INC0144.FALsE.

374 670 CosTINuE

3711
Do 675 J41,N0

376 IF IN1N6RF4J).07.04Hy0111.11)
0070 677

377 67$ CONTINUE

378
ooTO 800

376
360
361
362 C CoMpuTE 02STANCES AND

FIND FARTHEST STUDENT IN 09E6080E0 GROUP

363 677 coNTINUE

346
x.0.0

366
I4c0

346
oo 685 J61.60

367
IF (N1Nowacji.t.E.NNION(J1)

0070 685

366
Do 600 I61,NT0T

349.
/E (NSTUNOIII.NE.JI OOTO 680

390
SDISTIII6OIST ISLEARNI1,11.SEE0111.31,NLER1

391
IF ISO/ST(11.1.TO° 0070 680

393 xasol57m
393

IX41

394 680 CONTINUE

34I5
665 CONTINUE

306
397
394
3409

C FINO ANOTHER GROUP FOR THIS STUDENT

400 690 CONTINUE

401
9s0.0

402
I740

403
J44STuNo1IFI

404
00 700 J.1010/0

405
IF (J.E0.JJ) ooTO 700

406
IF (stzEE .ANo. NINGRPW0.4E.NNIONIJJ$1 0070 706

407 NSKaNGSKILt4J,

408
IF 1ISRILLiNSK,Ixl.E0.0/

(1070 700

409
410

CNECH FOR INCOMPATIBLES IN SAME GROUP

411
IF I.NOT.INCOm) GOTO 690

412
00 69$ II41.NIC

*13 I0NICNOSIIII

*14
IF II.E0.IX) 0070 695

*IS
IF INSTUNO(II.E0.JJ) 0070 700

616
095 CONTINUE



421

417 WIG coNYINue

38 77201ST ISLERRNII,IX/e8E8011,4JI,NL8R1
419 ,/F (IY.NE.0 .4N0, we .143T.7) 0070 voo

420 '174jj
421 YuYY

422 700 CONTINUE
423 IR IIT.NE.0) 0070 750
24
428
426 C . . .

427 C CANNOT MOVE. so Pur IN 'OMISSIONS

628 WRITE 16,720/ IXIJ .

.'' .

429 720 FORMAT 110 STUDENT 0us130 .HAS SEEN 8007E0 OUT or GRP 41112r

430 PP:TE (4014) lo(I4),)(4340E/I1,1x),//s1,4),J

431 710 FORMATAIStIA,44160- HAS BEEN REMOVED FROM GRP 6,0I2I

432 NSTUNOIEXIso .

433 SDISTIIX/0.0 -

434 NINGRRIJ/IININORP(J).1

435 . G010 760

436
.437
438 C
439 C MOVE STUOENT.ANO.RECOMPUTE CIROUP ME0N8

440- 750 CONTINUE,. ''

441 WRITE 16,755/ IX,jiI7 .

442.
758 FORMAT (00 STIPDENT 00,18,0 I5 TO SE MOVED FRON GRP Al,

443 1- 120 TO-GRO algI2)'. -

444 N5TUN0118)./7
445 NINORPIOwNINORR(J).4. '

446 NINGRRIITIwNINORR(17)71
447
448 DO 790 JJ.11,NLER

449 SW*0.0..
450 VNI10.0

451 00 780 Iw11NTOT

952
IR' IN57ON011).NE.I7) 0070 780

453 SOMsSUMSLEARNIjj,I)
454 xNoWN4,1.0

455 780 CONTINUE
456 SEED(JJ,IV).SUM/AN
457 790 CONTINUE

458
459 760 CONTINUE
460 00 775 JJx1IINLER

461 SUM00.0
462 XN40.0
463 00 770' I411,NTOT

464 IF INSTUNOW.NE.J) 0070 770
465 SUMISUN45LEARN(JJ,11
666 30000441.0

.

467 770 CONTINUE
460 REE0(JJ,J/s5UW/XN



669 715 COITIWC
480
611
611
673 P!COmpuTC:Srammil.CTSTAmtits

6
674
75

-,676 0D740::-/AL,NTOT
677 :SOISTII1A440
678 JANSTuNO4M1

". 079 IF 1J.E0.01 'COM 140
600_ SDISIIIIADISrteSAZAPMtlilliagEOt1,'011NLERI
681 X 0- DIST iSLEXAMIX2.II0SEECIIIIJI,NLERNSKILL)

.
662 TDISTATDIST.X
643 ISSWATS54X0,02.
.646 .50151tIVxL
685 . /AO CONTINUE:
606 Xm4SWATSSw/Ww9e4FINTOT0181'
667 ;WRITE t6,-76ma IfteS7,Tssw1un5id
646 745 FoRm67c507raT6tAns7. 40,7.30 155$1 . Itreal, PISMO ter,21

Ocao-IREIN-
690
691
692 . C" --------
693 C PROCESS INCcmPAMn8LE. STUMENTS IN SIMILAR MANNER
696. 800, CONTINUE
695 INOONI..19UE.
696 :F4EA0 14442MwewaaM00 NIC.NICNOS
69? 810 FORMAT aZi50=440
698 NRITE UTaii4M251)49831:14921541)4Zs1eNIC1

80119 815 r0al467: mnisCaTmeolictrpc.t..STuDENTs. 1,1015)

400 IF ilt=-ZiZv:actlza may
11141 00 830::20I.ImrC
592. DO 8204.711.WTOT
403 IF tI01-14..E0419=341154231 60T0025
504., 820 CONTINUE'
SOS WRITE.10.18220 ,orCx0smzi
508 622 FORMAT We'311MENT-FOR ID 44,14)
SO? ooyo 003.
508 825 NICNO54410,J
509 830 CONTINUE
510
511 860 CONTINUE

00 -e40 Jslom
513 KOUNT4O
$14 00 835 II-AL,NIC
615 rANICMCS1124
56 *-IF.Aksmodowax.Ne.J1 4010-e35

: $I? .A0u474scousimAT
-418- sDzsrarimaT577&51.E6nnta411.SEED)14j).NLER)

035 ;CONTIMUC:
-1820' tr:1801"raSZTAIGY0A11466,



x.0.0
IXKO
DO 650IIKIINI0

526. ImNICNOSIII/,

126 IF (NSTUNO(II.NE.J) GOTO 650

527 tr (S0IST(I'.0.X) 00T0 650

.528 XaGOIST(I1'

529 !XVI ,

530 650 CONTINUE
ASSION'660 TO IAETN

532 OOTO SRI)

.533 640 CONTINUE
634

.

GOTO 600

S3S
636
1137

538 C OUTPUT .rtNAL TOTALS ANO LEAVE

536 900 CONTINUE
SAO 00 950 JKIING

..1141 NSX0NGSKIL(.11

$42 WAITE 16,6101 4eNSKIC5KNARE(jj,NSKI,JJA113),NINORP(J)

543 RIO FORMAT l'ITOOROUP All#120i SKILL ,,I2,2X93A6,/,

Sisk 1 NUMna OF STUDENTS RECOMMENOED'A of1311/il

SAS 2 STUD 4.02KO5TUDENTNAMEgo10X0DI5T4NOEt./1
546 DO RAO ISIoNLER
SAT SUMSO.10.0

51.6 5UmA0.0
51.9 RNA0.0

SSO
930 //60.NTOT

SSI
IF IMSTUNOIII).NE,JI GOTO 930

' 552 SGMKSUm+SLEARNII,III
SUMSCASLEARN(I,ISWQSURSO

SS FNuAN41.0,

SSS IF 11,NE,11 onto 930

11156
SO/5T/MAOISTISLEARNII,III.SEE0g1,011NLERI

SST WRITE 160201 IO(IIII(XNAMEIJJ.III.4W.1.4)1150IST(III

SS'S 920 FORMAT 12X, 14,4)(0446, 5z,r7,3t
359 930 CONTINUE
560 IF IXN LT. 0.51 KN61.0

56I XME4h1I/ASUM/XN

362 XVARIII.A66(XN.GUMSOSUMA.21/0(N.92)
363 xSEDEV(IIRSORT(XVARIIII

566 'IF II.E0101/ WRITE 16,101

565 XRITE (6.1001 ILVNAMEIJJ,IIIJJ01.3),XMEANIIIIXVAAIIIIXSTOEVIII

566 940 CONTINUE
367 950 CONTINUE
366 CALL EXIT
S6S 423 END



1 o....,SfE0 POINT 60117165 ALSORTTMM 6

SUIIMOUTINC SEED9
,

PARAMETER-mAxwelsommummoomcalsoAny.30
COMMON ..SLEARN imany,.mAxsyul, ISKILL 044XSK,MAXSTUI0
. ...041.0W(I4200PF.I.MN/0H1014200P1,..N0,N3KILL1NLER1NTOT/WES001fl

COMMON /SEED/ N6SPIL IMAP0RP1o SEEDIMAXLV,MAXGRPI,
SOIST :MAXSTUll'NSTUNO AMAXSTUI

9 otmENsIoN NPAPT IMAXGRPI
16
11
12
13 C FIND. 2.STUOENTS W. EREATEST PAIR WISE OISTANCE
,14 NSTU1s1
If NSTU2s1
16 OMAX0.0 .

17 00 10 Isl.NTOT
16 NNs/.1
16 00 IS 1/INNINTGT
20 XsOIST ISLEARm11,II,SLEARNIIIII/INLE0/
al IF tx.Le.owsx) 6070 15
aa NSTU1sI
33 NSTU2sI I
24 OmAXsX
115 is CONTINUE
as lo CONTINUE
27 WRITE (6,17) NST1.01,4STU2,0M4X
20 FOKISATIIOLARGFST OISTI 1ST STUOENT '0301 2N0 STUDENT I,

29 1 13, I nIrrEPENCE ,F9.3)
30
31
aa _ c
33 C CONSTRUCT A TABLE OF STUOEMT.DISTANCES
34 NELIGs0
35 00 100 IsIoNTOT
36 XsOIST (SLEARN 11,111 SLEARNII,NSTUI)OLERI
37 IF INELIG.E0.n1 OOTO 30
36 00 20 IIs1,NELIG
311 tr IX,LT.SOISTIIII/ 0070 40
40 20 CONTINUE
41 30 501STINELIG,11sX
42 NSTUNO1NELIG*11s1
43 GOTO 90
46 40 NSTU2sI
41 00 SO IIIsItemELIO
46 TE.PsSOISi11111
47 SOIST 11111sX

__,,!9TXMF
49 NTEMPINSTUNOITIII
56 NSTUNOII1711001702
st 60 NSTU2sN7ENP
52 5DISTINELIG11sX



13
SA
SS
96
87
S8
51

, MSTUNO(NEL/641)AMSTU2
90 NELIGANELI0.1.1
100 CONTINUE

wnITE (6,40) esotsT(I).NsTuNowiptlia,NELIol
60 ;,,00mAT,(5t2x.v9.3,2x,t3))

60
61 C SUM THE LOWER GROUP LIM/TS,
62 SUM=0.0
63 DO 110 141ING
44 SUMASUM4FLOAT(NLOWII))
65 110 CONTINUE
66
47
68
69 C ESTARLISH A PARTITIONING
TO NE0SKAO
71 cm 120 1.11,NO
72 NEOSW:NEOSK41
73 PORTN:IFLOATINLOmMIFSUMI.FLOAT(NELIO)
74 IPORTN:PORTN
75 IFIIPORTN..IPORTNI.GE.0.5) IPORTNs/PORTN+1
76 NPARTr.EUSWIA/PORTN
77 120 CONTINUE
78
79
80
el C RALANDE THE PARTITIONS
82 WRITE 16,1351
83 135 FORMAT ('0 olis GROUP PARTTTIONING two')
04 WRITE 10,1451 NELIG,(NPART(J),J41,NEOSKI
85 145 FORMAT I, COMPUTE() PARTITION WITH ,130 STUDENTS) 1110113,2X))
86 00 140 Ja1oNFOSK

87 NSUMTO
89 DO 130 141INEOS8
811 130 NSUMANSUHANPART(I)
90 IFINSUM.EO.NELIGI DOTO 150
91 IFINSUM.GT.NELIGI NPARTIJIANPART(J)1
92 IFINSUM.LT.NELIGI NPARTIJ)ANPART(J).01
93 140 CONTINUE
94 ISO CONTINUE
95 WRITE 16,1551 NELIS0INPART(J),J141,NEOSK)
96 155 FORMAJ (I eALANCED PARTITION WITH 0.130 STUOENTSI 0.10(13,20))
97 IFINSUM.NE,NEL/0) STOP
98
99

100 C , V
101 C SELECT MID4POINTS
102 4 2 5 I4(NEL10.01)/2
103 IIAINEL10411/0
104 x1psoISTIII-SOISt11)



T'

r'

103 -326V)1314661.14,11DIST1.131 - -

106
$07 .

104
106 C FIND mE4N OF E4CM PARTITIoN
110 NE031010
111 *190
sla clo 200 I*1046
113 NEo5icaNE0Sx.1
114 NNI.9P667(4EOSKI*1/
116 Na,114,2

116 N29NN
417 N1104

116 IP1X1.I.T.X21 6070 160

116 N2IgNELI6t1N
120 NIENELI041.44,4

111 160 DO 190 g41,NLER
122
123 surs0.
126 DO 160 J4.410,12
126 JJ.NSTLA01J1
126 SUm2SuP*SLEAR191K/JJ)
127 160 xNam441.
124 190 SEED6C,116SUP/o4
120 I1twN
130 200 COhTINUE
131 RETURN
132 (NO



1
C DISTANCE FUNCTION IUNMEIONTEDI

. .
,

.

FUNCTION-DIST4POINTI,POINT2IKOORD)

4 DImENSION PDINT1(2),ROINT2121

S sousomoo
6 DO 220 IslIKOORD

'I
01Fa(00INTIII)-PDINT21111

4 DIFS0s0li*o2
il

226 sDIFso.sotFso.DIFso

a
3

19
11
12
13

DIST4SORTtSDIFS0)
RETURN
END

DISTANCE FUNCTION twEIorfTED)

is
is FUNCTION DISTIROINTIIPOINT2gKODRD)

19 'PARAMETER MAXORRAIS,N4XSTUmI20DNAX5NNI5,NAXON30

10
CDMNON SLEARN (NAKLV, MAXSTU)g ISKILL IMAXSKIMAXSTUI,

19
NLON(NAXORP), NNIGHINAXORPII NegNSKILL,NLEROTOT.NEIONT

20
DIMENS;ON P0INTII2).POINT212)

It soIrsono.o

22 OD 220 ts1ogOnRO

23 DIF.10001,471(11-.POINT2l211

24 IF 11.0TIANLERNSNILW) DIFADIF4NE/ONT
25 DIFS0.0/F4.2
26 220 SDIFSOsSOIFSO+DIFSO
27 DIST.SORTISDIFSOF
26 RETURN
29 END

427



APPENDIX E

CITE LEARNING STYLES INVENTORY
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and t.ake 71-1;.)e,

.1111e..v4t Intint -to 'as ,

LEARNING STYLES SURVEY

INSTRUCTIONS: Read the statement carefully and mark out the number in
parenthesis that.best agrees with how you feel about tlie

statement.

SAMPLE STATEMENT: 1. I would rather
morning.

do sChoolwork in the afternoon than in the

On your answer sheet there are four (4) possible responses ranging from

"most like me" to "least like me". Select the response that best describes

the way you feel about the statement and mark out the nuMber in the

parenthesis,

MDST
LIKE
1.1E

I. (4) (3)

LEAST
LIKE
ME

(2) (1)

A number "1" response would mean you very much prefer to do schoolwork in

the morning. There is no right or wrong response; only the way you feel
about the statement. You may have all the time you want so please respond

to every statement. Now, if there are no questions, go to your answer sheet

and we will begin.

429



WARNING STYLES

FORM C

1. When I make things for my studies / remember what I have learned better.

2. Most of the things I know I can write about better than I can tell about.

3. When I really want to understand what I have read,-I read it. softly to

ayself.

4. 1get moredone when I-work.alone:

S. ..rt.emember:what I have readdletter than what I've heard.

6- Iwould rather tell a storVthan write it.

7. leen I do my problems iniasrhead, I say the numbers to myself.

S. I enjoy joining in at classTmeetings.

:1 understand a math probleamthat is written down better than:one,I hear.

10- 1::do better when I can write the answer instead of having to sar-it.

1L- Ilunderstand spoken directions better than written ones.

12. I like to work by myself.

13. I would rrather reada story, than listen to it read.

14. It's easy for me to toll about the things I know.

15. Saying the multiplications tables over and over helped me remember

them better than writing then over and over.

/71)id, oi.t respond

once to each

St ateme4t?

................ 430 .



16. I prefer to.work with a groupwhen there is work to be done,

17. I understand-assatt2roblem
that_is written down better than one I hear.

18. .Writing a spelling.word several times llelps,me remember itibetter.

19. I remember things fiLhear better-than things I read.

20. I learn best when I-study alone.

21. I would rather reactz.things in a boOk than have the teacher tell me

about them.

22. I feel like I talkmarter than I write.

370

23. When I'm told the, pages of my homework, I can remember them without

writing them down.

24. If I have to decide,something, I ask other people for their ppinions.

25. Written math problems are easier:for me to do than oral ones.

26. Subjects which_)call_for doing projects pr displays are easy to learn.

about.

27. I don't mind doinglwritten assignments.

I study best when no one is around to talk or listen to.

29 I do well in classes where most of v,hn information has to be read.

30. If homework were oral, I would do it all.

tpti respond

Once to each
51aitment?

431



31. Oral math tests with oral anseers are,easier for me than writteureests.

32. I can learn more about a subject if .=.am with:a small group.of stndents.

a number makes more sense tome than-hearing a number:

tO meke:things with My hands..

tests that,call:for sentenCecoMpletien or written:answers...

36. I understand more froMa class-discussion than-fromtreadingabointa subject.

37. I learrOpetter hy reading than:by_llstening.

38. :Speaking is a betterway'than writing.if you want someone to understand

what'you really mean.

39. Numbersi hear makemore sense to me than numbers I see.

40. I like to study With other people-.

41. Seeing the priCe of something:written down is easier for me to under-

stand than having someone tell:Me the price.

42. I Understand what I have learned better When I am involved in Making

something for the Subject.

43. Sometimes I say dumb things, but writinvelsessee time to oopsect myself.

44. I do well on tests if they are about .thiogsbeard in class.

45. I can't think as well when rwoomk with-lsomeoneltelse as When:I.workalone.

ia pl respond
Once to each

5tatement?

4 32



NAME
(FIRST) (LAST)

372

MOST-LIKE ME LEAST LIKE ME MOST LIKE ME LEAST LIKE ME

1. (1) (2) (3) (4) 24. (1) (2) (3) (4)

2. (1) (2) (3) (4) 25. (I) (2) (3) (4)

3. (1) (2) (3) (4) 26. (1) (2) (3) (4)

4. (1) (2) (3) (4) 27. (1) (2) (3) (4)

5. (1) (2) (3) (4) 28. (1) (2) (3) (4)

6. (1) (2) (3) (4) 29. (1) (2) (3) (4)

7, i(lit (2) (.3) (4) 30. (1) (2) (3) (4)

8. (1) (2) (3) (4) 31.4 (I) (2) (3) (4)

9. (1) (2) (3)- (4) 32. (1) , (2) (3) (4)

10. (1) (2) (3) (4) 33. (I) (2) (3) (4)

11. (1) (2) (3) (4) 34. (I) (2) (3) (4)

12. (1) (2) (3) . (4) 35. (1) (2) (3) (4)

13. (1) (2) (3) (4) 36. (1) (2) (3) (4)

14. (1) (2) (3) (4) 37. (1) (2) (3) (4)

15. (1) (2) (3) (4) 38. (1) (2)- (3) (4)

16. (1) (2) (3) (4) 39. (1) (2) (3) (4)

17. (1) (2) (3) (4) 40. (1) (2) (3) (4)

18. (1) (2) (3) (4) 41. (1) (2) (3) (4)

19. (1) (2) (3) (4) 42. (1) (2) (3) (4)

20. (1) (2) (3) (4) 43. (1) (2) (3) (4)

21. (1) (2) (3) (4) 44. (1) (2) (3) (4)

22. (1) (2) (3) (4) 45. (1) (2) (3) (4)

23. (1) (2) (3) (4)

433



NAME

SCHOOL'

DATE

PROJEC'r CITE

LEARNING STYLES WORKSHEET

TEACHER

VISUAL LANGUAGE

Total x 2 (Score)

VISUAL NUMERICAL

9 -
17 _
25 -
33 -
41 _

Tota I (Score)

MIDI TORY LANGUAGE

Total

KINESTHETIC-TACTILE

. Total

SOCIAL7INDIVIDUAL

4 -
12 -

20
2Et

45 -

- (Score)

Total x 2 (Score )

SOCIAL - GROUP

-
16 -

24 -
32

40 -

Total (Score )

EXPRESSIVENESS-014AL

6 -
14

22
-

x 2 . (S(:ore) Total x 2 (Scor()

AUDITORY NUMERICAL

Total x 2 (Score )

EX PRESSIVENESS-WRX WEN

-
I () -

27

35

43 -

Total x 2 (Score )



APPENDIX F

WIS-SIM REPORTS
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MIICG7451A 021110* FOR *LADINO 11$214., DIEV51.0.702N1
*

yoszT rtsroormt rootwns
sou

UNIT A -AND 007406 TTTTT ON-ii:Emeinaar sciioot,
AS or 117,4131-7-7-

-

Huisewr ',AA-sift/mirk 1 2 fa 6-1775 0 io 11ik.15-.14-ii 1Tt if su.

ooso.

0070.-
_P!

osoesook ANDY

AUILgY,..11RIA2-4: _ -
5100

(wept, oi

.0150
MING,. DECAY_ N N.

0160
507f0A, Atil/17

5110
001005s N

aoo
batmen, eOkiNtg__ .. .

saps

0210
_ctiot.I.5.TCLigpat ;REZA.

0230
CONEN 47Ny_

0260

310
osva

0320
0ISCH1-0071iY

0330

0350
114.1077,.O144A

-041::::L
0370

___:11149_010,' ANDIA
03110

1PSSY_b _KAANIC_
310

0.ATtS, .1gfOlOg_ -

ODUST2 DINA IA to
sotto

aw, GARY
0030

NALL, HARRY
11450

mass 15 HELEN

. -
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-
IscoNsIN OCIIAN !PR. mitApp jut qtVELOPwCHT .

Piat0ppice P/161

UPirT A IMO DENONS1RA7ION ELEMENTARY SCHOOL, AS Of 07-25.76

LEVEL C
STOCENT NUKtikAINANI I 3 0 4 7 1 Ts. taliflo IS.

0470
Nek0ERI0N, KARYST N

0460
NUL, HOWARD

0510
KO066RDL.P4011. .

0540
JACKSON, JOKM....

0563
JOWNSON. JERRY _

0505
es_AIBgq. KARL

0610
KENO, RAIN*" ..

0620,,
KOCK, KeKNO7N...._ _

0630
KRUC0f9J_BAJELN______J±

0660
_LARSON., i,,,04

0650
Les4:51

0660.
LYDLA

0670
KAL0NEY, 14A0y

0660

0690
--_-01;0V/RELAIla

0703
NOYEA, KANN

0710
P1OOPO, KiCNAEL__

0720
BaNCT

0730
ot.scI oyTp_ 14

0750
PERRy, AtELA_

0760

0770
noiNKNA_LIA72T

ono
imp,. Postai M_

0790
ROBERTS, 0+A00

_



WISCONSIN DESISN FOR READINO ANILL pieveLopmgmr_.

PAGE
Prit9,0401.40 OSSFILC

uml A oNE, DEMONSTRATION ELEMINTARY SCHOOL AS OF 01.2941.---7*-

won') ATTACK SKILLS
Oneg C =. =Oft

Ouloiwf S' 9 10 It'fiT3-14- id ii

OT,5
-----

ISIS
SCHAFFER, SAMUEL.

SSIO
-

SCHNI07.1 111-. _

0130
SCOTT, pregm

0840
sAkop*

also
___2144714.1.3.04,10

0860
sroNc, sAu.y.

0170

SOSO
TWoong

osoo
WA4I.E01

0900
.1111$1101. wirmy Iv
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.

WISCONSIN DESIGN FOR READING 51(114. DEVELOPMENT

LNSTpUlITONAL ogrillp/Ns PECOMMM.CI N

JNIT A Rpm DEMONSTRATION ELEmEsTApr SCHOOL AS OF 07-19.48

SKILL SS-C-01 1 NnNPICTORIAL symHeLs
605,tat_IF la-lif fp-pg, AND .8-31

'4 AO

_P?Po

C260

RECK, 8AarsAPA SEP 15. 1975 NM

PcvNep...?oNNIc 2 SEP 15.-1215

SEP 15A 19M IfCSnY, C24I0

FAOMEDI FD
2

_2360

_0399. 1 7. 1975 28
_GATE_5L_OE.CIIRGE

Golo97F1.1, ofriA_ 1

,AUG

jq

-

La HOWAIIQ.1.

M4017.14

LApsnti, Y.04

SEP 1. 4975 NM
..0650_ __LEY11_,L1!:11A

wELS,IP

PEPPY_L_PAUELII

0:11M PXERCE.L_PALI-

079s PoTw. PITA

0854t___$!417t1J

sTONF. 5ILL1Y sEP 15. 1975

-SEP IS. 1975 NM

AUG 7, 1975 NP

NM



wisco.ictv pEstoN FOR REARTNG SKILL OEVELORNENY

INSTPUCTIONAl .1610.1PTMO ErComENGATION SVMNARY

UNIT A PNO DEMONSTPATION ELEMENTARY SCHOOL

PAGE 2
As OF 07-19.71

sssssseoccoo
o o 0 0 0 0

LAU
0,44 11.ILL, mOuRPO X X

___-_1495_11AISERA_XPPL

MA K1P4. XATNY X

XOCAA.2,E%"tE3,4

__--fli311_11PNEPESI__KENLIN
X

GISAO LARcom. LYNN X X_

X

9106Q LOPENZ2 LvOIA X
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APPENDIX G

QUESTIONNAIRE - TEACHER PERCEPTIONS OF THE
COMPUTERIZED GROUPING PROCEDURE*
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Evaluation of compurerlzed Groypioz_Frocudura

PART A

Listed below are some criteria which may be'considered when

evaluating computerized procedures designed to place students into groups

for instructional purp:.sea. Please indicate your assessment of their

desirability when the computerized grouping procedure operates within

the framework of IGE. Do this by circling the number which best

indicates the degree of desirability you attach to each feature.

Please make comments where you wish to elaborate on your response.

1. Teachers should be able to specify the number of groups to be 1

formed.

Very desirable Undesirable

1 3 5

Comment:

2. Teachers should be able to specify the exact size of each

group to be formed (e.g., Group 1, 10 students; Group 2, 20 students, etc.).

Very desirable Undesirable

Comment:

3. Teachers should be able to specify the group's size as a range

(e.g., Group 1, 10-15; Group 2, 20-25, etc.).

Very desirable Undesirable

I' 5
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Comment:

In questions 4-8, assume the instructional program comprises skills

or objectives each of which have prerequisite skills or objectives.

4. The teacher should be able to specify what skill/objective is

to be studied by each particular group.

Very desirable Undesirable

Comment:

1 4 5

5. The teacher should be able to specify the set of skills/

objectives from whlch the skills/objectives to be studied by each group

will be selected.

Very desirable Undesirable

Comment:

6. Teachers should be able tp.specify that more than one group

will sLudy the same skill/objective.

Very desirable Undesirable

Comment:

I 4 5
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7. Teachers should be cable to specify that only one group will

study the same skill/objective.

Very desirable Undesirable

Comment:

8. Teachers should be able to specify particular students who

are to be placed in the same group.

Vety desirable Undesirable

Comment:

9. Teachers should be able to specify particular students who are

not to be placed in the same group.

Very desirable Undesirable

Comment:

1 1 4

10. Teachers should be able to specify learner characteristics on

the basis of which groups are to be formed. The specified characteristics

may differ for different instructional purposes.

Very desirable Undesirable

Comment:

443
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11. Teachers should be able to request groups which are maximally

homogeneous according to the chosen learner characteristic(s) (e.g.,

learning style, prior achievement, etc.).

Very de,irable Undesirable

Comments:

12. Teachers shoUld be able to readily observe any differences

existing between the groups on the chosen learner characteristics.

Very desirable Undesirable

2 1

Comments:

13. Teachers should be able to readily observe any similarities

existing within the groups in the chosen learner characteristics.

Very desirable

Comments:

Undesirable

-r

14. The similarities on the chosen learner Characteristics should

be helpful to teachers when they are preparing instructional prescriptions.

Very desirable Undesirable

ir- 1

Comments:

447.



15: The format in which the groups are, presented to teachers

should include:

(i) Names of students in alphabetical order

Very desirable Undesirable

(ii) The number of students in the group

Very desirable .Undesirable

(iii) The skill to be taught to that group

Very desirable Undesirable

1 1 4- 5

(iv) The average of each learner characteristic for the group

Very desirable

Comment:

Undesirable

16. The number of students omitted from groups because of

ineligibility (on account of their mastering all akills/objectives

considered or nOt meeting prerequisites) should be the mlnimem possible.

Very desirable Undesirable

Comment:

5

17. Students omitted from groups should be shown is a separate

group with the reasons for their omission shown.

Very desirable Undesirable

448
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Comment:

18. Alternative recommendations for grouping should be made for

those students omitted from groups.

Very desixable

Comment:

t
Undesirable

19. Teachers should be able to request groups formed only on the

basis of eligibility (based on mastery of prerequisites and non-..mastery

of specified skill/objective) and without reference to learner

characteristics.
4

Very desirable Undesirable

Comment:

5

20. Teachers should be able to request groups formed only on the

bas'ls of learner characteristics and without reference to eligibility.

Very desirable Undr,sirable

Comment:

21- Teachers should be able to request groups formed from only a

subset of the students of the unit when this is required...

Very desirable Undesirable

1 2 5 5



Comment:

389

22. The grouping procedure should be more efficient (take less

staff time) than a manual grouping procedure (e.g., using McBee cards).

Very desirable Undesirable

Comment:

1

23. .The grnuping procedure should be more efficient (rake less

staff time) than a CMI grouping procedure using Instructional Grouping

Recommendation Forms.

Very desirable Undesirable

Comment:

2

ARE THERE (IHER FEATURES OF A GROUPING PROCEDURE WHICH YOU CONSIDER

DESIRABLE?

Comments:

450



PART B

Listed below are the same 23 criteria. This time, however, please

indicate the extent to which you perceive the computerized grouping

procedure as meeting these criteria.

THE COMPUTERIZED GROUPING PROCEDURE YOU ARE EVALUATING

ALLOWS/PROVIDES TEACHERS:

I. to specify the number of groups to be formed

Very Huccessfully Unsuccessfully

4

Comment:

2. to specify the exact size of each group

Very successfully Unsuccessfully

/ 5 4

Comment:

3. to specify the group's size as a range

Very succeHsfully Unsuccessfully

-r- 4

,CIomment:

4. to specify the skill/objective to be studied by each particular

group

Very successfully Unsuccessfully

Comment:

4
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5. to specify a set of skills/objectives from which the skills to

be studied are chosen

Very successfully

1

Comment:

Unsuccessfully

6. to specify that more than one group will study the same skill/

objective

Very successfully Unsuccessfully

-r
Comment:

7. to specify that only one group will study the same skill/

objective

Very successfully Unsuccessfully

Comment:

8. to specify that particular students must be placed in the

same group

Very successfully Unsuccessfully

Comment:

452
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9. to specify that particular students must not he placed in the

same group

Very successfully Unsuccessfully

5

Comment:

10. to specify learner characteristics on which to form

groups

Very successfully Unsuccessfully

Comment:

10

11. to obtain maximally homogeneous groupn

Nery successfully Unsuccessfully

Comment:

4 -1

12. to readily observe any differences existing between groups

Very sUccessfully Unsuccessfully

t ! 4 !

Comment:

13. to readily observe any similarities existing within the

groups

nsccessfullyVery suecessfully Uu

4 5 3



14,-- to base instructional prescriptions on those similarities in

learner characteristics possessed by each group

Very successfully Unsuccessfully

Comment:

3

15. with information on group membership in an appropriate format

Very successfully Unsuccessfully

1 5 5

Comment:

16. with an acceptably low number of omissions from groups

Very successfully Unsuccessfully

5

Comment:

17. with a separate group of omitted students with reasons for

their omissions shown

Very successfully Unsuccessfully

Comment:

18. with alternative ,ecommendations for students omitted from

groups

Very successfully Unsuccessfully

1 5 4
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Comment:

19. to request groups formed only on the basis of eligibility

and without reference to learner characteristics

Very successfully Unsuccessfully

Comment:

1

20. to request groups formed only on the basis of learner

characteristics and without reference to eligibility

Very successfully

3

Comment:

.Unsuccessfully

%
1
5

394

21. to request group's formed from a subset of the students of

the unit.

Very successfully Unsuccessfully

Comment:

1 3 4 5

22. to spend loss time on grouping students than a manual

grouping procedure using McBee cards

Very successfully UnsuccessfullY

Comment:
... .... . .. ......... ...

1
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23. to spend less time on grouping students than a CMI grouping

procedure using Instructional Grouping Recommendation Forms.

Very successfully Unsuccessfully

Comment:

-t- 1

ARE YOU ABLE TO NOTE ANY DIFFERENCES BETWEEN.THE GROUPS FORMED IN

TEACHERS AND THE CROUPS FORMED USING THE COMPUTERIZED PROCEDURE?

Comments:
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APPENDIX H

COMPUTER PRINTOUT FOR TEST 33
DMP GROUPING
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GROUP 1. SWILL 0, 4 TOPIC
NURSER OF STUDENTS RECOMMENDED

56
= 13

'NAME DISTANei.STUD STUDENT
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1405 .526

' 11450 271
?..720 .

1980 .957
173o
1620 .594

-
1550 .282
2330 ,636
1610 .331

LE-ARNEi. AN-D

rIAS 14004a. Ali SP 2 36
-1,ISLUAL-1AALRICA.1.--
AUDITORY NUMERICAL KAS

.a12 --YARt.
MEAN 01 VAR. s .30 SD. .55



GROUP 2 21 SKILL 0
NUMBER OF STUDENTS

STUD 0

1617
1400
1900
1410

1 TOPIC 49
RECOMMENDED = 25 -

STUDENT NAME DISTANCE

.5!48
.351

1440 1.640

1910
1480 .328

2200 1.256

1710 1.662

1750 1.949

2010 1.426

2230 .713

2250
2260 .762

1560 .328

2300 .533.

3000 .974

3010 ..232

3025 1.421

3300 1.044
*S35. _

2380 1.544

000 LEARNER VARIABLES MEAN, VAR. AND STD. DEV, notb

VISUAL NUMERICA.L_ NA5 MEAN a *.ft17.__VA.R.3.-a--

AUDITORY NUMERICAL HAS MEAN .37 VAR. 2= .51 SD. 2 .72

4 7



ARoup 0 3
NumpER OP STUDENTS RECOMMENDED a 14

"'SMUG 0 sTuVENT NAME DISTANCE

1.742

1.40.0
1, Ill

3100
.808

-
1940

.63

. 2180
.581

3260
1.346

2310
1 .01 0

2320 _
_AE69

2110
1.614

EL LORNE* a4R/48LES -BEAPiaYARL AN12.1114_011..s
ylsuAL NUMER1CAL 15 MAN a

051 so.

u&t SDa



GROUP 0 49 SKILL 4 2 TOPIC 54
NUMBER OP STUDENTS RECOMMENDED lig 13

STUD 1 s7t1oEN1 NAME oisfANCE

2130 .313

I650
2140 .soo

. _1705
.906

1950 1.61

3230 .I707
1760 .248

1770
.588

2270
.-611

.2.11.40.
775 .227

2080 .297

1615
.SPO

. _ .

PP. LEARNER YARIARLES ME-AiN., VAR. AND STD. DM. 4104

. /VA L_N.Uti.ER_LeAL_
AUDITORY NUMERICAL HAS MEAN x w'.29 VAR. a .33 SD. 4 .57
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- GROUP 0 59 SKILL 4 4 Tgpxp 56
WODER Pf..-STUDENTS RECOMMENDED = 10

'STUD- *

.

STUDENT NAME DISTANCE

30.70
.923

1..203

2140
2.014

-

'44680

.
OM

.--.....:1.0.11......

.. 4198
... 1009_

1.914

1160
1.295

. 1.09.
_ 1.000.

1060
.560

. 1.81.0._ .

_

so* LEARNER VARIARLES -AVIAN, VAR, AND STD, DEV, *AG

VISUAL NW1ERICAL HAS MEAN = -.15 VAR, 2 1.4* SO, * 1,20

: AMDITQRY ,.NYMERIC.441.14A$ ..4EAN .11 . 1"; 4.9 *AR, M. . . 49. ._so.. ,..... .... t$.!/t.
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OMISSIONS GROUP

sTUDENT

1360
1380
1390

NAME REASON

NOT ELIGIBLE FOR ANY
NOT ELIGIBLE FO? ANY
NOT CLIGIALE FOR ANY

SKILL.
SKILL
SKILL.

1420 NO" ,IGIBLE FOR ANY SKILL.
2110 NC .IGJBLE FO? ANY SKILL
1490 NOT ELIGIBLE FOR ANY SKILL
1740 NOT ELIGIBLE FOR ANY _SKILL
1500 REMOVED FROM GRP M 2 DUE TO SIZE CONSTRAINTi
2240 NOT ELIGIBLE Fog!? ANY SKILL
1790 NOT ELIGIBLE FOR ANY SK/LL

793
_NS)?
NoT

td..9.11Iii-E

ELIGIBLE
_FOR
FOR

ANy,
ANY SKILL SELECTED

ELIGILE FOR SKILLS 58
2370 NOT ELIGIBLE FOP ANY SKILL

NUMBER c* STUDENTS a 13
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