
EL 134.903

-AUf HOB
TITLE

INSTITUTIAN

SPONS AGENC4

PUB DATE
CONTRACT
NCIE

EDES PRICE
DESCRIPTORS

DOCUMENT RESUME

CG 011 0/8

Reynolds, Thomas J.
The Analysis of.Dominance Hatrices:-Extraction of
Unidimensional Orders Within a Multidimensional
Context. Technical Report No. 3.,
University of Southern California, Los Angeles. Dept/
of Psychology,
'office of Naval ReSearch, Arlington, Va. Personnel. -

and Training Research Programs Office.
Jun 76
N00014-75-C-0684
81p.

MErS0.83 HC-$4.67 Plus Postage.
*Discrisinant.Analysis; *Factor_Analysis; Item
Analysis; Matrices; *Models;.*Multidimensional
Scaling; Nonparametric Statistics; *Psychometrics;
Social Science Research; *Statistical Analysis'

ABSTRACT
A method of factor extraction specific to a binary

matrix, illustrated here as a person-by-item response matrix, is
presented. The extraction procedure, termed ERGO, differs from the
sore commonly Implemented dimensionalizing techniques, facior
analysis and multidimensional scaling; by taking into consideration
item difficulty. Utilized in the ERGO procedure is the calculation of
a dominance matrix which, for either persons or items, has the
important attribute of allowing directionality to be inferred between
relations ERGO iteratively adds items together, resulting in the
constructibn of various sets of implicative chains representing
dimensions. Hiving constructed these chains, the ERGO procedure 0

orders the chains in terms of maximal number of items contributed,
The chain evaluation procedOre can best be explained an attempt to

. maximize the number of items accounted for in a given dimensional
solution. To give additional understanding of the ERGO proce s, an
evirical example which utilizes social distance items (Bogar us)
1-95) paired individually .with three ethnic groups was analyice .for
respondents representing four ethnic gtoups. The.results deaonstrated
the ability of ERGO to (1) group items referring to the same ethnic
group; (2) uncover hierarchically graded ordefs within9Qach chain;
(3) select the three chains that corresponded to the three ethnic
groups; and (4) cluster individuals by.ethnic-group accordidg to

, their/scores. (Author/KS)

*********A*************************************************************
* Documents acquired by ERIC include many informal unpublished *
* materials not available from other sources. ERIC makes every effort *
* to obtain the best copy available. Nevertheless, items of marginal *
*-reproducibility are often encountered ahd this affects the quality *
* of the microfiche and hardcopy reproductions ERIC makes available *
* via the ERIC Document Reproduction Service (EDRS). BDRS is not *
* responsible for the quality of the original document. Reproductions *
* supplied ry FDRS aie tbe best that cai be made from the original. *.
************************************************Ig**********************



r-

1.

THE At6LiSiS OF.DOMINANCE MATRICES: XTRACTION
. .

.

-IF UNIDIMENSIONAL'ORDERS WI IN .

I A MULTIDIMENSIONAL CONT

Thomas-J. Reynold

Technical Report No. 3

'.Department of Psychology
Universiti of Southern California-
Los Angeles, California 90007

June, 1976

. -

U S DEPRTIVit NT OF mELTN
E DUCTION II,WELFRE
IFTIONAL 1.41. mole DF

EDUCTION
DOC.OME NT .AS PEEN WEPWOOur D f xAr AS IE'EO OM

PUPSON OP OPGANtza 'ION OP 'Gino11,041C, 1 PO,NTS OF v,E..s o OP.,ONSSwF° DO NO, NECISsAp,, pEPPE
SENT OFF iriAL NA,ONAk ,NST,TuTE
f Du( A TJON Posno OP POL,Cv

OD
r1/4

, C)

Prepared under contract No. N00014-75-C-0684
CD NR No. 150-373; with the Personnel and

C5 Training Research Programs, Psychological Sciences Dividion

k.)

Reproduction in whole or in part is permitted for
any purpose of the Udited St4es Government.

Approved for public releaw diskTubtion unlimited

2

.

6--



Unclassified
SECURITY CLASSIFICATION OF THIS PAGE Dat Entered)

REPORT DOCUMENTATION PAGE
READ INSTRUCTIONS

BEFORE COMPLETING FORM
1 REPORT NUMBER ,

Technical Report No. 3

'2. GOVT ACCESSION N6. 3. RECIPIENT'S CATALOG-NUMBER

.
.

.

4 'TITLE rand Subtitle)

THE ANALYSIS OF DOMINANCE MATRICES: EXTRACTION
OF UNIDIMENSIONAL ORDERS WITHIN A MULTIDIMENSIONAL._
CONTEXT

°

S. TYPE OF RERORT B. PgRIOD eOVERED

Technicalj
4. Pr33FORMING ORG. REPORT NUMBER

_

7 AUTHOR(s)
..

Thomas J. Reynolds .

.\

11. CONTRACT OR GRANT NUMBER(e)

N00014=75-C-0684
.

9 PERFORMING ORGANIZATION NAME AND ADDPESS

-Dep tment of Psychology
Uprersity of Southern Califordia

Angeles. California 90007
.

10. PROGRAM ELEMEN T. PROJECT, TASK
AREA A WORK UNIT NUMBERS

61151N, RR042-04;
RA042-04-01, NR-150-373

-

II CONTROLLING OFFICE NAHr AND ADDRESS '
Personnel arid- Training Research Programa

.

Office of Naval Research (Code 458) .

Arlington_ Virainia -27917

12. REPORT DATE r
June 1976

13. .NUMBER OF PAGES
'

69

III MONITORING AGENCV NAME a ADDRESS(Sf dint/rent from Controlling Office)
. . .

.

_

_ .

IS. SECURITY CLASS. (of thi roport)
, -

_Unclassified'
.

1Sa. DECLASSIFICATION/DOWNGRADING
SCHEDULE

.

IA DISTRIBUTION STATEMENT (of aria Report) .

1 .

Approved for public release; distribution unlimited
. ,

. .

.

.

.

b DISTRIBUTION STATEMENT (of Ih abtract entered in Block TO, Sf different from Report).
. . .

. .
......

. .
.

- '
IS SUPPLEMENTARY NOTESt

'

19 KEY WORDS (Continuo on rover

(U) Factor Analysis;
4 (U) Ilem Dominance Relations;

rade if ary end identify by block number)

(U) Multidimensional Scp.ling; (U) Test Theory;
(U) Social Distance Scale; (U) Binary Mgtrix

er..

.Jr;.
.11,..4 .

N

.

20 ABSTRACT (Continuo on revor de if nocoutel# and idntify by block number)lill
A method of factor extraction specific to a binary matrix, illustrated

here as a person-by-item response matrix, is pre .nted. The extraction pro-

cedure, termed ERGO, differs from the more colmonlykimplemented dimensional-
izing techniques, factor analysis and multidi .-.:. ona1 scaltng,-by taking

into conideration item difficulty. Utilized in ke ERGO procedure is the
calculation of a,dominance matrix which, for either persons or item§vhas
the importallpeAribute of allowing directionality to be inferred between

relations. -
GI

DD FORM 14731 JAN 73 EDITION OF 1 NOV 65 IS 0SOLETE
S/N 0102 IF 014 6601

3 SECURITY CLASSIFICATION OF THIS P AG E (11/14N1 Dat Intered)



SEITURI TY CL ASSIFICATION OF THIS PAEf en Data Entredr
1 . /

The thebi-}riinderlying ERGO is founded- in oidering theFky (kirasian &
Bart, 1972), with its interpretation of dominanCe reLationg following logical
implicatives Similar to Boolean algebra. The redefinition of dimensionality
using Ubth the notion-of dominance relations-and that'of./logicalprerequisities
can more pptly be idfintified with the definition of a Guttman order, thereby
placing .o.riphasis on the developmental aspects of recovered sets of dimensions.
It is this interpretation that allows for the duality ofi relationships between
pwsons-and items. The regulting placement of bath perSons and items bn the
same unidimensional.construct presents the researcher with the opportunity to
observe direct relations between the two.

/

A preliminary attempt to. utilize the apparent advantages associated with
the extraction procedUre based on dominance relations,/order analysis (Krus,
'Bart, & Airasian, 1975) is used. This iS done both ta furtherexplicate the
implicationg of ordering theory as well as to point ol7i.t the iSsues with which
a dimensionalizing procedure af this type'must concern itself. .In( this discus-
sion, the procedural shoircomings of.order analysis re presented o acquaint
the reader with the obstacleS that an alternative ap roach must overcome.

. Premier among these is the failure of order analysis. to consider the true natur
of multidipensionality in a dominance matrix contex . This appears in.the
order analytic assumption that counter dominance re ations are merely a pro--
duct of error, rather than being manifestations of the multididensional.nature
of the data. The alternative procedure (ERGO) is ceveloped by dealing with
this essential point.

I
.

jhe key td the dimension extraction problem ERGO.rests in the formulati
.of an index of dimension consistency that-is comp rable to classical measures
such as the Kuder-Richardson formuLae (1937) and the Lotenger homogeneity
indices (1947). Clfff (1975b), by demonstrating the reiatlon between these
classical indices and their redefinition in a d inance matrix.context, lays g
the foundation for the development of an alterna ive procedut-e. Thus, ,by
adopting a consistency measure developed there, ERGO iteratively adds items
together,.resulting in the construction of vari s sets of implicative chains
representing dimensions. Having constructed t ese chains, the ERGO procedure
orders the chains in terms of maximal number of ftems qontributed. The chain
evaluation procedure can best be explained as a attempt to 'maximize the
number of items accounted for in a given dimen ional solution.

to give additional understanding of both he ERGO process and the poten-
tial advancages o pr-A-edure of Chis type offer , an empirical example which
utilizes sAcial distance items (Bogardus,1925 paired 'individually, with
three ethnic groups was analyzed for mesponden s representing four ethnic '

groups. Emphasized_lin the solution was the du lity of relationships inherwit'
in a procedure such'as this, that is based up n the principles undei-lying
Guttman orders. The results demonstrated the ability of ERGO.to (1) group
items 'referring to the same ethnic group; (2) uncover hierarOically graded
orders within each chain; (3) seleCt the thre chains that cOrresponded to the
three ethnic groups; dud (4) clUstyr Individti Is by ethnic group according to- n
their svores.

4



INTRODUCTION

The extraction of factors or dimensions from a data Matrix Ilas

-preoccupied many a psychometrician, and methods developed to accom-.

plish this task have taken many forms. From their fundamental begin:

nings in factor'analytic theory (Spearman, 19.04) to the more recent,

multidimensional scaling Procedures (MDS) (Shepard, 1962), to the.most,

recent, Ordering theory (Airasian & Bart, 1972), all-methods have the

,common concern of the identification of unidimensional strdctures

. within a postulated multidimensiOnal context. To date, more tradi-

tional methods of factor analysis and multidimensional scaling have

.fallen short in attacking the dimensionality problem-specific to the
1 ilk

.:17ticary matrix (Horst, 1965). Isolating unidimensional hierarchies

Adthin a binary structure has recently undergone revision based Upon a
\

.unique theoretiOal conceptualization known as order'ankysis (Krus,

:Bart, & Airasian, 1975). F

Instead of creating "artificial" measures of association, e.g.,

--41..common correlation'Icoefficent or distance measures, Order analysis

utilizes a loqic model. It attempts to ipolate the lggical,orders

among variabler.and thus produces unidimensional components 'commonly

knioArnmas Guttman scales (Guttman, 1944). Using the terminology of

Horsi (1965) and LaAarsfeld (1958), otder anyysis can be descr' ed

1

C".'
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broadly as the process of isolating the underlying structures of latent

entities and attributes within a given respOnse stt.

Lo4cal procedures for uncovering:hierarchical graded orders
7

via the congtruct1on of unidimensional scales have Voth practical as

well ad theoreticalisignificance. The controversial issue of examining

the binary relations in a test item by person response matrix serves to

illilstrate this problem. Though notably hampered by distributional

assumptions ahkalso by the choice of an inter-item measuxe of asdoci-'

ation, the use of classical factor analysis persists as the principal

.type of dimensionafizing procedure. Far more serious than the above

mentioned draWbacks, however, is the failure of the factor analNAic
. ,

piledures to take into account the difficulty order of.the items.

BeCauseof the.fundamental role of item difficulty in test theory,

this failure excludes;factor analysis as a desired alternative, and

-

suggests the use of a dimendionalizing system that takes into account

the item difficulties. The present article suggests such a procedure,

based upon sound measurement principles underlying the Guttman simplex.

The value of relying on such a fundamental notion as Guttman-

type scaleS offers another, and potentdally even.:More significant,

.advantage. Instead of regarding items, Articularly attitudinal
.

items; in a non-theoretical manner as would be the case with factor

analysis, the possibility of-inferring a qualitative structure among

variables is appealing. This possibility, stemMing fromthe develop-

mental notionupon-Which Guttman scales rery, differs from the coin-

pensatory theory of behavior upon whic,4 factor analysis necessarily

6
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rests. Thus, GUttman-type scales allow for the consideration of

various logic models of behavior, i.e., those of a conjunctive or dis-
0

junct)ive nature (LeVy, 1973). Logic models such as these allow for

the identification of the developmental prerequisites to attitudes,

and, at the same time, allow fordifferent developmental orders.

Recently, the developme t of-a dimensionalizing system that

works With the logical_relationship of a Guttman simplexordering

theory--has been proposed (Krus, Bart, kAirasian, 1975). Its

acceptance,'however, has 'been forestalled'by a number of procedural

Shortcomings. Foremost among these iS-the failure to develop-conilst-
.

ency indices which elate.to other more common cpnsistency, desci-ip-

tives, such as the-familiar Kuder-Richardson formulae (1937), and the

Loevinger homogeneity indices (1947). A solution to this problem has.

amea.formali ed by Cliff (1975b1 in the development of-'a series cir

measures constructed froth ihe-item-by-item dom ce matrices. Impór-

7tantly, these measures of consistency constructed from dominance

niatrices parallel their counLerpart in classical testi theory. The

appliClation of these consistenck measUres offers aValternativel

methodology, based on sound m asurement prindiples, for the-identifi,-

6

cation of unidimensiOnal st,tuure w hin an item-person cohLext. In ,

the present study, a dew-factor extraction method foundedin the. logik

iof ordering theor.y.'t;.hilealso incorportinfi 41Efe!'s (19750 consisJ

ency indices will be presented. 'An emPirical examile using GuttMan--

like' social distance a J..tnd6. iteis will be examined in an attempt to

evaluate how well the model perfOrMs.

.7
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SimplOrdèrs

Elements.ofkOrdering Theory

The construCtion of isomorPhic number systems is the central

issue Of any structured psychologi researoh. An isomorphism refers

to a similarity in pattern, viz., a situation where a.one-to-ond

relationship exists between an object and its numerical representa-
,

tion. To illustrate, consfEer the rela,tionships among real numbers'

which are actvally meant to be rePresentative of the interrelations
,

aion a .set of items or objeots. One foundatio f this real number

system is that it can be linearly ordered. Thus; the following three

4

properties may be said to.be the axioms uporAhich thfs ordering :isl",

dependent (Coombs, Dawes, & Tversky, 19:479, pp..366-368).

asymmetric property - aRb implies ilia where meiLs not R

transitive .prop4rty aRb and bRc implies aRe

7

connected property - either aRb oripRa

These axioms h ld.where R indicates the logical relationsh typified %
. Q

.by "greatv than," and a, b, and c are entities in the system.

example of these three fundamental properties may be

illuStrated for the one-set case (Coombs, 1964) more-com-

monly equated-with a simple preferepace ordering. A simple-_.order can
I

be defined in te s of jhe connecting relatiOns that exist between all

pairs ember.st uli. A connectingylation is repi.esented by

a 1 in the -row/col*designate of an otherwise null matrix. The

matrix of connectioL, commonly known as an adjacency matrix, repre-

8
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.

.

sents a digraph (directed graph) where/the arw or connections between

.
, ...

. ,

the vertices do stimuli lire represented in the form'of a binary score'

matrix (Harary, Normln, & Cartwright, 1965).. The st.jacency matrix in° t;

101.gure 1 represents'a siMple'drdering between ihrge items:'..in the

- t j
. -

.preference contextb,the conneetiye 1,imp4ded :Oiatthe row Stimulus is

preferred to the column stimulus. The,property of;asymmetry isslkown

by the absence of/I' symmetric l's. And the lack of anclogical contra-
.

dictions, such as aRb, bRc, or-cRa, necessarily suggest'lqansivity.

Thus a simple order, aRbRc, can be said to exist.
t"

As these essential axioms are the foundation for defiOing a

simple order for me bers of.the saNtset, so also do they hold for

relations hetween tw different sets. The two-set dominance classi-

ficatlon (Coombs

set of poEsons.

seen to

in this case,'iefers to a set of items and a

persons by it sioatrix seeo in Figur a-can 4/re4
,

,

eld.a simple diffi).culty ordering for ms as we as an

ability ordering for persons. 'This dua1\71ationship is the basic

A6cep4 underlying Guttman staled, Which is represented by Figure 2, a

perfect Guttman scale;or 4implex. 'Not only does t

difficulty and person ability ordering, but a

exist.hn item

nt person-item order,

.as discussed by Cliff (1975a), Can also be const eted as'seen in

Figure 3. This joint.ordering can also be considered aksimple order,

thus operating under the same axiomp.

1Nc,
, d noted, these fuAdamental properties of relations between

,

-real numbers and the objects they represent (be they itfms persons',
..

.

or a combination of bath) 'give rise to,defined orders. These proper-

7-\
a
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Figure Persons by items re-sponse matriZ'reire-
% senting a perfect Guttman simplex.
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Figure 3. Rearranged joint ordering of persons
and items yielding a simple order.. -
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ties, known-as order relations,*praxide the basic justification for the

matrix manipulative ptocedures developed below that attempt to utilize
.

logic structUres as* sO1ution to:the. didebsionalitY problem.

Logic Structures

Syllogistid reasoningl'as.originally formulated by Aristotle,

. demonstrates the use of simple logic and its cognitive counterpart
t

L

*. the'reflection of thought processes. The most basic of the traditional.
,

syllogisms is the'conjunction of implicative relations, i.e., as

A - B and B - C then . This implicative Chaining present in

syllogistic reasoning.can also be considered as the development of a

straight-line dimensional relationthip congruent with the notion of

simple order. An order, created by implicative relations, can be

defined as a condition of\logical'arrangement among certain specifi=

cally relaed elements in a given set of items.

For small sets of elements, say, a, b, c, it is possible to

analyze the relationships between all possible response Patterns (a

plenum), which can be separated into individual response patterns

(see Table 1).

Table I was arranged upon considering all possible response

patterns of values for each of the three elements, a, b, and c, as

seen in step 1. Steps 2 and 3 are essentially using a syllogistic

japtation noting if the implication exists, "1," or doesn't exist, "0."

In step 4, the conjunctive logic function; representing the logical

truth of the joining of steps 2 and 3, is again indidated by.a

1 3
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Table I

Three-dimensional Plenum

Possible
Response
Patterns

.

,

.

Logical Structure
.

Compatible
Revonse
Patterns

A B C
.

& (B - C) A B C

1 1

1 1
1 0
1 0
0 1

0 1

0 0
'0 0

1

0
1
0
1

0
1

0

1

1
0
0
1 .

1

1

1

1

0
. 0

0
1

0
1

1
tt:

1

0
1

1
1
0

.

1

1

.

1 1

-

-

-

0 1

-

0 0
0 0

1

.

1

1

0
1

Step 1

,

Step 2 Step 4 Step 3
_

Step 5

Note. A three-dimensional plendm of aro variables was .

constructed in Step 1. Its.one dimension, recorded
in Step 5, was extracted in Steps, 2, 5, and 4.
(Taken from Krus, 1974, p. 46.)

1 1
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c.

1-truth, 0-false sshema. This plenum of response patterns can be seen

to be reduced to a Giittman scale (ettman, 1944) in step 5. Th410

scale-has the property of separTng the,inAvidual response patterns

into i unidimensiona rderilf

There are many d ffetrent methods to'logically searcIpror rela-

,
:tionships within a given data set. Each logical relation, ip turn

,

offerS a rationale of inferences or non-inferences that-may have theo-

retical merit. Within this system of logical constants, various.

interrelations resulting from logical connectives such as "and," "if

4/ and only if," "either/or" may be scrutinized. Appropriate utilization

011

of, these types of logical implications.results in ordered hierarchies

or.unidimensional components. The implicative functions which lead to

these ordeled hierarchies, thed", may be seen as the craX of the

'dimensionality issue,

The implicative functions.(Table 2) are: (1) (..) "is a pre-

requisite to," (2)'(--) "implies," (3) (4) "is not% prerequisite to,"

and (4).(4) "does not Lmply." Employing these functions, one can move

from one function to another by reflecting variables within the

system: in the binary case, this is simply a matter of creating a

function's converse. Investigation of,what happens when these func-

tions are interchanged reveals that the (1,0)., ot. (0,1) changes (which

indicate a reverse in the direction of implication) are 'variance-

generative (Krus, 1974, p. 10). This change can also be seen as an

indicator that information becomes available. Such tuples differ from

the (1°,1) and (0,0) pairs, which are important for defining the

13



Table 2

AliorelatiVe Order-dependent Class of Propositional Fundtions.
Used by Order Analysis to LogicallyoSearch for

Relationships within aiBiven Data Set

A

1

B

1 0

0 1

0 0

.1

1

a .b

.,,

A B 'A /4 B A i= B

1 0 0

1 0

r .

0 0

1 0

Note. Column a--Plenum of response for the two arguments,
A and B. .

c--Converse of Implication

d--Negative Implication

e--Converse of Negative Implication

*

1 6
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withinorder ructure. While the (1,1) and (0,0) tuples 4ttermine.

\
the order within t already determined structure, the variance-

generative tuples outlille_the structure of a dimension.

- In the construction.of suCh an implicative 1og1co-mathematiCA1171

-

system, variables are not differentially weighted. That /sr np

attempt is made to optimize or focus upon any one-set of z1ationsh1p qo

In suqpi casesr the post appropriate.logic functions:are th se of nega-

.e:
, ,

i

.

implication and iti conVerse. The reason for this is that they

differ only in.their (1,0) and (C41) tuples (as-,seen in Table 2). Ife

'

(.,0) tuple refers to a con fi1Matory respow pattern, and the.(0,1)

tuple to.a Usconfirmatory response pattern. Thede patterns of con-
,. ,

firmatory and disconfirmatory response tuples have the essential

1

property of structuring a particular domain of response patterns in a

logical.manner.

As shown by krus (1974) and Cliff (1975b), the friquencies of

negative implication and its converse, computed from the elements of

a binary data matrix, may be used to derive a dominance matrix.

Involved in the creation of the dominance matrix is the comparison-4

all possible row/column tupled. The result of all these comparisons

is a dominance matrix with integer values in its row/column desig-

nates. These designates represent the frequency of dominaiion of a

particular row over a particular column Thii comparison of all

possible tuples--yielding a dominarrce matrix of frequenciesis

identical to the procesi of matrix multiplication. However, to

properly comPare the appropriate (1,0) and (0,1) types, the matrix

17%
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multiplication isperformed on the transposed origInal data matrix add

;

its logical negation or cOnverse. The dominance marrix produced from

this procedure is similar to a cbrrelation or Proximity Matrix, ih the

same manner eXpréssed by Coombs (1964). These twO types of mAtrices,

ver, differ in one Important respect--the pregervation of direc-
.::

The value of obtaining a matrik.Of dominance type, rather than
,

one proximal in nature, Centers around-the'faCt that a,daminance

_
matrix allowOr the preservation of directionality-between its e, e-

4

.
ments whil, the...proximity matrix does not. The-iMportance'4of,this .

distinction relies upon the fact that caugal relations cannot:be_

appropriately inferred from a'-correlative or proximity type.solution. ,

* . ..

Because of the preservation of the directionality in domi ce rela-

tions, however, the possibilioi causal inferences asso iated with

the developpental aspects of Guttman scales becomes a reality.
.

Difference Relations

The matrix of magnitLides generated from the multiplication of,

the transposed data matrix times its complement may be considered a

dominancesummary across all elements ih the original data matrix.

The magnitue in'a given'cell Of the.dominance.matrix corresponds tq

the number of,times an element dominategsome other element. Concep-
t

tually, this magnitude can be thought of as,the total*number*A.
.

relations existing between the two vectOrs. Those (1,0) changes may
N

also e thought of as the variance bqween any row vectrrs. This

-

1 8



definitio4pof variance is unique, and thus Warrants further expiaha-

tion.

15

Variance in ordering theory differs from the common psycho-

metric interPretatiOn (Krut-19/74, p. 7). The distinction between the,

psydhometric notion andthat of the order analytic approadh lies,

within the philosophicia. distinction between magnitude and quantity

(cf: Guilford, 1.95, P 7; Torgerson, 195!1,s, 11. 26). AT.iS digtinctton

results from the fact that magnitude can only be. defined by lOgidai

)
argument , e.g., true-false relationsl thus'excluding any of the

. 4
11.,

commonly used quaetitative numerical indices: The'buil4ing of aw

J.
magnitude mOdeDfor Variance entails a frequency count of the dif- .

,
ferent true-false logical *relations. 'This reinterpretatioA of vari-

ance into magnitudes allows for the-reflection of th, existing

difference relations.' In additiod,, it potentially offer$ several

advantages over the more claspical notions. The amount of information

contained'in a given matrix,&efined_as. the number of one-zero Changes,

can be directly calculated bY simple summing. Compared to the rela-
44

%

tively complex formulation of covariance, such an additive model is

very appealing. In addition to the previously mentioned order

analytic asset of preseryation of the directionality of.variation

then, there is also the advantage-of simplicity.

Lmplication PrerequiSite Process

Most psydhological data can be arranged in a matrix f.c,rmat,

e.g., subjects by Uems or responses. Ordering theor/Oattempts to

identify the latent structures within a data matrix by observing the
4

1 9
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Joint hierarchical relationships- that exist among the items and persons.

The underlying process is an attempt to organize and'evaluate the

common steacture of the data in some ,Systematic manner. .Mbreover, At

should be noted that the joint nature of Guttman scales ne'dessarily'

implies that given the structure of either persons or,items, the

remaining one is also determined. For order analysis, the search to
1-

underlying structure utilizes the observable hierarchical structure

and bases its operations on those structurgs upon logrcal prificip11,0'"

such as

-to have

ability

Within the logic system, various t logical-connectives,
.

perties when,
A A

'This familY1'

X
to separate data into its component Parts. As su ested

earlier, it can be said to be dimea
A

n-generative, meaning

seen

that these

functions possess the ability to systematically organize the data into

independent dimensions..,

The logical connectives that are the axiomatic Components of

the implications (as see6An Tab1p 2) are "is a prerequisite to," "is

not a prerequisite," "implies," anck"does not ,imply." Again, it is,

possible to move from bne bf theselidp1icativefunctions to another,

simpy by reflecting.the Variable values within the system. B'ased on

this'conceptualization uf reflection, ,Jatinderstanding of how the

0
(1,0) and (0,1). tuplcs zan be generated should take on new-meaning.

By performing a series IX reflectionp, e.g., from "iiiiplier to "does

0
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not imply, 4 systemattc set of'_relations are geighted separately

across the ifferent rows.
4

I
t is of_initial importance, of-course, is the process of'

identific tion and sepdration Of the existing subsystems befoA any
. .

inte structuring is udertken. To be utilized in this prior case
,11

.

functiOns that deal'solelydwith the vailance-generative.tuples of
.

. .

'W and (0,1).. The simplest logic function that 46 suitithle for

41,e neating-this type of.dhaniie.in relation is that of 'negative impli-

/
111

ca on and its logical converse. Upon eicaminationl, it may be seen%

t the only diffePance existing IfetWeen these tmples.is the direction
. .

changef 1 to- 0 or 0.to 1. -Theename asSigned to the (110) con1irms-
.1 1 I

t ry respOnse patterns is "prerequisitgOo." The (021) Ohangej-or-

,

disconfirmatorw response patterns, is "is.not a prerequisite (to."

'To summarize,ithe conditions of and

connectiveness are the foundation of ordering and produce the com-
. .

8
4'posite definiti Of an order reldtion. the conceptual product of

vs,

'asymmetry and transitivity oonditio .ifs the necessary higher-order

notf6n"of connectivity. When relat ons4Kre transitive in nature

connectivity between the first and last elements in a hierarchy is

This property, upon:which theinotiOn 9f prerequisites is

basid, is the essence of a'simple order Which ultimately results in a

unidimensional construct. Within a given data matrix, a set of these

simple orders is said to exist. Therefore, uncovering these latent

uoidimensional struqures invoAres the identification of the simple

orders which in tlirn define dimensionality. Given a data matrix, the

2 1
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dimensions as csO&41741:tefined are the development of a set-of orders

(Russell, 1919, p. 29).

.

Order Analysis: An Overview.

. \ -..

, ---, Order analYsis, th prototype MeasuTement 'model of ordering

theory due primarily to us and Bart (1973), begins by generating an

1
item dominance matrix which ilndicates the frequen y of both the (1,0). .

and (071) item respons9 patterns. The constructldh of t dominance
.

matrix, 17; 44pm the person by item response mat ix S -àdts
4

trans- _

'. ,.,.
;

4 .

posed complemen E', may be represented as:

s

where ri element n is equal to the number of persons who get k
. kJ

and J ight, wych is to say, the numbpr of times iteark

11' fls element a_ represents the number of (0,1) disconfirmatory
, .

repponse pAerns while its symmetric counterpart,
J

n.
k
, represents.the

number of confirmatory or (1,0) response patterns. This matrix.43

*
multiplication yields a squar4 matrix of integer values indicating, as

stated before, the number of times a row element dominatbie a Aprres-
.

ponding column element. As in a orrelation matrix, measurement error

may also infiltrate the dominance trix, in the form of intransitivi,

ties. To take this uncertainty into account, order analysis,utilize

a probabllistiC algorithm designed to measure the relative pureness of

each particular pairof.dominance relations. This is dorm by the con-

struction of a z-ratiZ) (14cNemar,.1947) between the symmetric entries

2 2
4

a,
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uf the dominance matrix. In effect, this z.-ratiu measures the de

.of dominance 'that exists between twc) iteMs by the formula:

n. - n .

j
jk kJ

z. - ;jk r1/7.7777
KJ

zr

(2)

The probabilistic interpretation of dominance matrices is

, t

uased upon the assumption/uf equiprobability between the symmetric .

I
I .-'

I
. . .

counterparts in a dominance matrix. A z
j1

is calculated for each

symmetric pair as well as
j

z.
k

, with eaCh value being placed un its.
-

appropriate side.of the diagonal,-whe4 t46 n and n, components of
--jk -kj

the fo,rmula are the magnitudes contained in the original dominance

matrix. Fur example, where n
jk

= 7 and n = 2, the existence of this
--

apparent intransitivity can be evaluated by the z-test.

1.67 .

V7 + 2

0!AS-is apparent from the fonstant slim in he denominator, the symmetric

%

entries in the Z-matrix are identi.cal except for their signs, thus 7,..- p_rkj=

-1.67. Though no.direct evaluation is undertaken at this point, an

obvious interpretation of the transiVive strength between two items,.

in probabilistic terms, is possible.

By the constructiA uf the Z-matrix comprisinis all possible

relationship6, the selection of a cutoff criterion z-value (here

termed z-level) can then be implemented to consider only thuse rela-

tionships greater than or equal to a given strength. The z's below

2 3
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the designated mirdmum criterion z-level, not being strong enOugh'to

war rant considerationy are set to "0," while f-or the relations greater

than or.equal to the z-ievel criterion, a "1" is placed in the binary
A

matrix, M. 'Thus, the creation of the manifest or latent structure
*

matrix, M, can be represented as:

m =-Z a z-levelr

o
,

Of importance is'that a 1,Nchn never be placed in symmetric elements of

the-M-matrix because of the sign reversal in the symmetric entries of

the Z-Imatrix, thus M contains °no intransitivities.

The extraction of the implicative.chains from the binary man i-

fest structure atrix, M, alsoi involves what can be considited a

probabilisti appro4ch. The procedure begins with both a row and-
.

column reordering of matrix M, on the basis of-the kaMber of "l's" or

tramitive dominances.. Once reordered an implication chain of pre-_

requisites is extracted seg.Cting with the first item and searching for

the closest item that it dominates (is prerequisite to). Thus, the

extraction process beginning with the first ."1" in the first row is

undertaken.

For clarity of description; this procedural overView dOncerns

itself with the extraction of itemchains,°though the use df person

dominance matrix yielding per on chaia s an equally viable alterna-
:1

tive.' GiVen, say, illpit"item one dominates item three, they are com-

bined into the first chain. The same procedure of looking for the

closest iteai (in terms of total dominances) that item three domthates,

2 1
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and'so op, is continued until the last item added has no dominanceS.

)With the inclusioh of each item in'the chain, the.entire-row add column ,

,1 , '
. ..... -

,

,...,
.

.

of remaining dominances fOl.' that item are set to zero, thus notalial- .

ing it to be used in other?chains% The yet unused items are reordered,%

. . -

and the search for prerequisite'domkhations cohltplues until. all items
,..,.

have ,been placed into a chain. The probabilistic nature of this
d

procedure is founded.in the assumption that an optimum solution con--
-"Sr.

sists'of both the minimum number of chains to accountVor all the items

and, more importantly, that the most appropriate ?grouping of items will .

, emerge. .Obviously, this need not and, because of the lack of any

internal restrictions aimed at optim'zing these relationships, probably
. .

will rt occur. 'However, be Ehese shortcomings of the probahilis.-

tic order analysis model,are elaborated more fully, the description of

the model in its entirety will firstr be presented.

Having extracted the implicative non-overlapping item chains

representative of.underlying Guttman scales, the total number of person

$'

dominances accounted fot.by each.chain are calculated. The person

dominance.matrix,X ; for chain v can be calculated by:

(A)

where S is the submatrix of persons.by the items in chain v. An ele-
-v

ment x , is the person dominance matrix, X , contains the number of

times person i dominates person h, i.e., the number of items in this

reduced set that person i dominates that h does not.
7

The intrancitivities"that exist when the items in the chain do

2 5
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not form a simplex'makes it mdSleading.to simply calcuAte the rowwise

marginals of V. To adjust for th@%e.intranktivitlts,'the 2-est is

-
performed on the person dominance matrix,-creating again a totally

;t5Apitive.binary dominance matrix,:M The scalar:notation Of (5)

denotetthat the4A element of the-

z
-1hv

t*-;,'Ywit'

*
A411_

persondominaTiow matrix X , is converted to z values in *at-ix Z .-v _

-And (6) represents the'loaical comparison of all 2 sto 2-level,. '

thereby yielding the transitive dominance matrix, M

-%
( ,

.

M .= Z k z-level
v v .

xihv xhiv

ihv niv

.

.0

; x.
ih.

The total number of dominances are calCUlated (7) for.each

person and are placed in an order loading matrix, L .

4. . . V

= l'm

(6)

(7)

Thus, an integer value for eackperiin equalling the numbeipof persons

dominated for a Oven Chain of items rePresenting a dimension is

calculated. Iefactor analytic terminol gy, the matrix of order load-

ings is analogous to factor-scores, i e *he row marginal6 are com-

munalities. It is this 'similarity that prompts the r9iation to simple

structure of the order lostfng matrix (Krus, 1975, p 60-61).

2 6
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Order Analysis: A Logical Paradox

A hypothetical example utilizing the six person i4y nine item

'response matrix seen in Figure 1 wilt be solved for its implicative

:chains using`the prbbabilistic order analysis method. This exercise

should both clarify thvprocedural steps as well as demonstrate the

inherent shortcomings of this approach. Having pointed out the draw-..

backs relative to order analysis, suggestions upon which alternative

methodology may be based will be presented.

*' In the'first step, the construCtion of the item dominance

matrix (N) in-order analysis, is denoted.

= IS (1)

where S is the hypothetical six person by nine itqm response matrix.

The indicated matrix multiplicative results in the square matrix of

order six, with integer values in its n elements. AS suggested, order

analysis assumes that the counter dominanees appearinitin tbe domi-

nance matrix, pretented in Table 3, axe merely a fundtion of error.

The procedure for probabi110tica11y evaluating these intransitive

errorful relations, McNemar's. (1947) z-test, is performed:_

A it

jk

nik nki ; k

Alleg's (Table 4) are then compared to the tolerance criterion, in

,this case, z-level = LO. For the z values exceeding the criteria

z-level, a."1" is placed in the mannest structure matrix, M, theo-

2 7 -*

(2)
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gib Table 3

Item Dominance Matrix N
.

A IB

A 0 2

B 3 .o

0 3 0

, D 2 0

E 1 1

C D

4 4

2 3

o 1

A
0

2

1

0

2

1

E F

3 4

4 5

3 4

Note. Calculated by premultiplying the trans-
posed complement of the original data
matrix by the orlginal data matrix.

2 9
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C

D

2

F

26

B

Title 4

&matrix

C D E F

0 -.447 .378 .816 1 2

.447 0 1.41 1.73 1.34 2.24

-.378 -1.41 0 1 447 1.34

-.816 -1.73 -1 0 0 1,

-1 -1.34 -.447, 0 0 1.41

-2 -2.24 -1..34 -1 -1.41 0

Note. Matrix of z values calculated from item dominance

matrix.

30



retically representing the "true" dominafice. ,The binary M matrix

appears iri Table 5.;

M = Z k (z-level = (1.0)),

27

1, The assumptions and procedures presented to this point,-deL

signed to isolate:102e latent dimensions, appear reasonable, yet on

(3)

closer inspection,are.paradoxical. The assumption that counter domi-

1'
nance or intransivities are simply brought about by errdr-fer clearly

antithetical to the issue of multidimensionality. For counter domi-
.

nance could actualik represent the existence of multiple factors

within the data unless, of course the data are simply unidimensiOnal.

The paradox, obviously, is that by cancelling out the effect of the

counter dominance ih the multidimensional case secondary factors ari
%

obscured, leaving only a primary first factor. Order analysis by

-

restricting its definition of dominance:limit's itself to the considera-

tion of the most prominent unidimensional scale..' This apparent break?

down at the basis of the oraer analytic uthod warrants a rethinking

of the entcre conceptudlization of mu.ltid\mensionality specific to a

dominance matrix context. However, the further elaboration of other

related procedural flaws will also be of considerable value, particu-

larly in the consideration of an alternative procedure.

Given the manifest structure matrix, the next step of the

order analysis proce ure is the extraction of the dimensional-chains.

This process begins iJith the reordering,of rows and columns of the M

matrix, from most dominances to least, as has already been seen in

3 1
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Table 5

Nhnifest Structure Matrix M

B C A D E F

B 0 1 0 1 1

r 0 0 1 0 1

A 0 0 0
,

D 0 o o o o 1.
0

i o o o o 1

F o ' -0 o o d o

Note. Reordered manifest structure matrix,
11.) using a z-level = 1.0.

3 2
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Table 5. Commencing with the first row, the extraction procedure

searches for the first 1, representative of the connection between the

respective elements. In this example, item B domilites or is prereq-
.

uisite to item\C. Then item C dominates item D, and item D dominates
ve

item F, completing the hierarchy of the first Chain. Thus, the Chain

of connections B-- C -*D-F created by the pairwise relations betimen

the adjacent items in the chain defines the first unidimensional struc-

ture. Having completed the chain, the remaining relations of its

member items are deleted. The construction of the next Chain then is

approached in an identical manner. In the present.example, this

yields the A - E chain. As all items are accounted for, a two-

dimensional solution emerges.

Examination of this type of extraction procedure reveals two

separate'but related theoretical flaws. First, it can easily be seen

that such a procedure does not guarantee that all chains present in

the M matrix are extracted. While the present4example is not large

enough to give a clearer illustration of this, the existence of the

B -0 E -0 F and A E -*I' chains does suggest this possibility. Once

the existence of other chains is acknoOleird however, a more

important question arises: Have the optimal chains been selected?

Optimal, in this Context, may refer tt a number of criteria, su

the longest, the most Guttman-like, or the most orthogonal set o

Chains. In any case, the failure of the procedure to systematic

consider any of these criterion standards seriously reflects on

credibility. 33.

Or-



The second shortcoming of the extraCticn procedure ib related

to the broader issue of intradimension consistency and may be gleaned

from Figure 5. 'In this figure, a simple reordering.of the items in

the submatrix of dhains I and II reveals that dhe inconsistent ielation

exists in each chain. For,chain I, item F for)person 5 is not.con-
.

sistent, and similarly for dhain II, person. 7's correct response to

iteni E is'inconsistent. Because of the lack of any goodnessof-fit .

statistics measuring the chains' consistency relative to the pexfect

simplex,. a potential user of:this procedure cannot campare solutions

at different levels of internal consistency. Obviously, such goodness-

of-fit indices are,crucial to any soundly based measurement procedure.

Further, any descriptive statistic developed with this purpose in mind

must be comparable to other measures of dimension construction, the

most common being measures of variance.

Having already selected the Chains, the next steP in order

analysis is to obtainoorder loadings for persons on eadh item Chain.

On a given chain of items, the person-prder loadings represent thee

number of persons that a particular individual has consistently out-

'scored.

/fie method for obtaining the order loading matrix begihs with

.the calculation of a person dominance matrix, X , from the submatrix

471L of iteMS;: S from chain v.
-51

4.

= S E'v v
p.

3 4

. 5.

.74?
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c D A -0 E

3 .1 .1 o, Ii. 1

7 1 .1 1 0 5 1 '1

8 1 1 1 0 '1 1 0

9 1 1 0 0 2.10
erson 4 1 0 0 la. Person 3 1 0

2 1 0 0 0 7 0 1

1 0 0 0 o 6 o o

5 o o o o 8 o o

60 o oo 9 0

4.

4$4,_

Figure 5. Reordered hypothetical data matrix.
Persons reordered within Chains to
,illustrate the iaconsistent responses,
which axe underlined.



As before, a z-test is performed on the symmetric elements, of
\

the dominance matrix. This time, however, it is person dominance

rather than item dominances which are sought.

ihv xhi4
, x

thy Ichiv

ihv niv

This Z-matrix is then compared to thz-level criterion valueywhidh

remains the same as the first test's z-lel .=

%

m "it a z-level = ( .0) (6)

32

(5)

-

The xesulting matrix, M, of transitive per-son dominance is summed and

the marginal totals represent the

L = l'M
. .v (7)

number of persons an individual dominates. The earlier mention of

consistent wins refers to a consistency inferred through use of Vae

I
2-test. The order loading matrix, It, constructed for the two dhains

is presented in Table 6. -Again, the integer values are interpreted as

the number of persons that a particular individual outscored,,given the

consistent items he got correct. To complete the descrilition of order

analysis, the matrix of order loadings"is standardized by converting

the Integer loadings into) proportions, and then rotated to simple

structure by varimax (Kaiser, 1958).

Though no extensive criterion of the person dominance inter-

pretation of order loadings will be presented here, the methodology -

36
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k

Table 6

Order Loading Matrix 0

CHAIN I CHAIN II

B -0 C -0 D --0 F

1 0 3

2 3 3

3 5 30
0

4 4 70
t 5. o 7

Cti

6 o 0.

7 5 3

8 5

91. "0

J.I

0

Note. Implicative chains extracted from reordered
manifest structure matrix with order load-
ings constructed using second z-level-=-1.0..,

37,
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upon which it is based is nonetheless subjeCt to question (e.g., the

z-test criterion). And if the extracted chains represent unidi,menz/

sional scales underlying the data matrix, the-need for rotation is

unclear. Given the serious procedural shortcomings that have been

discussed already, rotation may be nothing more than an attempt to

sift through the structure in searCh of meaning. Any procedure that

identifies the true unidimension4 components, as order analysiq pur-

ports to do, should have no need for rotation.
-

In summary, an exam:111.e of the probabilistic versIon of order

analysis has been traced through, ndting its procedural dhorIcomings.

Two problems emerge that, if'resolved, could lead to a theoretically

sound procedure for the extraction of multiple Guttman scales. _First,

the interna consistency of all elements in OV6.4Y6"Yatheethan just

its adjacent membere, is crucial. A solution to this problem would)

in effect, also resolve the logical parado4 ofpkultidimens4onal
r

counter dominances or intansivities. Internal consistenoy redefines
e 4

the multidimensionality of the dominance matrix, allowing-for an

appropriate appraisal of the existing counter, doMinance. The second
,

' problem involves the development of standard procedures for selecting

the optimal chains. Necessary to the selection of.the optimal Chains,

however, is the consideration of all chains. Thusj the factor extrac-

t
tion methodblogy must first extract all Chains befOre the selecon

procedure can be implemented.
4

4
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, MODEL AND TiEORETICAL N TRUCTS

ERGO: A Procedure fo Extractin

Reliable Guttman rders

OP 1 *
An-alternativerapproach that avoiat the pitfalls of order

analysis must redefine internal consistency-in terms of sits coupter-

part in classical test theory 'reliability. Cliff (1975b) suggests a

series,of -indices, intended for a testing context, that establish a

relation between dominance matrices and classical measurement, Among
me.

the indiées'described by Cliff.(1975b) is a measure of internal con-

sistency calculated from a dominance matrix that fUnction6 like the
/fr

standard Kuder-Richardson formulae (KR) (1937). In conjunction with

a methodology for defining an optiMall representative set of factors,

the application of internal consistency presented by Cliff will be

utilized in'a new model termed ERGO. This alternative model attempts

to resolve the paradoxes common to order analysis, while still associ-
,

sting itself with certain elements of ordering theory.

"ti

Internal Consistency
-

The index proposed by Cliff,(1975b) is based upon two param-

eters and yields a numerical value which represents the internal

consistency of a: "set of dominance relations. The first parameter is

3 9
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the relation of an obtained dominance matrik to a perfect Guttman

1.11

simplex, and the second parameter fs the relation of an obtained*

dominance matrix to a theoretically random set of daminances. pefore

the assumptions underlying the development4of the index are presented?

I

it should be noted that the identical operations hold for both person

. $

or item dominance matrices.' However, to be illudtratively consistent
,

.

with the preceding example, the item dominance matrix,will be used.

. Given the item ,dominance matrix N.I.the total number of rela-

tions, 21 is denoted in equation 8.

U = (8)

The matrix notation for this summation, when S is the binary responsel-&

t;
matrix and (g') its doininandbkhaatkx, is seen in equation 9.

0
e4464

= -11 Cgt

If the rows and columns ,of the item dominance matrix are reordered in

\ a descending fashion,and the data are perfectly consistent, all the,
-7,4i. ...v-, .

,

..5400214AAPP-1:e1ations .10,11.be_PP4t41,40.1n the upper,tziangle.,:Thile.fs*),

. perfectly consistent data the number of dominanI,s in the uliper tri-

angle, u , would equal the total, u.
--ta

u jk>j jk

By equating perfectly consistght aat.a with a Guttman simplex, in6-6n-

%

sistency can thus be evaluated ih.terms of dominances that fall belo4

:".;

4 0
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the upper triangular portion of the reordered dominance matrix. To

put these relationships into a prcier perspective, however, the con-

sideritioa of a second parameter, a probabilistic distributiongof

dominances, must alSo be considered.

The assumption of no order, in the context of a dominance

patrix, necessarily suggests an equal number. of dominances for each

Jk
In the case of equally distributed dominances, n and a. can-.

be viewed as both estimates of the same quantity, xik. Thus, it fol-

lows that by averaging the symmetric entries an expected nimum, um,

is prqduced.

U , {12 - i(njk + nk )}

Distributing the sums, a maximum olf iu A realized.

u
m

, = u (12)

Thus, a consistency index, c, relating the actual number of dominances

in the upper triangular portion to that expected by chance, can be

constructed. A one is subtracted from the upper triangular "goal;

dominance-to:chance proportion in order to distribute the consistency
0 Cc.i,

value frau -e-ter.445 thereby yielding.

0
M

fu
1 (13)

By simply ridding the denominator of the fraction

2u
m

c = - 1

4 1
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we have Cliff's index of item consistency, c. By essentially the same

rationale, Cliff (1975b) redefines the Kuder-Richardson formulae

(1957) and the Loevinger index (1947) by considering the obtained
0

upper triangular dominance, the maximum possible dumber of dominances,

and those expected by chance. The foundation of the consistency

index, considering its utilization of the same parameter that under-

lies such classical reliability coefficients as KR20 and KR211 makes
Oft

it a most appropriate alternative for evaluating order cons ency

over the entire dominance matrix. What remains, having established the

suitability of c, is the methodology through which it may be imple-

mente4.

Selecting Optimal Chaing4
Internal Procedure

Optimal chains employ both internal (within chains) and

external (among chains) procedures that are directed toward selecting

the most appropriate set of item combinations to represent the data.

With the restriction that consistency across all member items remains

as high as possible, the internal procedulconcerns itself With the'

chaining uf certain items. This contrasts with the order analysis
,

procedure that operationalizes tie chaining by considering only the

adjacent connectionc. Once the unidimensional chains are constructed,

the external optimization procedures attempt to order the cha ns in

terms uf t_heir relative cuntriLutiun in explaining the dimensionality

of the uata structure. Necessarily, the evaluatiun uf relative con-

10,trituti, ns across chain:; has as a prerequisite the ,xtractic 3f all

chains. 4.2
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Thikinitial consideration, viz., the combining of items into

chains, involves an iterative approach. For a given item chain, the

most consistent item as determined by the highest consistency, sp,

where 2 represents the joint subset of items, is joined to the initial

chain. If a tie in consistencies exists, the item closest, in terms

of difficulty level, is given priority. Thus, for each item, k, a

consistency is calculated, c
- +

combining the new item with the
p

items already in the chain.

c
p

, = max c
p + k

(1.4)

The iterative procedure of sequentially adding items to chains on the

basis of the overall consistehcy of the Chain is operationalized for

all items by'allowing each item to initialize its mai Chain. In

matrix terms, the rows become representative of chains while the

columns remain representative of items. The 11 entries of the final

consistency matrix, F, correspond to the consistency level at which the

item, 11 was added to the chain, 1. An illustration of this prooedure

for the hypothetical example presented previously is seen in Table 7.

To identify meMber items, an elemeht-by-element comparison of

matrix F is made to a subjectively determined consistency cutoff value,

cv. For example, by setting cv at any value greater than .84, the

resulting binary membership matrix, B, is produced (see Table 8).

B = F cv

4 3
4



Table 7

Final Consistency Matrix II-
,

0
0

:11

I

II

III

IV

V

VI

1.000

.680

1.000

1.000

.833

.833

A

.516

1.000

.516

.516

.680

0
.680

Items

1.000 1.000

.464 671

1.000 1.000

1.000 1.000

.516 .571

.516 .571

.611

.800

.611

.611

1.000

1.000

.800

1.000

.800

.800

1.000

1.000

Note. Rows represent chains and entries in reordered
columns represent consistency at which item
was added to chain i.

4 1
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Table 8

Binary Item Membership Matkix B

B A C

Iteais

D B

1 0 1 1 0

' 0 1 0 0 0

1 0 1 0

1 0 1 1 0

0 . 0 0 0 1

0 0 0 0 1

0

1

1

Note. Binary item membership matrix, 16, resulting
from any consistency cut off value > .84.

4 4
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Removing the duplication, three chains are revealed, namely,

B C D (I), A F (II), and E (III). Becaite each chain has a

consistency value.of one, as may be seen in Table 7, thtre are no

inconsistent relations. igure 6 breaks down the chains into their

rePpective submatrices, confirming the existing simplex for edch chain.

Having completed the outline of procedures ihVolved with'

_-

internal consistency, the procedures utilized in evaluating the con-

tributions of the extracted chains will be presented. However, before

the details of the considerations used in evaluation are brought forth,

the scoring procedure implemented in ERGO needs to be discussed. In-

stead of defining scores as perSon ddminance as is done in order

analysis, &straightforwala summary of consistent relations (see

Figure 6) for an ihdividual for a iiiren dhain defines score. The

redefinition of score using marginal sums offers a 'convenience of

interpretation which will be demonstrated in the empirical example to

be presented later.

Selecting Optimal Chains:
External Procedure

The decision concerning the optimal,solution and ordering of

chains, like the ordering of facto/y.in factor analysis (FA) or dimen-

sions in multidimensional scaling (MDS), must be related to the overall

epistemic contribution of the dimensions. ,HOwever, the distinction

between the structure of the dimensions recovered with the ERGO

procedure and those frum either FA or MDS requires a redefining of

contribution; With FA and MDS, the variables or stimuli are assigned
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(3) 1 1 1 3

(7) 1 1 1 3

(8) 1 1 1 3

m (9)7 1 1 0 2
a
o
0 (2) 1 0 0 1k
0
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(4) 1 0 o 1

(1)0000
(5) o -o o o

(6)0 0 0 0

(4) 1

(1) 1

(2)1

(3) 1

(5) 1

(6) o

(7) 0

(8) o

(9) o

II

1

o

.0

0

0

o

0

o

o

(E)

2

1

1

le
--ir

I

o

o

o

o

E

(4) 1

(5) lr

(7) 1

(I) 0

(2) 0

'-'(?',) o

'(6) o

(8) o

(9) 0

IV

F (4

Figure 6. Reordered data for ERGO solution. Extraction of
three chains from hypothetical data as determined
by ERGO prucedure. Person numberetn parentheses.
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weights on all factors or dimensions, but in ERGO weights are assigned
q7

to dimensions which are- actually composed of subsets of items. Thus,

a procedure.for optimally combining the dimensional chains to accolnt
0

for the maximum nwriber of items appears reasonable. When additional

Chains are being considered for selection, the maximum number of items

refersto unique, or yet unaccounted fbr, items.

A procedure for ordeiing the extraCted chains terms of their

maximum number of unique items added appears straightfo 4ard. Compli-

cations from ties arise, however, making additional considerations

necessary. For a'given set of chains, the selection..procedure first

calculates for each pair of chains the total number of unique items.

Given that one such pair of chains has more than any other, the selec-

tion is greatly simplified. The chain containing the most items is

put'first, the remaining chain second, with additional chains being

added corresponding to their number of unique (yet unaccounted for)

items. In the case of a tie of unique items, the chain having the

:least overlap (items in copmon) with the already accounted for ltemg

is chosen. When pairs of pairs are tied sin both number,of unique and

number of overlapping items, a still different procedure is called for.

This is to take the pair of chains that, within the pair, demonstrates

the large'st difference in terms of their resulting orders (person

orders). The largest difference is defined as the largest numiDer of

inversions in their corresponding person orders. To amplify, a single

inversion in order exists between any pair when, say, aRb in one rank-

ing is compare4 to bRa in the other. Thus, by totalling the numbez of

4 8
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,

Y i
2 hypothetical example will again be referred to, beginning wIth the item

1
membership matrix, B. Chains III,.IV, and VI in matrix B will be

removed because of their obvious redundancy, leaving for considuation

$t

45

inversions and the number of agreements and then adjusting for the

number of possible agreements, an index reflecting the degree of dis-

laritY of the two orders is developed. The index suggested paral-

1 1 the procedure utilized in the calculating of Kendall's tau a

(Kendall, 1962). It differs, however, in that the most appropriate)

selection (having the most inversions) is the lowest tau value, as tau

is a measure of agreement rather than disagreement.

To best illustrate the process by which Chains are ordered, the
4

chains I, II, and V. The heuristic8 upon which the subsequent chain

selection procedures rely are founded in Boolean arithmetic, briefly

summarized here:

1

040=0; 0+1=1; 1+1=1; lx1=1; lx0=0; Ox0=0

A summary of unique items between chains i and 1 is computed

from the B matrix and placed in the appropriate upper triangular 11

element of matrix 0 (see Table 9). Thus,

o.. = E E (b. + b.) (16)
ij ij>i 1 j

where "+." indicates Boolean arithmetic, and b. and b represent rows
-2

corresponding to chains in the nonredundant item membership matrix B.

The lower triangular elements of matrix 0 are the number of over-

lapping items between chaip i and chain denoted as

4 9
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Table 9

Matrix 0

II 0

(
Chains

V

5 5

1

Note. Upper triangular portion summarizing all pair-
wise uniquenesses while lower triangular
portion summarizes the pairwise overlap.

50
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o (bx b= i)

_
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(17)

where "x" again indicates Boolean arithmetic.

Inspection of Table 9 reveals that chain I is tied with Chain

II and chain V with five unique items, The overlap criterion cannot,

break the tie, a' neither chain has any elements in common with chain

I. -In this case, the next step is the correlating of the person scores

derived from then:respective chains (Iwitia II and I with V) so as to

determine the most dissimilar pair. The resulting taus as seen in the

upitter)ialf Of1able 10 are -.139 and .0278, respectively. On this

basis, the pait7is selected. Having not accounted for all the

iteMS itam E), Chain V is added, resulting in the final order of
. .

Other situations not represented.in thit example need to be

I, II, and V.

mentioned. First giVen that all items are accounted for, any remain-
. _

ing Chains are dropped. Second, the converse situation, where addi-
'.-n

tional,chains add only a relatively small number of items, thereby

having little substantive value, suggests the implementing of a scree-
%

type procedurjto discount the smaller chains. And third, where an

attempt for orthogonality of ecovered dimensions is desired, the

removal of items contained in more than one chain is suggested. To

allow for the evaluation of the above mentioned considerations, a

summary matrix for each solution as is seen in Table 6 is constructed.

The values in the upper triangular portion, as already mentioned refer

to the taus between chains. The values in the lower triangular portion

5 1
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Table 10

ERGO Summary Matrix

Chains

V .

3 .0278

II -.139 2 .389
6

-.0278 .611 1.

Note. Summary matrix with tau a values in upper triangular
portion, tau.a discounting all overlappingelements
in lower triangular portion, and number unique Items
added by that chain in diagonal.
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refer to the tau a correlations discounting common items, and the,

integer values in the diagonal denote the number of'unique elements

added to the solution by the inclusion of that chain.

In summary, having an index that corresponds directly to"such

classical indices as the Kuder-Richardson formulae (1937) like the

internal consistency inkx,proposed by Cliff (1975b) prOvides an,unam-

biguous procedure for combining items into chains. One possible im-

provement, hOwever, is a weighting system that adjusts more fully for

item difficulty, rather than a total reliance on item consistency.

Unfortunately, the external selection process, not being grounded in

Such fundamentally sound principles, cannot be-considered as favorably.

The shortcoMings become manifest ag the dimensionality increases, thus

allowing more chance for an erroneous selection. It may be seen that

until indices are developed that maximize specific relationships,

preferably in both the item and person dominance.contexts, the entire

extraction procedure may remain suspect. At any rate, a more sophis-

ticated definition of chains relating directly to the duality that

exists between item and person dominances is definitely called for. At

this time, having not resolved this issue, the selection procedures-as

described will be implemented-in the dimensionalizing of an empirically

derived data matrix..

5 3
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MI EMPIRICAL EXAMPLE

Method

To.demonstrate the order extracting procedure in a practical

context, an investigation was designed to allow for maximum empirical

validation. Selected as a representative, well-known Guttman scale was

a Bogardus-type social distance scale (Bogardus, l925).: 4 question-
(4,

naire was constructed that incorporated seven sodial distance items in

a binary Choice format (see Appendix). All of these were then paired

with three ethnic groups: Black, Mexican-American, and Oriental. By

having mqmbers of the three ethnic minority grOups, in additimi to

Anglos, responding tONh'e questionnaire, it was fejlt that the ordering

of the items would not only group together items_ referring to_thesame

ethnic group, but would also serve to cluster the individuals with

regard to ethnic group membership.

The 210-1tem social distance questionnaire was administered to

84 undergraduates at the University of Southern California, who par-

ticipated in the fulfillment of course requirements. Prior to the

administration, subjects were asked to consider the general image of

ethnic groups other than their own. To assure compliance with this
4

request, subjects were asked to construct a written outline listing

several key descriptors -of each group. Once thi preliminary task was

. 50

51



completed, the

rather.fhan a

tance items.

subjects were instructed to keep in mind the images

specific individual when responding to the social did-

This was done to maximize the number of resulting

re4onse patterns. Of the 84 respondents, 60 gave non-duplicate

i.esponse 9attersas for the 21 items. Ethnic composition of the 60

51

respandents wes,as follows: six Mexican-Americans, eight Blacks, four-

teen OrientalsAkand thirty-two Anglos.

Results

The 4ominance.matrix, final consistency matrix, and reduced

'chain by item membership matrix calculated at a minimum consistency of

.95,are presented in the Appendix. The thireen nonredUndant chains

were subjected to the chain selection procedure which reduced to seven

the number of chains necessary to account for all the items. The

reordering of the seven chains followed the previously described pro-

cedural steps of first maximizing the number.of unique items and La

the case of a tie selecting the chain with the fewest number of over-

lapping itedis. The summary matrix for the reordered set of seven

Chains containing the number of unique liems added in the diagonal as

well aelto their rank order intercotrelations (see Table 11).

As suggested, the ilsue of limiting the number of chains or

dimensions to those considered "significant" is resolved by the appli-
.

cation of a scree=type procedure to the respective number of unique

items added; In doing so, the apparent cutoff is the third Chain, as

tHe fourth chain adds only 2 items to the 16 alredhy acCounted for by

5 5
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Table 11

Summary Matrix for 60 Person by 21 Item Social Distance Data

X

If

i

VTIr
XIV

*Ah,

XVII

ix

X

7

.20

.12

..17

..48

.49

416...18

ft

XI `

.18

5

.16

4.5
.

.07

.11,

.10

I

.14

.13

4

.24

.21

.25

.53

*plains

VIII

.16

, .72

24
4.16

.26 *

,34

XIV

.76

.48
v.

.1

,10

....:f

.53

.42

XVIII

.70

.19

.22

.15

.74

1

.39

IX

.17

..12

.89

.12--

.16

.24

Note. Tau a values between complete item-chains are in upper
triangular portion. In lower triangular portion are
tau a values for scores computed from number of unique
items added by that chain, which appears in the diagonal.
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the first three chains. The items of which the three dhains are com-

posed are listed in hierarchical order in Table 12.

Alks seen in Table 12, the consistency the ethnic group refer-

enced within the three chains, with a few exceptions, namely*items

0
and B in chain X and item U in chain XI, is apparent. Chain X is

composed of items illustrating etsocial distance scale for Mexican-

Anericans, as are chain XI foreacks and chain I for Orientals. Thus,

the correspDndence of the three item chains to each of the three ethnic

groups reflects favorably on the chal selection procedures. However,

the existence of the exceptions within chains X and XI does not allow

for a clear definition of an individual's social distance specific to

-141,

an ethnic group. 'In an attempt to resolve this-situation, the over-

lapping. items, that is, items contained in more than one Chain, are

eliminated. -The remaining fourteen unique items (as denoted by an

411

asterisk (*] in Table 12) still contain one inconsistent item, item U

in chainII.

The appropriateness of the resulting solution can be illus-

trated by comparing the recovered hierarchical groupings of items

(Table 12) to the proposed hypothetical ordering of .social distance

items. Except, of course, for the one inconsistent item, U, in chain

XI, the ordering of the unique items within each chain corresponds

closely with the hypothetical order4pg. In fact, the only exception

is the re'versal of items 06 an607 in chain I. Therefore, aside from

a few minor flaws, both the homogeneity of scales and the ordering of

items within.scales resulting from the ERGO procedure would appetr

quite reasonable.

5 7



54

Table 12

Items in Chains X, XI, and I

Hypothet- Alphabet-
ical Order ical No. Question

Ethnic
Group

(06) N. Would work in same office , Oriental

(B7) B. Would have-as speaking acquaintances Black

(M7) *H. Would have as speaking acquaintances Mex -Amer

(m6) *C. Would work in same office Mex -Amer

(M4) *P. Would invite for dinner Mex-Amer

(M2) *R. Would have as close friends Mex -Amer

(MI) *J. Would marry into group Mex -Amer
c.

(B7) B. Would have as speaking acquaintances-Black

(03) *U. Would have as next door neighbors Oriental

(B5) *F. Woube consider as friendi Black

(s4) *A. ,
i

Would invite Lor dinner Black

(P2) *Q. Would have as close friends Black

(B1) *M. Would marry into group Black

(06) N. Would work in same office Oriental

(07) *I... Would have as speaking acquaintances Oriental
......

I-I (05 ) *O. Would consider as friends Oriental,.....

(04) *D. Wduld invite for dinner Oriental

(01) *K. Would marry intO group Oriental

Note. Hierarchically orderediitems,comprising first three dimen-
sions. Hypothetical ethnic distance coding is in paren-
theses. Asterisk (*) refers to items contained in only
one Chain.

5 8
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The further evaluation of the ERGO procedure, the clustering of

individuals into their appropriate ethnic groups, is realized in terms

of their scores (see Appendix). As would be expected, every ethnic

group.member endorsed all the items referring to his group. More

important', however, is the direct correspondence of an individual'

score.to his relative position on the unidimensiona3 constructs, there-

.by permitting ease of interPretation. This fact, combined with the

developmental interpretation stemming from the notion of logical pre-

requisites undelaying Guttman orders, adds further clarity to the sub-

stantive interpretability of person scores.
-1N '

To illustrate, the scares for the first Anglo (1 3 2) can be

directly interpreted as the subject's social distance relative to the

three ethnid groups. Thus, the score of 1 for the first Chain (X)

composed of the Mexican-American items corresponds to item M7 (would

have ab speaking acquaintances). Similoerly, the score of 3 on the

chain referring to Blacks (XI) indicates item B4 (would invite for

dinner), while the score of 2 on the Oriental item chain (I) corres=

ponds to item 05 (would consider as friends). The endpfiement of the

items below the score level designated is assumed<tthereby giving a

more precise meaning io the scores. The developmental notion of pre-

0 requisites corresponds to the pieviously suggested positioning of'

people .and items on the same unidimensiortal scale. This dual position-

ing allows for both persons and items to be considered in relation to

each other, yielding an increase in the number of relationships tOat

are directly observable.

5,
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However, in the case of inconsistency, which appears as the

-
endorsemerlt;,of.ai item without the endorsement of its prerequisite,

.the question.of-vihat score level is most approplete may-be raised.

In this example, ft was a'siumed that the failure to positively endorse
-

an item preluded consideration of other endorsements further along'in

the hierarchy. ThiS' highly simplistic approach to scoring (for these

particular data) did not suffer from multiple errors, which are de-

fined as the occurrence of;endbreements40 mare t
, A e

the necessary endorseme4t4of some:prerevisite., For-datii. involving
*

one item without
, .

instances where multiPle errori do:exist.,,more sonhesticaie4 types of
-* .

,

.'4r - .
..- 5 .

-
scoring pxpeedurs, involmoing! probab;listj.c-evaluation!'of 'the ,indiziidu-,

Irc ,.. '°' .

'.,

1
1V

. *

resp*se..pattern need td"be developed.

ir ,

, :,. .i, .' ;.,
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.
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SUMMARY

A method of ('actor extraction specific to a binary matrix,

illustrated here as a person-by-item response matrix, has been pre-

sented. The extraction procedure, termed ERGO, differs from the more

commonly implemented dimensionalizing techniques, factor analysis and

multidimensional scaling, by taking into consideration item difficulty.

Utilized in the ERGO procedure is the calculation of a dminance matrix

which, for either persons or items, has the important attribute of
40

allowing directionality to be inferred between relations.

The theory underlying ERGO is founded in ordering theory

(Airasian & Bart, ).972), with its interpretation of dominance relations

following logical implicatives similar to Boolean algebra. The re-

definition of dimensionality using both the notion of dominance rela-

tions and that of logical prerequisites can more aptly be identified

'with the definition of a Guttman order, thereby placing emphasis on the

developmental aspects of recovered sets of dimensions. It is this

interpretation that allows for%the duality of relationships between

persons and.items. The resulting placement of both persbns and items

on the same unidimensional construct presents the researcher with the

opportunig to observe direct relations between the two.

6 1
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` A preliminary attempt to utilize the apparent advantages asso

ciated with the extraction procedure based on dominance relations;

order analysis .(Krus, Bart, & Airasian, 1975) is used. This is done

both to further explicate the implications of ordering theory'as well

as ts point out the issues with which a dimensionalizing procedure of

this type must concern itself. -In this discussion, the proceduril

shortcomings of order analysis are presented to acquaint the reader

with the obstacles that an alternative approach must overcome. Pre-

mier among these is the failure of order analysis to consider the true'

nature of multidimensionality in a dominance matrix context. This

appears in the order analytic assumption that countdr dominance rela-

tions are merely a product of error, rather than being manifestations

of the multidimensional nature of the data. The alternative procedure

(ERGO) is developed by dealing with this essential point.

The key to the dimension extraction problem of ERGO rests in
0

the formulatiun of an index of dimension consistency that is comparable

to classical measures such as the Kuder-Richardson furmulae (1957) and

the Loevinger homogeneity indices (1947). Cliff (1)75b), by demon-

strating the'relation between these classical indices and their

redefinition in a dominance matrix context, lays the foundation for the

n
dev 1.opment of an alternative procedure. Thus, by adopting a consist-N
en cy Aliture developed there, ERGO iteratively adds i ems.tocpther,

7/1r niati_: in the construct:ion of various sets of imi icative chains

representinc, dimensions. Having constructed these chains, the ERGO

nrocedure orders the chains in terms uf maximal number of itemsc

6 2
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contributed. The chain evaluation procedure can best be explained as

an atte4t to maximize the number of items accounted for ;,n a given

dimensional solution.

To give additionai understanding of both the ERGO process and

the potential advantages a procedure of this type offers; an empirical

example which utilizes social distance items (Bogardus, 1925) paired

- indiviaually with three ethnic groups was analyzed for respondents

representing four ethnic groups. Emphasized in the solution was the
ob

duality of relationships inherent in a procedure such as this, that is

based upon the principles underlying Guttman orders. The results

demonstrated the ability of ERGO to (1) group items referTing to the

same ethnic group; (2) uncover hierarchically graded orders within

eadh chain; (3) select the three chains that corresponded to the three

ethnic groups; and (4) cluster individuals by ethni"A group according

to their scores.

In summary, the ERGO procedure, based on the uncovering of

logical relationships within the context of a dominance relation and

postulated in ordering theory (Airasian & Bart, 1972), has been pro-
%

posed. The rationale upon which a dimension extraction procedure

speclfic to a binary matrix is based, is accomplished by demonbtrating

the shortcomings of currently implemented procedures. Given'the

shortcomings and a definition of the problems confronting a procedure

whose goal is to analyze the dimensionality of a dominance matrix, an

6 3
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alternative procedure, ERGO, is presented. .Q.n_ applying the ERGO pro-

cedure to well-known social distance type ftems,(Bogardus, 1925),

empirical validation.of the procedure was attained.

6 4
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SOCIAL DISTLNCE QUESTIONNAIRE

Ethnic Background:

Sex:

Instructions

1. Pill in Identification box at upper len.. Note that your name is in no way
referenced. .

2. Circle'the appropriate response for each item.
lh

,., Please remember to give ycu: FIRST REACTION for every group.
4 Remember to give your reaction to your ZKAGE o: each GROUP as

MT an IND/VIDUAL. I

Questial Ethnic Grows Responses

(34) A. Would invite for dinner
div ' %, /lack Yes So

(37) B. Would have as speaking acquaintances Black

(146) C. Would vork in same office $ Mex -Amer Yes'

(04) D. Would invite for dinner Oltenia' Nes No

(1)) X. Woul%dave as next door neighbors Mex-Axer Yes No

(215) F. Would consider as friends Bleck Yes No

(M5) O. Would cOnsider as friends Mix-Amer Yes No

(M7) R. Would have as speaking acquaintsn;es Nes-Amer Yes Me

(11)) I. Would have as next door nei&hbors Black, Yes No

(NM) J. Would marr4,into group Nes-Amer Yee No

(01) K. Would merry into grOup Oriental Yea No

(07) L. Would have as speaking scquaintances Oriental Yes No

(31) M. Would starry Into group Black Yes No

(06) 1. Would work in same office Oriej:11.

YeIlie
(05) Q. wculd consider as friends Oriental I':. ^

%
(M) P. Would invite for dinner Nes-Amer Tea Nei

'4

(B2) Q. Vould have as close friends Bleck Yes No

(M2) R. Would have as clots* friends Nex -Amer Yea No

(36) S. Would vork in same office

se
Black Yes No

(02) T. Woull have as close friend Oriental Yes No

KO U. Would have as next door neisttore Oriental Yes No

Note: Codini; within ;artnheses in11.ftt,, hy...,othettcal :rter :_f 1:cial dist/tales for
each ethnic gruup. Thc.r .1.-. ..--,-,-cd .4inge :1.1 :. t ai-T....qr cm the cpestionr.alre.

65
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I%

$ , L B 0 D 5

4./

DOM:MANCE MATRIX

A 0

2
I
.

c
.

8 10 10 13 15 25 26 27 27 ..?5 31 32 1.0 La 4a

L 1 0 3 2 .4 7 7 lo 9 15 ,5 24 25 26 :4 27 23 31 39 46 47

B 1 2 0 4 3 3 7 7 10 11 2.-:. 22 2:,

4

2- :4 27 27 23 37 45 45

0 0 0 3 0 4 12 , 12 :5 24 24 25 c,.., :-) 29 31 37 4; 147

U
4

1
/

115078 6 3 =0 12 21 =2 2f, =5 25 .Z.f. 27 35 43 43

D 0 0 503 0 8 9 5 10 15 22 l 23 24 20 26 27 '4. 42 42

S 1 2 2

.

4

_

9 0 7 8 3 11 17 2C 2; 1:2. 23 26 23 53 140 39

B120419 6 09 6 1c 13 li12.) 24 22 24 30 39 38

T-A...0 0 2 v 3 3 0 a 12 21 19 2C 21
t

Llp 24 26 32 39 42

C 1 2 1 526 4 56 0 11 19 14 --1N 1: 20 24 27 33

P 120 4 3
4

5 5 89 0Ul72.1 20 23 17 23 34 33

A 1 10 i 1 1 3 77 i 0 12 16 1, 14 18 9 20 26 23

P. 1 1 0 2 1

..

4 3 o 4 1

_

t 11 o 7 13 13 9 16 14" 22 26

0 1 1 0 2 1 5 5 1 1 t 1- o :6 a5 lo 20 14 22

.,

29

I 1 1 0 3 1 6 o 3 5 6 , 2 7 12 1 0 1! 1.5 8 22 26 21

0 o 1 0 ) '5 1

.

5 6 10 lc 13 11 la 14 15 17 25

.

25
,K

E 1 0 1 1 0 4 4 1 4 2 7 2.2 4 11 2.2 0 16 10 47 23

Q 1 1 0 3 o 4 0 2 5 5 0 2 20 1 3 15 0 17

r.

21

,

16

R 1 0
.40

0 1 0 3 2 0 3 0 5
-ri

3 3 1 0 8 15

J 1 0 0 1 0 3 1 0 2

.

0 1 x 0 1 5 6 0 5 0 0 9

Si 1 1

..-

.' 3 1 0 . 0 5 3 0 0 4

-

6, 0 7 9 0

IQte: inance
Itena have been reordered Lc nes i,2endng fasniol the iasin c

PM.

Dom Matrix constrdeted fro m Social Distan Questionnaire

7 0

.001.

bjectis.
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FIXAL comstsrzma mein

11 0

1 1 .9041 .885 / .879 1 o o .969 0 0 0 0 0 0 1

II .464/ .1185 1 .875 1 o o .945 0 0 0 0 0 o 1

III .92 0 0 0 0 0 1 0 ' 0 0 0 0 0 0

IV
1

.994 1 .885 1 .875
a

1 0 0 .945 0 0 0 0 , 0 0 1

V .943 0 0 0 1 0 o 0 o O o o o o o .g

vl .984 1 .66, 1 375 1 0 0 .945 0 0 0 0 0 0 1

1.11- .95 .917 .967 Olp .932 0 1 0 0 0 .889 .901 0 0 1 0

L. 1 ..949 1 .905 .963 0 0 1 0 .926 0 0 1 .889 0 u

19
,

.97 1 .685 1 .675 .945 0 0 1 o o o VS o o- .9

7 1 .932 .963 .905 .945 0 0 9590 1 0 0 .962 .889 0 0

:.1 .944 .927 1 0 .975 0 3 .897 0 0 1 .953 0 0 0 0

X111 ,927 .964 0 . .944 0 0 .897 0 0 .959 1 0 a o o

. 1 949 .973 .905 .963 0 0 1 0 .926 0 0 1 .889 0 0

tit .952 .94 1 .889 9E7 n o .974 o .916 o o .904 1 o 0

Xt .93
.

.917 .987 0 .932 0 1 0 0 0 .889 .901 0
,

0 1. 0
..

11/I .9 .954 1

..-

.897 4.966 I 0 0 .975 0 0 0 0 0 .0 1

10.11 1 .966 .953 .905 .964 0 0 .947 0 .92G 0 0 .94 .889 0 0

ITE: .944 .927 1 0 .975 0 0 .897 0 0 1 .999 0 0 0 0

!It 1 .949 .97 .905 .963 0 0 ' .973 0 .926 0 0 1 '369 0

1 .968 .953 .905 .964 0 0 .947 0 .926 0 0 .94 .689 0

XXI .954 .921 .966 0 .936 0

-r

.876 .899 0 o .969 .945 0 0

Note: Items were added to chains until the chain's consistency reached
ices.a not added at tUi level a 'aro vas placed In ItS rov/colusu
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BOUM CRAM IT NE MATRIX

) ,-Nf)
\ 0.. ." 4

1 0 0 0 0 0 1 1 0

XII 1 0 1 0 0 0 0 0 0 0 1 1 0 0 0 0 1 (I 0 0 1

DI 1 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 1

XvI001U01O000D1000.0100000
III 0010,0001 0 00 00.00000000

0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

tes

II

c

111

I

03

1:01

A

:1

A

o

7

73 (06) (07) (37) (05),(03) (04) (36) (M7) (02) (M6) (35) (34) (M4) (K5) (33) (01) (K3) (32) (H2) (M1) (11)

Bac Tartan warts:Want chain! are brdered on basis of chain selecti,on procedure of accounting

for most unique itcs, Coding in pareSheses indicates hypothetical ethnic distances .

73 (06) (07) (37) (05),(03) (04) (36) (M7) (02) (M6) (35) (34) (M4) (K5) (33) (01) (K3) (32) (H2) (M1) (11)

Bac Tartan warts:Want chain! are brdered on basis of chain selecti,on procedure of accounting

for most unique itcs, Coding in pareSheses indicates hypothetical ethnic distances .

)
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SCORE MATRIX

Ethnic
Group

Chain
..i

Ethnic
Group

ChAin___
\ XI I X XI I

X 5 4 3 A 1 3 . 2

X 5 4 4 A 0 4 3.

X 5 3 3r' , A 4 1 3

41 5 1 3 le A 3 3 4 .

X 5 3 2 A 1 5 4

X 5 2 2 1 2 4 3

A 3 4 4

B

,

5 5 4
Chain X

A

A

0

2

1

4

3

4

B 4 5 3 M7 -0 MS - Mti M2 * la A 5 4 4

B 2 5 0 A 2 2 3

B 1 5 1 Chain XI A 2 1 3

4 3 3 5 3
-4. liz, -0 I34 - B2 -0 RI. A 2 4 3

B 5 5 1 A 5 5 4

B 3 5 4 Chain I
A 0 0 2

3 2 5 3 - A 1
\
2 3

07 -0 05 -0 04 -0 01 A 1 1 3 .

A 0 0 3

0 2 1 4 A 1 5 4

0 4 40 4 A 3 2 3

0 0 2 4 ,,, A 4 1 4

0 0 1 4 A 5 3 4 \

0 3 2 4 A 0 o 4

0 3 4 4 A 4 5 4

0 3 3 4 A 3 1 3

0 2 1 la: . A 0 2 4

0 o 4 4 A 5 2 4

0 3 4 4 A 3 1 It

0 4 4 4 , A ' 3 1 3

0 4 2 4 A 0 0 3

0 6 4 3 4 0 A 3 0 0

0 2 4 4 A 2 2 2
t Note : Matrix of scorbs with M, B, 0, and A represent

ing ethnic backgrounds of 60 respondents.
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