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ABSTRACT

Although there are fundamental differences in the objectives of the
two activities, the programming of instructional material bears
many similarities to the construction of tesis. A systematic .
comparison of problems and procedures reveals important implications
for programming from the older field of testing. Theory and experience
in test construction can be especially useful in the selection of
valid criteria for assessing the effectiveness of a program, the
ordering of instructional subject matter, the writing of instructional
frames, and the formal evaluation of the program. Adaptive programming
implies measurement of both aptitude and achievement in order to
assign trainges to appropriate individual sequences of instruction.
Possible applications resulting from examination of these and other
issues are explored, and necessary further research is suggested.
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Section 1. Introduction —
Puaxrpose and Plan of This Report .

+ .. Almost every person in America has had some contact with tests. People

"“,are given tests in school to determine what may be expected of them and what
they have already learnec, they are given tests so that eWployers can select
the best qualified applicants, they are tested for voter registration, for
driver's licenses, etr. Because of this first-hand experience in test~taking,
most people have some ideas, correct and incorrect, about what tests are, the
purpose of using tests, the valuz of tests, and their limitations.

In recent years psychologists and educators have paild a great deal of
attention to printed materials and to devices which seem to closely resenmble
tests, but which are called auto-instructional programs, teaching machines
self-instructional devices, automated tubtors, ete., and which are used for
quite a different purpose than that for which tests are used. We will eall
these printed materials auto-instructional programs, or, simply, programs.

Most people have probsbly not had first~hand experience with programs, although
they may have read about them in newspapers and magazines.

The purpose of this report is to examine the extent to which what we know
about tests can be epplied to the development of programs. Because this pur-~
pose is a relatively restricted one, no attempt has heen made to deal with
either testing or progranming in a comprehensive way; the enphasis is on
applications of testing to progremming.

The report i3 intended primarily for people now engaged in training and
progranming activities. For the henefit of those readers who are Just becoming
acquainted with programming, this section and Section 2 provide general back~
ground information on testing and programming. Sections 3 and h, which consti-
tute the main body of the report, deal with how we can use what we know about
testing when we set out to construct a program. Section 5 provides a summary
of the report.




. Tests and Programs: Similarities, Differences, and Relationships

We use tests to help ue decide how t0 sort out or classify people. Ve
may want to sort them into those who will succeed in college and those who
will not; those who should be given a driver's license, those who should be
given & license subject to certain restrictions, and those who should not
be given a license; those who should be given school grades of "A," of "B,"
of "C," of "D," and of "F"; etc. In general, tests tell us what people do
in certain situations (on test questions or "items"), and we may use this
information for such purposes as predicting what they will do in other situ-
ations.

-On the other hand, we use auto-instructional programs to teach people,
or, as a psychologist might say, to modify their behavior so that their
performance on some class of tasks is different because of having been through
the program. We must keep in mind this fundamental difference in reasons for
using tests and for using programs: we use tests to measure present behavior
g0 that we can predict future behavior, yhile we use auto-instructional
programs to modify or produce future behavior.

While tests and programs do differ in what they are used for, there are
certain similarities and relationships between tests and programs which sug-
gest that it would be worthwhile to look at our accumulated knowledge of
testing to see what implications for programming might exist.

To begin with, tests and programs are similar in appearsnce. Both tests
and progrems basically consist of sets of questions. The technical term for
a test question is ar item, while the technical term for a program guestion
is a frame. It is very frequently difficult tc tell from inspection whether
an individual question is meant to be a test item or an auto-instructional
frame. Which of these questions do you think are meant to be items and which
do you think are meant to be frames?

6. You have purchased T chances in a lottery for & new car. A total of
10,000 chances were sold. What is the possibility that you might yin?

6. What 1is the sum of T and 3?7

8. A precursor of Vitamin Ais a T X

Often & test question is accompanied by some expository material, that
is, some information not in the question itself which the cxaminee will need
in order to esnswer it. An auto-instructional frame may also be accompanied
by expository materiasl. It is difficult, therefore, t6 tell from the pres-
ence or absence of expository material whether @ question is w~ant to be &
test item or an instructional frame.

While it may be difficult to tell whether an isolated question is meant
to be & test item or auto-instructional frame, the context in which the
guesticn cccurs will probably epable one to meke this distinction. An auto-
instructional firame will uauelly be preceded by other frames which "lead up

All three questions are frames. From Barlow, Calvin, and (laser,
respectively, as reproduced in Rignex7and Fry (ref. 111).
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to it" and make it easier to answer i%i. A test item, however, will usually
stand by itself; the test constructor will try to avoid having other items
in the same test which help the examinee answer 2 given item.

An additional clue as to whether & given question is meant to be a test
item or an auto-instructional frame is this: after the learner responis to
an auto-instructional frame he will usually be exposed to the correct answer.
In this way he can find out whether the answer he gave was correct, that is,
he cen receive knowledge of results. After the examinee responds to a test
question, he usually does not receive knowledge of results in those tests
that are currently available. This does not mean, however, that providing
the examinee with knowledge of results would necesserily defeat the measure-
ment purpose of using the test, or that future tests will not provide knowl-
edge of results to the examinee. In fact, Severin (ref. 119), Pask (ref. 104),
and Pressey (ref. 106) have suggested that under certain circumstances tests
which provide knowtedge of resulfs can do a better Job of measurement.

Suppose we found ourselves in the improbable situation, after looking at
2 set of gquestions, of not being sure whether it constituted & test designed
to measure people’s behavior or an auto-instructional program designed to
modify people’s behavior. Could we not just use the set of questions in order
to see how it functioned?

Since we define & program as a set of questions which serves to modify
behavior, perhaps the simplest way to collect data in orfer to classify an
unknown set of questions as & test or program is to administer the set of
questions twice to the same group of people. If people get substantially
more gquestions right the second time than they do the first time, the set of
questions has modified behavior and may be called & program. Numerous studies
heve shown, however, that when people are repeatedly given sets of questions
that are already known to be tests (they have alieady been successfully used
to measure and predict behavior), they get more questions right each succeeding

time.

A second way we might collect data in order to classify a given set of
items a&s & test or & program is to see whether the earlier questions affect
performance on the later questions. If so, then presumably the set of
questions constitutes a program. Unfortunately, certain studies have shown
that for sets of questions that are already known ©0 be tests, the presence
of some questions affects the performance on others.

The two possibilities w2 have considered above for collecting data in
order to be able to classify & set of questions as & test or a program will
not work. In each case sets of questions which are designed to be tests
and which are useful as tests have certain characteristics which vwe might
expect only programs to have.* Purthermore, tests have these characteristies
when they are administered without providing the examinee with knowledge of
results (without telling him whether he is right after each response).

*

We shall see in Section 4 that sets of questions which ere designed to
be programs and vhich are useful as programs may have certain characteristics
vhich we might expect only tests to have.




Tt appears, then, that although & test constructor may intend his set
of questions to merely measure behavior, the actual use of his questions
will often (1f not elways) modify behavior also, and the test constructor
will find tLimself with & program on his hends. If he wented to construct
a program, he might, of course, proceed differently than if he wanted to
construct & test. To take one obvious procedural difference, in constructing
e program he would arrange for the learner to recelve knowledge of results
following his responses. But questlions which are not accompanied by knowl-
edge of results may also have an instructionel funE%Ibn, that 1s, they may
also modify behavior, An Interesting example of thils has recently been
reported by Estes (ref. 36, p. 220). He compared the performance of two
groups of 8s who were repeatedly gilven & set of questicnis under the knowl-
edge of results (L) and no knowledge of results (T) conditions shown below:

Group 1 L L T T
Group 2 L T L T T
Pipe ——)

Note that the two groups differ only in that Group 2 was glven the get
of questions without knowledge of results one additional time. Yet this
additional opportunity, which one would expect to have only & testing
function, had also en instructionel function: Group 2 showed 78% retention
while Group 1 showed only 52% retention.

All of the preceding discussion may be summarized as follows: nobt only
is 1t difficult to distinguish between tests and programs upon inspection,
but 1t 1s also difficult to distinguish between them by collecting dets.
@wuestions may both measure end modify behavior (at the same time), even 1f
they are intended merely to measure behavior. It 1s reasonasble to expect,
therefore, that our knowledge of test construction will be useful in program
construction.

An additionel similerity hetween testing end programming suggests that
our knowledge of test construction will be useful in progiam construction.
This similerity is in the general steps one takes or should take in the con-
ception, construction, end evaluation of tests and suto-instructionel pro-
grams. For both tests and programs, these stages may be labelled Specifying
Cbjectives, Delermining the Resources Available, Planning and Developing
Ttems (Frames), Pretesting and Revision, Eveluation, and Providing Infor-
mation to Test (Program) Users.*

In addition to the similerities between testing end programming which
have been noted above, there are two general relationships between testing
and programming which also suggest thai test construction knowledge will be
useful to the programmer., It will be helpful to look briefly at one way of

*
. In Section 2 these stages will be elaboreted upon for auto~instruc-
tivnal programming and in Seection 3 they will be elaborated upon for
testing.
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subdividing the category "tests" and one way of subdividing the category
“programs" before discussing these relationships.

A very common type of test is the achlevement test. The achievement
test 1s used to determine how much has been learned. One use of achievemcan
tests 1n school settings 1s to see vwhether each student has mastered the
material he needs 1n order to master material in higher grades. One may
also use achlevement tests in school settings to see how much groups of
students have learned under different teaching methods. In the first case,
one 18 Interested in making a decisionsabout students, and in the second
case, one is interested in making a decision about teaching methods. In
both cases, the achievement test glves information on how much has bheen
learned.

Achilevement tests may also he used in two ways in conjunction with auto-
instructional programming. We may want to find ovt whether a student has
mastered the material to which he has heen exposed so that we then can put
bim in a position to utilize what he has mastered, either in further formal
instruction or in a job gituation. Or we may want to see how well auto-
instructional teaching compares with, say, classroom lecture and distussion
teaching. Whenever we use aujo~instructional programming we are concerned
with both of these questions,’aﬂd the key to answering them lies in the use of
an achievement test. For this reason knowledge ahout achievement testing
is important in the construction and evaluation of auto-instructional

programming.

We have focused our attention on a particular type of test, the achieve-
ment test, and we have consequently seen that there was an important relation-
ship between testing and programming. We will now focus attention on & par~
ticular type of auto-instructional program, and will uncover another important
relationship between testing and programming. '

(ne way that auto-instructional programming may he more effective than
conventional instructional modes (such as traditional classroom teaching) is
that with auto-instructional programming all students need not he presented
with the same sequence of material. Students differ in how much they initially
know of & glven subject matter, in how quickly they can acquire new knowledge
and skills, and in the extent of their misconceptions. A teacher, who in-
structs many students simultaneously, may not be able to provide Just the right
amount and sequence of material for the most _ficlent learning of each
student. So the teacher may decide (consciously or unconsciously) upon a
sequence of material which he hopes will be bhoth adequatg for the slower
learners to grasp the essentlals and interesting enouvgh to keep the faster
learners from becoming bored. He 1s often unsuccessf\.; the pace may be too fast
for some students and too slow for others; misconceptions may he cleared up
for some, while others may become confused. We may cxpect this to heppen not
only when one teacher provides instruction for many students simultenecusly,

*Other ways of subdividing thege categories will be mentioned later in
this report as the distinctions are needed. Cronbach states “Although some
scheme of classifylng tests is a convenlence, a1l such divisions are srbitrary.
One of the striking trends is the breakdown of traditionsl division lines”
gref. 21)3 For a discussion of "types'of programs, see Rigney amd Fry

ref. 111).

Q 1 0
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but also when one textbook or film or euto-instructional program provides
instruction for many students simultaneously.

For this reason, meny people who develop auto-instructional prograws
in order to make learning more efficient have heen interested in providing
each individual learner with a sequence of material tailored to fit his
particular needs and abilities, or &t least in approximating this condition
ingofer as limitations in devices, developmental costs, and operetionsl
costs allow. The programmer may provide some learners with more frames,
with different frames, or with & different ordering of frames than other
learners. In general, when the programmer does not provide each learner
with an identical sequence of material, we will refer to this as adaptive
programming. At this point, the significance of adaptive programming is
this: in order to assign different learners to different sequences of
materials, ye need to first have some information on the bhasis of which we
can classify them. If we wish to use rather different sequences of material
for "fast" and "glow" learners, we must first know who the "fast" and "slow"
learners are. If we wish to provide supplementary information to correct a
nmisconception, we must first know which students have this misconception.
In general, adaptive programming involves getting some information about the
learner so thet we can give him material especially suited to him. The pro-
cedure of getting this information is, of course, a testing procedure. When
adeptive programming is used, therefore, there is an additional reletionship
between testing and progremuing.

11
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Section 2. Procedures in Programming

Auto-instructional programming 1s relatively new, and there are still
many unanswered guestions associated with it.¥ There 15 no general agree-
ment, for instence, as to whether the student should be prevented from
making wrong responses, or whether the student should be required to make
any overt responses. There is ro egreement on whethe:r a single program is
best for all students. The programmers who appear to represent different
"schools" or "philosophies” of programming (e.g., Skinner, Crowdar, Pressey)
differ i how explicit they are in describing what steps they follow 1in
developing & program. They also differ in how explicit they are gbout what
they do at each of these steps.

For these reasons it is impossible to present a general yet accurate
plcture either of how programs are written or of how programs should be
written. Instead, we will 1list and discuss the steps in what, at the moment,
appears to be an over~complete and ildealized procedure for developing a
Program.

Stating one's objectives has been mentioned as & first step by Glaser
(ref. 57), Hollapd (ref. 70), Skinner (ref. 123), Stolurow (ref. 127), and
others. It has not been mentlioned by Crowder (ref. 27), in his expositions
of his "intrinsic" programming philosophy and technique. .

What 1s meant by & statement of objectives and why 1s it needed?
Several writers have suggested that & statement of obJectives should be a
set of items that the programmer wants the students to be able to pass.
"One might think of these as answers to questions which might appesr on a
final examination for a given course" (ref. 15, p. 550). When one person
conmissions another to develop an auto-instructional program, he must, of
course, state what he wyants the program to accomplish. In order for this
statement to be useful, it must be specific.

Statements such as "proficiency in electronic troubleshooting” and
"facility with symbolic logic" are not sufficiently specific. The programmer
must state just whei 1t is that the perscn who is proficient in electronic
troubleshooting or facile with symboiic logic can do.** Skinner, for
example, has analyzed and further specified the "ability to reed" as follows:

?...a child reads or 'shows that he knows how to reasd' by
exhibiting & behavioral repertoire of great complexity.

He finds a letter or word in & list on demand; he reads
aloud; he finds or identifies obJjects described in a text;
he rephreses sentences; he obeys written instructions; he
behaves appropriately to described situations; he reacts
etotionally to described events; and so on, in a long list'
{ref. 22k, p. 383).

*Some general sSurces of information on programmed instruction are
Kopstein and Shillested (ref. 88), Iumsdaine and Glaser (ref. 95), Rigney
and Fry (ref. 111), and Stolurow (ref. 127).

* . >
For further discussion of how to speclfy objectives, see Mager

(ref. 97). 12
-7-




If the programmer 1s developing the progrem on his own hehalf and has
previously teught the subject matter, he may feel that the writing down of
his objectives 1s unnecessary, and, 1f i1t must be done, it might be done
more €8slly after the program 1s written. There 1s no evidence that &
teacher who knows what he wants to teach will do & better job of programming
the material after writing down his objectives. But certaln loglcal con-
slderstions suggest that 1t may be & good idea for him to do so.

e

(ne of these considerations 1s that the next step in progrem construction
depends on the prior step of stating one's objectives. This step 1s to find
out where the students stand now, that 1s, to find out how competent they
initially are in the directions desired. One way of getting this information
is to administer & test of subject matier achievement to them--a& test of the
proficiency which the program will be designed to develop. As we shall see
again 1n the next section, the programmer can only construct such & test
after he first states his instructional objectives.

Cnce the programmer has declded what 1s to be taught and has found out
vhat the students already know that 1s relevant, the next steps are to
organize the subject matter, to spell out the relatlonships among the com~
ponents of the subject matter, to specify what must be taught before what,
and to decide upon & method of programming which 1s hest sulted to the par-
ticular materisl. Among the avellshle methods are Skinnerisn programming
(refs.123, 125), intrinsic programming (ref. 27) and Ruleg programming
(ref. 40). Samples of these and other methods or "styles" of programming
are given by Rigney and Fry (ref. 111),

When the ﬁrogrammer has organlzed the subject matier and declded upon
& suiteble style of programming, he can then start the actual writing of the
program, GCeneral suggestions for program writing are offered by Gilbert
(ref. 55).%

According to Rigney and Fry (ref. l11), the program writer does not
have an easy or routine task. He does not {(or should not) merely sdd detail
to an already existing texthook organization, bresk down the printed matter
into one or two sentence segments called frames, and then delete one word
&t random from each frame and replace 1t with & blenk tTo be f1lled 1in by
the learner. Rather, he must first organize the msterial in & way that
seems best, considering whait the learner can initially do and what he wants
the learner ultimately to be able to do. Then the progrummer must devise
expository materia). and questlons which are meant %o liave speclific functions
in getting the learner where he wants him. Above all, his writing of the
program must be sensltive to feedback from the learner &t all times. ‘This
means that he must repeatedly present the program to learners, in order to
find out whether thgy are, 1n fact, learning what he wants them to learn.¥¥

*
Taber, Glaser, and Schaefer {ref. 129) are preparing an extensive
treatment of program writing.

** Neither the writings of Crowder (ref. 27) nor of others who have also
used intrinsic programming and scrambled book format {(e.g., Gorow, ref, 60;
Lawson, ref. 90) are very explicit on whether the provisional frames written
by the programmer are tried out on stwlents.

8-
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Generally, this involves trying out sets of frames on learners as they are
written, or perhaps after some editorial revision by subject matter experts
or by colleagues of the programmer.

After the programmer tries out his provisional frames, his next step
is to revise them on the basis of the information he gets from the tryout.
He may revise particular frames because students indicete they cemnot under-
stand what 1s required of them, because students cannot do what 1s required
of them, beceause the frames do not provide enough background for the student
to handle later frames, ete. The programmer then tries out the revised
(and probebly expanded3 set of frames. He may repeat this tryout and revision
process several times before he is ready to evaluate the program in a more
formal mammer.

For the formal evaluation the programmer works with & somevhat larger
group of students than before. Ideally, this group 1s representative in
both abilities and motivation of the still larger group for which the
program 1s intended. If the programmer merely wants to know how well the
program teaches, he gends the students through it, and then esdministers an
achievement test (& "posttest”) to the students. The achievement test,
vhich measures how competent the students are in the aree for which the
program vas designed, will have been developed &s & by-~product of the steps
of specifying objectives and measuring the learners' initial coumpetence.
The programmer will then be able to make a statement of the form "When
students having these (specified) characteristics go through my program
they are then eble to get & mean score of __ with & renge of scores of
from __ to ___ on this achievement test.”

In general, however, the programmer will be concerned not merely with
how well the program teaches, but with how well 1t teaches relative to how
well some glternate presently used method teaches, and relative also to the
cost of each of these methods. He may, therefore, directly compare the

program with the presently used method.

A final step in evaluation, one which programmers have not yet taken,
is to determine how well the program teaches students whose characteristics
{such as aptitudes, asbilities, etc.) are known to be different from the
characteristics of the group of students on whom the progrem was originally
evaluated. One approach to determining this will be discussed in Section 3
under the heading "Providing Informetion to Test (Program) Users,”




Section 3. Steps in Test Construction and
Thelr Implications for Programming

In this sectlon we will see what the ste)s are in the construction
of tests, how these.steps are related to the .ceps in the construction of
programs, and what implications we can derive ror the construction of
programs. T

Specifying Objectives

When & test constructor sets out to build & test for his own use, or
at the request and for the use of some other person, his first step is fo
spell ocut the specific purpose of the test. In Section 1 ve saw that tests
are used to classify people. The test constructor must, therefore, specify.
who the people are that he is interested in, and what his purpose is in
clessifying them.

The basic reason for specifying who the people are thet he is in-
terested in is thet & test which is useful with one population is, in
general, not equally useful with other populetions. A test consisting of
questions on arithmetic facts (e.g., Three times four equals ?) may br
useful in sorting out "more competent in arithmetic” from "less competent
in arithmetic" third graders, but may not be useful in sorting out "more
competent in erithmetic” from "less competent in erithmetic" college stu-
dents. Furthermore, if the test constructor wants to see if an already
avyailable test cen be used for his purposes, he must lock at the population
at which the test is aimed and compsre it with his own terget population.*

When it comes to programming, we would also expect thet & progrem
vhich is useful with one populetion is, in generel, not equally useful
with other populaticns. A program designed for use by high school students
might not bhe appropriate for use by elementary schocl students because the
elementary school students do not have the appropriete background, that is,
they do not know the facts, generalizaetions, concepts, etc., that are needed
to benefit from the program. The same progrem might not be appropriate for
use with college students becasuse they might alreedy know the facts, gener-
alizations, and concepts which the program covers.

We do not now have a body of reliable knowledge that we could use in
Judging how useful & given program is with & population different from ih.
one for which the program was designed (see ref. 120). One approsch to
this problem is based upon testing considerations, and will be discussed
later in this section. The procedure of using different progrems to teach
the same materiel to different learners will be discussed in Section k.

Once the test constructor has chosen the people he wishes to classify,
he can turn to what his purpose is in classifying them. If he is developing
a selection test, then his purpose is to classify them according to how
adequately they would perform in a given situation. With applicants to
college, it may be whether they would succeed if admitted to college; with

*
Thorndike (ref. 131) discusses some considerations in deciding whether
t0 use existing tests or construct new cnes.
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applicants for drivers' licenses, 1t may be whether they would be good
drivers; with job applicants, whether they would be good machinists, etc.
We will refer to the fubure performances of examinees yhich the test
constructor yisheg to predict as criterion behaviors, or sometimes,
criteris.

At In order for the test constructor to proceed yith the deveiopment of

» 'a4 selection test he must wWltimately specify the criterion behaviors 1in
operational terms. If he is interested in "success in college" he might
measure this success by grade-polnt average. He might measure "good
driving" in terms of accldent records, and "good machinists" in terms of
amount produced. There may, of course, be several alternate ways for the
test constructor to operationally specify what he 1s interested in. He
might, for example, choose to measure success in college by discliplinary
record rather than by grade-polnt aversge, or by both disciplinary record
and grade-polnt aversage.

“If, rather than & selection test, the test constructor 1s developing
an achlevement test, he 15 interested 1n classifying people according to
how much they have learned. In this case his test defilnes the criterion
behavior, and agaln, the definition must be in operational terms.

The reader will recall that & first step in programming 1s for the
programmer to speclfy his objectives. This speclfication should also be
in operational terms, that 1s, the programner should state exactly what
it 1s that he wants the learners to be able to do. These tasks constitute
the criterion behaviors for the program. The nature of test criterion
behaviors and program criterion behaviors is essentially the same, and
some tasks may indeed serve as both. We may thiuk of the difference hew
tween tests and programs in thils way: tests are used to predict define
criterion behaviors, and programs sre used to modifx’criterion behaviors. .
\

]

What, then, do we know about the cholce of criterls. for tests that
we can use in choosing criteris for programs?

To begin with, we know that the cholce of criteris has a fundamental
importance 1n selection testing., If a poor selectlon test 1s developed,
this will be discovered when 1t fails to predict the criterion, and, 1if
the budeet allows, & better test may then be prepared. If, however, poor
criteris are selected, there is no opportunity for emplirical evaluation--
no feedback from the data--to warn the test constructor.

Similarly, 1f a poor program 1s developed, this will be discovered
vhen the criterion behavior 13 examined. If, however, poor criteria are
selected, there 1s no emplrical evaluation, no way for the programmer to
discover the inadequacy of the criterla. Whether & glven criterion 1s
relevant to the programmer's purpose ultimately does not depend on
emplrical evidence, but rather on & statement by the programmer and/or
the person who requests the production of the program as to what he 1s
interested in. Saverin (ref. 119);, for example, working with & correction
rrocedure and utilizing & Pressey multiple«choice punchboard, was inter-

. ested in totel number of errors made on & set of items (each item could
contribute more than one error), while Stephens (ref. 126), also working
with & correction procedure gnd utilizing & Pressey multiple-cholce punch-
board, wyas only interested in the number of errors made by subjects on
thelr firgt attempt at each item.
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Given that the choice of criteria is extremely important, how can
the test constructor {and the programmer) choose "good" criteria? We come
now to & distinction between ultimate and proximate criteria (ref. 92).

The yvltimate criteris are what the test constructor is reelly interested
in. The ultimate criteris for & scholastic aptitude test might be measures
of the extent to which the student attains the goals of the educational
institution; the ultimate criteria for & driver's license test might be

how safely and courteously the driver manipulates his car in his everyday
driving. Ultimate criteria for an suto-instructionsal program designed to
teach good citizenship might be measures of the extent to which the learner
uses his opportunities to vote, of how he participates in commnity affairs,
ete. FProximate criteria are what, for any of & variety of reasons, the
test constructor is willing to settle for. QOne reason for using proximate
eriteria is that it may be too impractical, too costly, to measure the
ultimate eriteria. While it would be extremely difficult, or perhaps im-
possible, to measure & driver's everyday driving behavior, it is relatively
easy to collapse the frequently encountered driving experiences such &s
turning, parking, driving in traffic, ete., into & more-or-less standard-
ized five-minute road examination.

. Another reasson for using proximate criteris is that the ultimate
eriteris may not be measursgble until long after the tester is interested
in measuring them, or perhaps they may never be measursble. While the
ultimete criterion for &n instructional program on civil defense may be
whether the learners cen perform adequately in & disaster situstion if the
occasion arises, the occasion may never arise. For this reason the proxi-
mate eriteria of how well learners 4o in & simulated disaster situvation
may be used. While the ultimate eriterie for & scholastic aptitude test
may be measures of the extent to which the student attains the objectives
of the educational institution, the proximate criterion which is likely to
be used for convenlence is grade-point average.

Still another reason for using proximate criteria rather than ultimate
criteria is that the ultimate criterion behavior of each person m2y be
different, and so measures of each person's criterion behavior will net
be directly comparable. In gsuch cases, the use of & proximate criterion
may provide & relatively standardized set of tasks on which measures of each
person's behavior will be directly compsrable. We may, for example, want
& test which will predict the ultimate criterion of how well & salesman
will sell. We know, however, that & salesman's sales record will depend
upont what territory he is assigned to as well as upoOn how good & salesman
he is. If we have no good estimates of the sales potentisls of different
territories, we may use, as proximate criteris, measures of the salesman's
behavior in an artificlally constructed ssles situation. We might ask each
salesman gquestions (e.g., What would you do if the prospect says he wants
the product but doesn't think he can afford it?), or we might see what he
does when confronted with & stooge &s & prospective customer.

We can see in this exsmple the usefulness of proximate criteria; if
we want our ecriteria for a salesman selection test not to be confounded
with the territories to which the stlesmen are assigned, We can assign thenm
all to the same "territory," that is, ask them the same questions, confront
them with the same stooge, etc. At the same time we can gee in this ex-
ample & danger in the use of proximate criteris: the proximate criteria
may not be related to the ultimate criterig; how well & salesman answers
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questions about what he would do in certain situations and yhat he does
when confronted with a stooge may not be related to how well he can sell.

It seems that both the test constructor and the prograsmer faze a
dilemms in choosing critéris for their tests and programs; the ultimate
criteria are what they are really interested in, but it mey be impossible
in practice to obbvain measures of them. The proximate criteria may be
convenient and relatively inexpensive to measure, but they may or may not
be related to the ultvimatve criteria.

How might this dilemma be resolved? In any situation in which
measurement of the ultimate criteria is not possible, one is not forced
to choose between ultimate and proximate criteria but rather one may choose
from among difrerent sets of proximate criterlsa, any set of which may have
particular advantages and disadvantages. In choosing a set of proximate
criteria we should try to choose a set yhich. we know is related to the
ultimate criteria. When it is impossible to find out yhether the proximate
and ultimate criterie are correlated, we might see whether the proximate
ceriteria are correlated with other proximate criteria, If we camnot do
this, then we must satisfy ourselves that the proximate criteria we choose
to work with are logically related to the ultimate criteria, which is Just
anothef way of saying that the proximate criteria should appear to be re-
lated to the ultimate criteria.

Several instances have been reported in programming in which the
proximete criteria have not reflected the ultimate criteria of amount
learned. Stephens (ref. 126) used the number of errors during training as
a proximate criterion. He found thet changing the order of frames and of
multiple-choice alternatives within frames produced more errors during
training, but made no difference on a posttest. Fry (ref. 49) also used
errors during training as & proximate criterion. For one group of learners
he terminated training on & list of paired-associates after two consecu-
tive errorless runs through the list. A posttest (used as ultimate cri-
terion) showed that this group learned no more than & group given five
minutes of training during which no menber of the group made two consecu-
tive errorless runs through the list.

Gagn€ and Dick (ref. 52, p. 40) also found that & proximate criterion
of errors during training did not reflect their ultimate criterion of
transfer: '

“"Regardless of the internal criterion measures which were
employed (number of errors, time to learn), the transfer
test scores make one reluctant to state that the learning
program has truly taught 'equation-solving!."

In the above instances the programmers were fortunate in helng able
to collect both proximate and ultimate criterion data, and in this vay
see the inadequacy of the proximate criteria. But what can the programmer
do to insure a wmore adeqguate proximate gcriterion in situations vhere
ultimate criterion data cannot be collected?

One point to remember is to avoid what Brogden and Taylor (ref. 10)
call the error of illation. One commits this error when one fails to
distinguish between direct and inferentisl evidences of the achievement
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in which one is interested. Brogden and Taylor cite &8s an example of the
error of illation the rating of the carpenter‘'s'skillful movements" rather
then the products he turns out, In programming, the evidence ¢ited above
{ref. 49, 52, 126) suggests that under some circumstances measures of
,learning during training may provide rather poor inferential evidence of
actual achievement. '

In addition to the error of illation, there are various kinds of
bias in eriterion selection which both the test constructor end the pro-
granmer should avoid (ref. 10). One is called criterion deficiencyz-ig-
noring some aspect of behavior in vhich one is actually interested. The
programmer seeks to make learning more efficient, so it is generelly
essentia) for him to measurc hoth amount learned and time taken %o learn,
and possibly some other things. When he finds thaet program A produces
more leerning then program B, he also wents to know how the two programs
compare in smount of time taken by the learmers. Goldbeck (ref. 58), for
example, found that a comparison of three versions of & program ywith
regard to amount learned, led to different conclusions then did a com-
parison of the same three versions with regerd to amount learned per unit
time,

Nachman and Opochinsky (ref. 102) found thet the varisble of class
size made a difference in amount learmed in class (classes containing
fewer students learned more), but that the students in the larger classes
apparently studied more on their own time tc compensete for this difference.
If one were merely interested in amoynt learned, one might conclude that
students would wind up with the same\amount of knowledge whether they were
in small or large classes, If, howevely _one is also interested in time
taken by students to learn, both within and outside of the formsl class-
room situation, one would conclude that the smaller class size led to re-
duced learning time and, hence, greater learning efficiency. In many
educational, industrxiel, and militery training situations, {n which trainees’
time for independent study outside the formal treining situation is limited,
it may be importent £o know how much time needs to be devoted %o study in
conjunction with an auto-instructional program. TFailure to consider this
would resul®t in criterion deficiency.

Another type of criterion bias is criterion contamination--when irrele-
vant considerations enter into the measurement of the criterion behevior.
The reader m&y have recognized an opportunity for criterion contamination
to occur in an earlier example: when salesmen are assigned to territories
which differ in "sales potential,” then their volume of sales, as a cri-
terion, will reflect both their selling ebility and the sales potential of
their assigned territory. A% best, if sa@lesmen are randomly assigned to
territories, the criterion meesure will merely be imprecise; if salesmen
are assigned to territories in some systematic wey (e.g., on the basis of
test scores or performance during treining), the criterion measure will
be biased.

A classical example of criterion contamination in testing occurs when
the criterion measure is a rating, end the person doing the rating knous
the examinee's score on the predictor test. A supervisor, for example,
may know that a particular subordinate obtained & nigh score on a selection
test, and this knowledge might influence the supervisor (consciously or
not) to rate the subordinate higher than his on~-the-job behavior would
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otherwlse merit, In such a case the test would appear to be spurlously
better than 1t actually was.

A study by Hughes {ref, T3) illustrates a possible opportunity for
criterion contamination to occur 1n programming, He used both yrogram-
treined and "traditionelly" trained groups of students, and evaluated
the effectiveness of each type of tralning by means of an essay-type
posttest, JIf the judges who marked the essays were aware of the group
from which the writer of each essay came {as seems likely), then cri-
terlon contamination mAy haeve been introduced. Hughes 1s not explicit
on this point.

Another vrogramming situwation in which criterion contamination may
occur arises when the programmer 1s interested both 1n a measure of
learning just after training 1s completed and in & measure of how well
the learning 1s retalned, One deslgn he might use to compare programmed
end traditional instruction groups on both learning and retentlion 1s
shown below as Deslgn (1).

Design (1)
Programmed instruction Posttest Retentlon Test
Traditional instruction Posttest Retention Test
Time —)

The programmer would randomly asslgn learners to elther programmed or
traditional 1lnstruction end test them after instructlion and agaln some
time later. If he used this design, the collectlon of posttest data
might produce contamination of retention test criterion date. This con-
tamination might come about 1f the posttest sensitized the learners to
the test 1téms which they would again be exposed to on _.ie retentlon test,
As a result of such sensitization, they might discuss and think about the
test items during the time between the posttest and the retention test.
This extra experlence with the 1tems could then be reflected in retention
test performance. If the programmer did not intend to glve the posttest
and retentlon tests in operational use of the program, the trainees would
not get this extra experlence during operational conditions, and the
evaluation of the program would have presented too favorable & plcture

of 1t.

One way for the programmer to &void criterlon contamination in this
situation would be for him to use Design (2):

Design (2)
A Programmed instruction Posttest
B Programmed lnstruction Retention test
c Traditional instruction Posttest
D Traditional instruction Retention test

Time ——>

Deslgn (2) differs from Design (1) in that in Design (2), after trein-
ing; each group is rendomly subdivided into two subgroups; one of these
subgroups recelves a posttest, and the other subgroup recelves & retention
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test. The progremmer would compare Group A with Group C 1n order to
determine the relative merits of programmed and traditional instruction
for learning, and Group B with Group D in order to determine their
relative merits for retention. .

Another way for the programmer to avold criterion contamination
in this situation would be to use an glternate form of the posttest as
& retention iest. The study of Cagnd and Dick (ref. 52) 1llustrates
the use of alternate forms of & test in conjunction with & program.
For further discussion of "parallel tests" and "equivalent tests" see
Gulliksen (ref. 65) and Thorndike (ref. 132), for & discussion of
"randomly persllel" tests, see Lord (ref. 933.

In addition to criterion deflclency and criterion contamination.
& third type of blas 1s criterion scale unit bilas. Suppose ithat one
vere interested in using the sales records made by salesmen &s &
eriterion for & test deslgned to select good salesmen. If one merely
counted how many sales each salesman made, these criterion date might
not be too meaningful. This 1s because each sale would not be of equal
value to the company employing the salesmen. On the other hand, the
total volume of sales made hy each salesman or, bhetter still, the total
profit to the company in the sales made by each salesman would provide
more meaningful criterion data. Such data would he more meaningful
because the company 1s not ultimetely interested in the number of sales
made by each salesman, but rather 1in the profit each salesman produces.
It does not care whether Salesman A made more sales this year than he
did last year, hut rather whether his sales resulted in more profit this
year than last. It does not care wheuher Salesman B made more sales
than Salesman C this year, but rather whether Sslesman B's sales resulted *
in more profit than did Salesman C's sales. Any one sale 1s not neces-
sarily as equally valusble to the company as any one other sale, so the
use of the mumber of sales made by the salesman &s & criterion measure
would result in what the test constructor would call scale unit bias.
Since any dollar of profit is as equally valusble to the company as any
other dollar of profit, the use of the amount of profit produced by
each salesmen's sales would provide & criterion in which each unit
(dollar of profit) produced by & salesman was just as important to the
company &s any other unlt produced eilther by the same or by a different
salesman (see Brogden and Taylor, ref. 1l1).

e

In many sitvations the programmer mey also find the dollar criterion
wlll be useful in providing him with an equal unit criterion scale. If,
for example, he wanted to develop & program vhich would traln people to
be good salesmen, he would use total profit in the sales made by each
traince (not number of salss made) as an equal unit criterion measure, .
In some situastions, however, the programmer (and the test constructor)
may not £ind 1t easy to use & meaningful equal unit scale such &s money.¥*
Conslder & case in yhich hls only avallable proximate criterion 1s the
numpber of items right on & 50-1tem achlevement test. The programmer
could conslder this measure to be on & meaningful equal unit scale if
i1t were equally important to him for Trainee A to get question 1 right N

*
Some of the complexities of this problem of units in learning
situations are dlscussed by DuBois (ref. 30).

16~
21




es for Trelnee B to get 1t right, and for Trelnee A to get question 1
right es for Tralnee A to get gquestion 2 right, etc. In one programming
study, Jones (ref. 80) apparently felt thaet & galn from pre- to posttest
of 10% of the group on one item was equally important to hiw ss -2 gein
from pre- to posttest of 10% of the group on enother item. In many
cases, however, the programmer may have considereble difficulty in
deciding whether gelns on different items or by different lesrmers are
equally important to him. QOne meaningful pbasis he might use for guch
decisions 1s how costly 1t 1s to bring about geins on different items

or for different people by the pest avellable alternative treiniug
method. This informetion, unfortunetely, may seldom be avelleble.

We have seen thet in choosing & criterion measure for elther & test
or & program there are geveral t¥pes of bles to be avolded. When one is
confident he has evolded these, and has a measure or measures which he
1s interested 1n, he 1s ready to consider the reliability of his measures.
The rellabllity of & test measure refers to the consistency with which
it ylelds results. Thils consistency may be over time, as when the test
on different occasions ylelds similer results; or alternaste-form con-
slstency, es when different versions of a test yleld similar results;
or internal consistency, as when the component items of & tzst yleld
similar results.®

If owr criterion measure 1s & rating, e&s when & supervisor judges
the quality of & worker's performence, we would want the reting to be
the same whether 1t 1s made at 8 a.m. or at 4 p.m., and perhaps whether
it is made this month or next month. This would be consistency over
time, or "test-retest" reliebility. We would also want the rating to be
the same even if the worker hed had a different supervisor to rete him.
Similaerly, 1f & total score on & test 1s a criterion measure, nelther
would we want the total score to vary greatly depending on when it is
glven, nor, 1f alternate forms of the test were avellable, would we want
the total score to vary greetly depending on whet form of the test is
taken. For a discussion of factors influencing the rellebility of &
test, see Thorndike {ref. 131); for e discussion of the reliebility of
performance tests of an essentlally nonverbal natwre, gee Ryains and
Frederiksen (ref. 116).

We have seen that the test constructor {and the programmer } must
concern himself with guestions of relevance, possible blas, and relia-
bility of criterie. In the happy event that he finds himself with more
then one relevant, blas-free, and reliablie criterion, how might he
proceed?

In some cases criterle of the same genersl nature may correlate
rather highly. 1In these cages one may choose to work with one of several
posslble measures on the pasls of convenlence or economy. French
(ref. 47), for example, found thet average freshman grades in college
were highly correlated with average fowr-year gredes in college. fThis
nmeant that average freshman gredes, vhich become avalleble thres years

*
This 1s & rether simplified view of reliability. For further
discussion, see Gulliksen (ref. 65) and Thorndike (ref. 132).
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before average four-year grades, could be used as criteria for new tests
or scholastie aptitude.

In the above example, average freshman grades and average fouryear
‘grades were of the same general nature, that is, in each case the measgure
was based upon grades assigned by instructors. When, however, criteria
are not of the same general nature, they may not correlate highly at all.
Consider the dissimilar criteria of speed of performance and guality of
performance. The fastest workers may not, of course, do the best work.
How, then, can the test constructor, who attempts to predict performance,
and the programmer, who attempts to produce performance, deal with both
speed and quality of performance?

Brogden and Taylor (ref. 11, p. 1h1) suggest that the cost accounting
principle may be uwseful in combining dissimilar sub-criterion measures
into a single criterion measure. "A tracing out of the exact nature and
importance of the effect of each sub-criterion variable on the efficiency
of the organlzation 1s the essential step which differentiates the dollar
criterion from the more conventional technidhes." Once &galn the dollar
is suggested as & meaningful unit. Not only may it provide the programmer
with an egual unit scale, but 1t may also permit him to compare and comw
bine measures (such ar time and quality of performance) which do not
appear to otherwise be comparable.

How might the dollar criterion be used? In an industrial setting
eémployee time can be given & dollar value in terms of wages, benefits,
equipment costs, overhead, etc. If a product is being produced, 1t too
can be given a dollar value in terms of the margin of profit in its sale.
Then, when a faster worker also Is a less accurate worker, that is, when
he turns out more units in & glven time but they are of inferior quality
to those of other wor™ers, We can combine these two different aspects of
his performance into & single measure of cost which will be directly com-
parable with the single measures of cost of other workers. TFor a dis-
%ussion c))f this procedure with numerical examples, see Brogden and Taylor

ref. 11).

As we saw in the discussion of obtaining meaningful equal unit cri-
terion scales, sometimes the Programmer will find it harder to apply the
dollar criterion than other times. The dollar criterion will not be so
easily appliceble within the industrial setting when what the worker does
cannot be directly related to a tangible product, or again, in educational
and military settings. As Crombach and CGleser put it: "The assignment
of values to outcomes 18 the Achilles heel of decision theory" (ref. 23,
p. 109). They point out, however, that any procedure for evaluating
outcomes and making decisions involves this assignment of values, and so
it may well be desireble to make this’dssignment explicit to one's self
and to others.
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Determining the Resources Available

The test constructor who has spelled out his objectives and has
developed criteriqn measures is in a position to assess the resources
available to him for test construction. If he is developing a selection
test, he will first want to consider how well he can presently predict
the behavior of interest to him, and then consider how this prediction

" can be improved upon. He may already lmow, for example, that good sales-
men have above average verbal ability. He may wonder what personality
traits can be used to characterize successful amd unsuccessful salesmen.
He may proceed to first-hand observations of salesmen's behavior, he may
talk to salesmen and their supervisors to find out what they feel leeads
to success and failure in selling, and he may look at existing records
or collect new information on the characteristics of successful and un-
successful salesmen. For & more detailed discussion of Jjob analysis
procedures, see Thorndike (ref. 131, pp. 12-31).

The progremmer faces & somewhat different problem at this stage.
Since he wants to modify behavior, not predict it, at this stage he wants
to assess how close his trainees now are to having the terminal (criterion)
behavior. Carr (ref. 15, pp. 557-558) has said,

“The programmer must also specify precisely the initial
S-R connections, i.e., those connections already in the
learner's repertory which approximate the terminal S-R
connections and from which the transitional S5-R con-
nections 8re to be developed....To the writer's knowl-
edge, no research nas been done ob the problem of
specifying the initial S<R connections on which the
program is to be built."

The probiem is this; of the large number of S-R commections which
the learners possess at the beginning of training, which ones are rele-
vant to the programmer, that is, which ones need to be built upon to
produce the criterion behavior? For example, in the programming of auto-
mobile driving, the learnsrs' initial knowledge of French asnd of archi-
tecture may be obviously irrelevant, and their knowledge of traffic laws
obviously relevant. But wvhat about their knowledge of how the car's
engine works, of how to use the meters on the dashboard, and of their
verbal lnowledge of the relationship between driving speed and stopping
distance? In the latter cases it mey not be so obvious whether these -
behaviors are relevant to the criterion, and, if so, what other behaviors
are to be built upon them. One approach to this problem will be discussed
in Section k4.

Both the test constructor and the programmer face certain limitations
in their respective efforts to predict and to modify behavior. These
limitations cen be grouped into (a) limitations during test or program
development, end (b) 1limitations during operational use of the test or
program.

(a) Limitations During Development

The limitations the test constructor or programmer will ususlly
encounter during development are limitations of time, personnel, and
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equipment. When & test or program 1s needed in & hurry, or when the
needed personnel or equipment ere not available, the test constructor

(or programmer) may be forced to do an inadequate job of such things

as specifying objectives, pretesting, revision, and the collection of
criterion deta. £s we have already seen, the specification of objectives
is an extremely importent espect of test and program construction, and if
the test constructor or programmer does an inedequate job here he cannot
usually correct this on the basis of later information.

When pretesting and revision are curtalled, the implicetions for
testing may not he as severe 83 the 1mplicetions for programming. In
testing, if the population of test-takers is large enough and the time
avallable for test-teking long enough, the test constructor can sdminister
more items or tests then will eventually prove useful. He can then ascer-
taln from & semple of the examinees®' test papers which are the useful 1tems
and tests; from another sample he can check on the usefulness of these items
end tests (cross-validation}; and then for the remainder of the examinee
population he need score only those items and tests which heve heen found
to be useful. In programming, however, the items (fremes) are not concelved
to be Independent, but rather ere cumlative; that 1s, 1n programming the
effects of exposure to individual frames on criterion bhehavior cennot
usually be 1solated. Since frame revision on the basis of tryout with
students 1s considered to be & vital part of programming {refs. 69, B6),
ve may expect that limitetions in resources which curteil tryout and re-
vision will seriously affect the usefulness of programmed Iinstruction.

(b) Limitations During Operational Use T

Limitations on time aveilable for testing during opersetional use ere
also somevhat different from the limitations on time avellable for students
to go throuwgh a program. In tésting, we conceive of the measurement ez tak-
ing plece at one instant in time, although the actusl test administretion
way last seversl hours. In programming, we conceive of the instruction es
taking place over & finite period of time. When testing time 1s limited,

we the test will consist of fewer items, end we may expect the reliebility of
the test to suffer. When learning time is limited, 1t is not cleer whether
the program should consist of fewer frames. Evans, Glaser, and Homme
(ref. 39) reported thet when more fremes were edded to & program, the amount
of time taken per frame decreased. This presumibly reflects the fact that
when more fremes were used, the "steps” between the frames were made smaller
and therefore could he taken more easily and quickly.* Holland (ref. 69)
also reports that when & program was revised and lengthened on the basis of
student responses during tryout, total time to go through the program was
reduced.

If training time 1s limited so thet fevwer frames are used and larger
steps must be taken, some learners may not be sble to take these steps, and
after some point in the program they will he uneble t0 benefit from the later
Trames. If the revision suggests that edditional frames are needed, but time
limitetions prevent their being used, e major advantege of programmed in-
struction may be lost.

*
For & thoro discussion of the concept of size of step, see
Lumsdaine (ref. 9%). 25
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A second possible limitation during operational use of tests and
programs is a limitation on supervisory persomncl. In testing, when a
test is intended to bz given by many relatively untrained proctors, the
test constructor must meke the admiunistration & simple process. In such
an instance he might not have separately timed sections of the test, for
example, In programming, if no proctor 1s around and programmed texts
are used, it may be possible for the learners to "cheat" by looking shead
at the answers before declding upon their own answers. We do not know
whether this impedes learning; research is needed on this question. The
use of machines may prevent cheating but may introduce the need for person-
nel to maintain the machines. The programmer should anticipate the need
for some supervisory personnel with "auto"-instruction.

A third possible limitation during operational use of tests and
programs 1s a limitation in scoring facilities. Tests may be scored by
machine, by the exeminee himself, or by another person. Traxler (ref. 135)
glves detailed considerations in the decision to have machine or human
scoring. In programming, the learner's answer is compared with the "cor-
rect” answer not for the purpose of scoring but for the purpose of providing
him with knowledge of results, that is, for the purpose of telling him
whether he was right or not.* This comparison can be made by the device
(from progrummed textbook to computer-controlled instructional system) if
the formet of the frame is muitiple cholce, that 1s, 1f the learner 1s %o
choose from a specified set of alternatives. If, however, the format, of
the frame calls for & constructed response which the lesrner is to compose
himself, a problem arises in the comparison of his apswer with the correct
answer. The nature of this problem will be discussed in a later section
on 1tem and frame writing.

Flenning and Developing Ttems {Frames)

When the test constructor has sufficlently specified his objectives
and noted what resources are available to him, he 1s ready to prepsre a
preliminary version of the test. Cne of the first considerations will be
that of the.scope, or extent of coverage, of the test. If the test 1s in-
tended to predict success in college a5 measured by grade-polnt average,
should the test include items intended to get at certein personality charac-
teristics {e.g., perseverance, skill in interpersonal relations) as well as
at certain cognitive characteristics {e. €., verbal ability, mathematical
ability)? The test constructor will attempt to cover those areas which
seem important and which his resources allow him to cover.

When & test 1s intended to measure achievement in an academic area,
a procedure 1s gometimes followed from which we can derive a precaution
for programming. This procedure 1s pased upon & distinction made between
"subject matter" on the one hand and "ability" or "process" on the other.
Ferris (ref. 4l), for exemple, in working out specifications for & new
physics achievement test with subject matter experts, considered such

*

An additional purpose may be to provide information which can be
used to determine what material the learner 1s to be presented with next.
This will be considered further in Section k4.
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things as time, mass, geometric opties, and conservation of energy as
subject matter toples, and the abllity vo demonstrate qualitative uypder-
standing of fundementals, to apply knowledge to unfamiliar situations,
and to draw valild conclusions from observation and data as abilities.
The subject matters and abilities are lald out 1n a two-way grid or
matrix (see Vaughn, ref. 136). The procedure involves specifylng the
number of achievement test items which are to be developed for each of
the intersections of subject matter and ability categories (e.g., geo-
metric optics and ability to apply knowledge to unfamiliar situations).
These numbers should reflect the test constructor's relative interest

in the various subject matter and abllity categories. Such a specifi-
cation may be usetrul to the test constructor because 1t prods him into
writing 1tems to cover that in which he is interested, rather than merely
writing 1tems for those categories in which item~writing is easy. The
specification may also be useful to other people who may wish to use the
test, since 1t communicates the coverage of the test to them.

An important point to remember 1s that although the test constructor
denotes his relative interest in each category by the nuwmber cf items he
assigns to 1t, the number of items gives no more than & rough indication
of the actual contribution of each category to totel test score. This
contribution will depend not only on the number of items in the category,
but also on the standard deviation of the subscores from the category and
on the correlation of these subscores with the subscores from the other
categories 1n the test.

_ How 1s this related to rrogramming? Evans, Glaser and Homme (ref. 40)
have suggested that in setting up specifications for a program, one should
also make use of & matrix--a "Ruleg" matrix. Presumably this matrix would
also serve the functions of Insuring that the programmer cover that which
he intends to cover, and communicating to others what it covers, as well
as the function Evans et 8l. mention of getting the programmer to inter-
relate the concepts in the program. An important point for the programmer
t0 remember 1s that the numbers of frames devoted to each rule may only
be roughly proportional to how well each rule 1s learned. It would seem
that different concepts will require different numbers of frames to be
thoroughly understood. We already know that in the relatively simple case
of learning paired-assoclates that different rairs require different
amounts of practice (e.g., see ref. 85).

Ttem (Frame) Format Specifications

The test constructor who has spelled out the specifications for his
test 1s ready to consider the item format or formats which he will use.
His cholce among different 1tem formats may already have been limited 1f
his assessment of resources indicated that the test must be scorable by
machine. The cholce of formats he makes will probably reflect what, for
him, is an unhappy merging of both 'practical" considerations, e.g., ease
of writing items, ease of scoring, and certain "theoretical" comsiderations,
e.g., "I don't think I can test writing ability with multiple-choice items."
While theoretical rationales might be developed for using or for not using
any format for apny purpose, we do not know whether certain formats are in-
herently more desirable than othevs in all situations, or even inherently
more desirable ghen others in & partlcular situation:

20,
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"...any such characteristic differences (in relisbility
and validity) as mey exist among item forms are of
triviel conseguence when compared yith the extreme dif-
ferences observed emong items of the same form."

(Ref. 33, p. 189.)

In programming, it appears thet characteristic differences ¥mong frame
formats may also be of trivial consequence when compared to the &ifferences
observed among frames of the same format. The available evidence on multi-
ple cholce vs. constructed response frame formats (e.g., see refs. 37, 49,
113) does not show outstending differences between these two formats.*

Nor would{it be clear whet it meent if, say, each of these studies showed

the consvructed response format to be clearly superior. We cannot specify
the relevant dimensions &long which multiple-cholce and completion formets
might differ, so we cannot sample these dimensions to obtain generalizable
results.

Writing; Items and Frames

For the most part, the suggestions avalleble 1n the literature for
writing test items are besed upon informal, uncontrolled observations,
"folklore," "common sense” considerations, etec. In one study Dunn and
Goldstelin (ref. 31) tried to systematicelly evaluate some of the tradition-
ally accepted rules for writing test items. The rules dealt with "incom-
plete statement versus question lead, absence or presence of specific
determiners or cues to the correct alternative, alternatives of equal length
versus extra-long correct alternative, and consistency or inconsistency 1in
gremmar between lead end alternatives." Their findings gave no support to
aeny of the four rules with which they worked.

Suggestiors for writing euto-instructional frames which are derived
from informal, uncontrolled observations, "folklore," "common sense” con-
siderations, etc., are also availeble (e.g., see refs. 55, 86). These
suggestions, like the suggestions for writing test items, are of unknowm
validity. Furthermore, Jjust as the finding of Dumn end Goldstein had
rather negative implications for test item writing, there is a study yhich
has rether negetive implicetions for frame writing. Newman (ref. 103) com-
pared & group of students whose study materiels were sequenced and con-
trolled in accordance with principles derived from learning research with
a group of students yho used thelr own study technlques, and found that
thé group using their own study techniques learned more. We do not know,
of course, how far we can validly generalize this finding. But the finding
should gserve to caution programmers ageinst a rigid edherence to insuf-
ficiently tested rules for the construction of program frames, just as the

*?rederiksen (ref. 4%5) has worked with & new response mode in testing
which incorporates features of both multiple-choice and constructed response
formats. S constructs his ansver, then views E's slternatives and "chooses
the one vhich best epproximates his response." In this way any edventage
of S constructing his response 1s obtailned, while the problem of scoring
constructed responses is minimized. Gilbert (in ref. 95, pp. 545-546) has

suggested that such & response mode be developzd for programming.
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study of Dunn and Goldstein should serve to caution test constructors in
a similar way. With this background of caution and skepticism, let us
look at some suggested rules of unknown validity for writing test items,
and see what implications they might have for writing program frames,

Discussions of how to write test items are available in Ebel (ref. 33)
and Travers (ref. 13%). According to Ebel, the most important suggestion
is to "express the item as clearly as possible." In this context "clearly"
means unambiguously and understandably. "Test items should not be verbal
puzzles. They should indicate whether the student can produce the answer,
not whether he can understand the question" (ref. 33, p. 213).

It would seem that, in writing a program it is also 1mportaht to astrive
for clear, wambiguous frames. The programmer might use certain available
procedures which have been developed to assess the "readability" cf his
frames. The Flesch count (ref. k) measures readability by combining
measures of average sentence length and number of syllables per word, while
the Dale-Chall count (ref. 28) measures readability by combining measures
of average sentence length and relative frequency of words not on a list
of 3000 easy words. Both counts yleld similar results, and the choice be-
tween them may be made on the basis of convenience. Dale and Chall point
out some limitations in the use of this type of count.¥ The programmer
might use such a count to make his program more readable before he tries
it out on students. Research 1is needed to establish whether this is a
feasible way to improve programs. One group of students might be given a
first draft of a program, and another group of comparable students given
a draft of the program which has been revised on the basis of reedability
count. The two groups would then be compared on time taken to go through
the program and on posttest achievement.

One difference between test items and program frawes that we should
keep in mind when we try to apply item writing suggestions to frame writing
is that in general each test item 1s self-contained, that is, it must be
understood by the examinee when it occurs alone; while each program frame
occurs in the context of other frames, and these other frames may serve to
clarify its meaning. Consider this frame: "Some errors possible in at-
tempting a(n) response are errors in Content, Language, Depth, and
Meaning” (from Ellison et al., in ref, 111, p. 99).

If this were a test item, it would not be too clear what is called
for. In the context of the program in which it actually occurs, however,
the preceding frames serve to clarifyy its meaning. This example suggests
that some of the more specific suggestions for writing tests (for which
the empirical basis is not tco secure) may not be directly applicable to
writing frames.

Let ug look at some of these suggestions.

1. "Avoid including two or more ideas in one statement" (ref. 13%, p. 56).

*
An additional limitation for the programmer is that a readability
measure may be inappropriate when technical vocabulary is to he taught.
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In testing, when an examinee cannot amswer an item which deals with
several ideas, we have no way of knowing which of the ideas he caunoct
handle. From this point of view it may be undesirable to use such an item.
In one programming study, however, Severin {ref. 119) found that the use
of "two pairs" frames, which contained two Russian-English vocabulary word
palrs per frame, resulted in more learning than did the use of a two-
alternative multiple-choice frame, which contained only one Russian-English
vocabulary word palr per frame. .In this specific instance, therefore, the
suggestion for test item writing does not seem to hold for program frame
writing.

2. "Avoid the inclusion of nonfunctional words in the item" (ref. 33, p. 215).
el considers & word in a test item to be nonfunctional "when it does

not contribute to the basis for choice of a response.” Holland makes &

similar suggestion for program writing: "It is probably an adequate rule of

thunb to say that any portion of an item which is not necessary for the

student to arrive at a correct answer cannot safely be assumed to be taught

by the item" {ref. T0).

Some suggestions are specific to constructed-response jtems:

3. "Direct questions are probably preferable to incomplete decldrative
sentences, especially for younger, less ‘test-sophisticated' pupils, because
the former are more similar to the forms in which ordinary discourse is
carried on.

Faulty: America.was discovered in the year ?
Improved: In what year wes America discovered?" {ref. 110, p. 81).

This is oune of the four points for whichDwnn and Goldstein found no
empirical support. We will not consider its implications for writing frames.

k., "Keep the ratio of words given to words omitted very high because, if
too many words are omitted, the meaning of the whole will be obscure“
{ref. 13k, p. k1).

This suggestion would seem to also apply to rrogramming. Below are two
examples of frames written by programmers who aim at little or no learner
error. In each case the substantial proportion of errors made may be due
to the vioclation of the above suggestion.

*A child has & 'temper tantrum' screaming for candy. The mother gives
the child the candy, and the tantrum ceases. The mother's response of hand-
ing the candy to the child is by the of the tantrum" (ref. 68,
p. 78). Fifty-six percent of all the 1earner§ got both answers correct.

"LEARNING is indicated by any ‘chenge' in to a situation which
is the result of responses to the same or similar ; &
not nullified to any degree by an extended of during which

neither that nor any similar situation is presented” (ref. 5, p. 190). The
percentages of all learners who correctly filled in these blanks were 96%,

439, 86%, 57%, 86%, and 80%, respectively,

The ratio of words given to words omitted may be a rather coarse index

of how obscure & frame is, "..,one nation, under God, with "
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ney be an easler-to-complete frame than the frame from Barlow guoted above,
yet such an index would rate it as more obscure. Perhaps rether than trying
to formulate & rule regarding the retio of yords given to words omitted, we
should only conclude thet when e frame gives students trouble, the programmer
should consider the possibility that too many important words are omitted.

5. "The blanks should refer only to omitted key werds" (ref. 134, p. 42).
Hollend (ref. TO) compared & group given & progrem with key words omitted

in each freme with a group given & progrem with "trivial" yords omitted in

each frame. Sample frames from each of these versions of the program were:

A technical term for "reward" is reinforcement. To "reward" an organism yith

food is to it with food. (key word omltted) A technical term for
"reward" 1s reinforcement. To "reward" en organism with food 1s to reinforce
it yith . (trivial yord omitted) The group with the key words omitted

did better on the posttest. Similarly, Jones (ref. 80), working with a
mltiple-cholce format, concludes thet the correct answer should not be
"trivial." "The good item may be charecterized es...one which cannot be
ansvered by reasoning or knowledge of vocsbulary slone” (ref. 80, p. 99).

6. "Specify the terms in which the response is to be given.
Feulty: Where is the world's tallcst bullding located?
Improved: In what city is the world's tallest building located?" (ref. 110).

The reasoning behind this suggestion is that it is hard to anticipate
all possible enswers to & completion item (e.g., "North America" might be
an ansvyer to the faulty version of the above item), and so it is useful for
the test constructor to state the form the ansver is to teke (in the above
item, the improved version specifies that the name of e city is wanted). With
mathematical subject matter it may also be necessery to state the degree of
precision waented in the answer, e.g., the number of significant figures.

In following this suggestion, however, the test constructor 1s not to
choose Just any method of specifying the terms in vhich the response 1s to
be given: "Hints concerning the correct answer, in the form of the first
letter of & word, or & number indicating the muwber of letters in a word,
should generally not be employed. Such hints may tend to confuse puplls when
the answer upon which they heve decided, elthough 1t is & correct synonym,
does not coincide with the given hint. Guessing and responses to superficisl
cues may also result from this practice" (ref. 110, p. 82).

In programming, it may be particulerly important to specify the terms
in which the response is to be given. As ye have seen in the discussion of
limitetions during operational use of the program, the problem of how to
tell the learner that he 1s correct may arise vwhen e constructed response
format 1s used. Frogrammers heve generelly left it to the student to compare
his response with the "correct” response. This leaves it up to the student
to recognize that his response, yhich may be stated in different terms than
the "correct" response, 1s essentially eguivalent to it. This exbtra burden
on the student may be relieved by specifying the terms in which the response
is to be made, e.g.,

If A=1, 2, 3end B=14, 5, then A 18 not egual to .

(Use one letter for your ansver) 3 1
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(from ref. 35, p. 15) or by using interchengeable symonyms when providing

knowledge of results, e.g., "latency is the between the onset of an
energy change and the onset of & response which it ellcits." Time (interval,
period) {from ref. 71, p. %). '

Some suggestions are specific to multiple-cholce items.

7. If you want to increase {decrease) the difficulty of an item, make the
distractors more homodeneous (heterogeneous). Remmers aend Gage {ref. 110)

give this example: "Which city is nearest to Chicago? {1) ILos Angeles,

{2) New York, {3) St. Louis, {4) Miami, {less homogeneous); (1) Minneapolis,
{2) st. Louls, (3) Cleveland, (%) Milwaukee, {more homogeneous)." The
programmér who is 1nterested in a gradual “shaping" of behavior within a
mittiple-choice Tformet might progressively ilncrease the homogeneity of’ the
alternatives in & series of frames.

A

8. When 1t is difficult to anticipate what mistakes will be made in answering
an item, do not use "none of these" as the correct answer, since both people
who are correct and people who make unanticipated mistakes will choose it

(see ref..33, p. 237). Consider the following frame:

x32’3 means the same as:

{(a) %X -~ Y.Y.Y (8) (XY)'6 (c) XXX () none of these

Y-Y
(from Evens, ref. 38).

The learner who makes any mistake other than (A), (B), or (C), €l

(XY)“l , s well as the learner who knows the correct answer, (Y A Y) , will

both choose (D). If mistakes other then {A), (B)Jand {C) are at all comon,
this might be a poor frame.

9. "Make all distrectors plausible and attrective to examinees who lack the
information or abllity tested by the item"* {xef. 33, p. 23k%).

Pressey feels that in an instructional test (auto-instructionel program),
the distrectors might be more than Just plausible and attractive.

"Each wrong answer should be one against which e warning
is needed, or which elucidates the question in some way.
No alternative enswer should confuse the student or dntro-
. duce ways of construlng the question which are not etu-
cationally profiteble to consider. Poor alternatives waste
time both in taking the test and in discussion after, and (::::\\

\.J(,—w/\
*Those who reject the multiple-cholce format would find the use of this *
test construction rule in programming to be particularly objectioneble: :‘*—""’

" ..effective multiple-cholce material must contain plausible wrong responses,
which are out of place in the delicete process of ‘sheping' behavior beceuse
they strengthen unwanted forms " (ref, 123, pp. 140-1k1). As we saw carlier -
(page 23), we have no firm basis for favoring either multiple-choice or com-
pletion formats in 21l situations, and 1t 1s not clear that we ever will.
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might confuse the learner rathier than help him"
(ref. 106, p. 422).

Pressey's statement suggests that the number of alternatives for a
wultiple~cholce frame shouid depend on the content of the particular frame,
and that all the frames in a progrem need not have the same number of alterns-
tives. On the other hand, some research in programming (refs. 81, 119) has
attempted to compare differing mubers of alternatives as an independent
variable. Since this "variable" may actuslly be a complex of variables (e.g.,
populerity of alternatives, similarity of alternatives), the results of these
studies should be cautlously interpreted.

The suggestlons for test 1tem writing given here, which do not exhaust
the supply of 81l nossible suggestilons, indicate that test construction 1=
a complex, highly skilled activity. This, in twrn, might suggest that 1t be
carried out by a professional test constructor. Unless the subject matter
is very simple, however, the professional test constructor may emphasize
relatively trivial, easlly testable aspects of it and neglect 1ts basic
structure (ref. 136). Collaboration with & subject matter expert may help
to eliminate this danger.

Good programming is also thought to involve both subject matiter mastery
and programming ability (ref. 111). Because of the relative newness of
programming, talent for it may be unavailable, or perhaps unknown to those
possessing 1it.

Rigney and Fry indicate that one skill the programmer must develop is
that of going slowly, of proceeding in small steps, "...(the beginning pro-
grammer) is quite likely to write the first version of his program with steps
that are insppropriate, too difficult, and too few for the material"

(ref. 111, p. 1%). Other programmers have expressed similar sentiments.

The taxonomy of educationsl objectives prepared by Bloom et al. (ref. 8)
may be helpful 1n this connectlon. The taxonomy 1z based upon gix major
classes of objéctives: Knowledge, Comprehension, Application, Analysise,
Synthesls, and Bvaluation. As just given, they are assumed to be in hier-
archical order, that 1s, the objectives in one class are ?likely to make use
of and be built on the behaviors fomd in the preceding classes in thig list"
(ref. 8, p. 18).

Bloom et al. present sample items and invite the reeder to classify them
as to objectlve, using thelr taxonomy. This type of task might be useful as
a teat 1tem In a test used to select programmers. Potential programmers who
consistently underestimate the level of objectives, wouldl presumsbly write
items that vwere too difficult. This type of task might also be useful 1in
training programmers,

Research 1s needed on the extent to which "experts" agree in classifying
items in this taxonomy, and, of course, ¢n whether the classes of objectlves
are actually hierarchically ofdeteds~ We will further discuss the question of
ordering behavioral skills in Section k.
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Pretesting (Tryout) and Revision

When the test 1s constructed, the next step 1s to pretest it, or to
try 1t out. The test constructor shouwld first try 1t out on his col-
leagues, who may offer suggestions concerning format, editorial considera-
tions, ambiguities, and inacruracies. The term "pretest," however, usually
refers to the trying out of the test material on members of the population
for which 1t 18 intended. ©Such & pretest may serve several purposes. It
may uncover weaknesses In instructions and format, and provide information
for esteblishing time limits, for esteblishing a desirsble test length, and
for improving and selecting items.

In programming, several recent reports (refs. 19, 59, 122) indicate
that when the learner 1s not required to make eny overt response in going
through the program, learning does not suffer and learning time may be
decreased. While we do not know whether this finding will hold wup with
learners not highly motivated by taking part in an experiment, it does sug-
gest that under certaln clrcumstances the learner's overt responses are not
necessary durlng operational use of the program. It would still seem to be
highly desirable for the learner to make overt responses during the tryout
of the program, however, so thet they could serve 8s & bhasis for revising
the program.

We will now look at verious espects of pretesting and re&ision in test
construction. In each case we wlll gee what implicetions may be derived
for programming.

Instructions and Format

The test constructor may use & small number of people and perheps &
typewritten draft of the test when he attempts to uncover weaknesses in 1its
instructions end format. Conrad (ref. 17) refers to this stege as & "pre-
tryout." During pretryout the instructions may prove to be incomplete,
ambiguous, or otherwise deficient.

A pretryout stage seems desirsble in program development too. The
learner, vho may or may not be femilier with some of the more commonly used
testing procedures, will slmost Inveriably be unfamiliar with the programming
procedure (which will include the novel feature of knowledge of results, end
possibly other novel features, such ag brenching). The programmer's in-
structions will aim et acquainting the learner with programming procedures,
but verlous misunderstendings on the part of the learner may occur end be
revealed by a pretryout.

In addition to format weaknesses in Instructions, e pretryout may also
uncover weaknesses in how the test wes put together. TFor example, the infor-
mation needed to answer & gquestion may be on the previous page 1In the test
booklet, or one particuler response position may be correct much more than
its proportionate share of the time, etc. These weaknesses in putting the
test together will be called weeknesses 1n format. .

. A test may slso be consldered weak 1n format when response sets are
allowed to operate. Response sets may be defined &s tendencles of subjects
to respond 1n ways which defeat the PUrpose of the measurement. For example,
one response set, "acquiescence,” 1s the tendency to egree with & statement
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regardless of 1ts content. The set to gamble is the tendency to%guess
when the answer is not known. For a discussion of the operation of
response sets in personality assessment, see Jackson and Messick (ref. 76).

Since response sets make the interpretation of test scores ambiguous
because they measure things the test congtructor is not primarily inter-
ested in, their influence should be minimized. Response sets tend to
occur in situations which are somewhat unstructured and/or too difficult
for the examinee. Their influence may therefore be minimized by a re-
structuring of the test.

L=t us look at some response sgets which might occur in programming
and see what might be done about them.

The learning of paired-associates is a fairly common task with which
a program might deal.* In such a task the student must learn to associate
particular responses with particular stimuli, e.g., etate capitals with
names of states, telephone numbers with people, names of symbols with
gymbols, etc.® If a program always presents the stimuilus terms of paired-
associate items in the same order, the student may learn a chain of
response terms without paying attention to the stimlus terms. This would
permit & response set to operate which might lead to the premature termi-
nation of training, since the student would appear to he learning. the
paired associates as paired-associates. The programmer could prevent the
formation of this response set by scrambling the order in which the stimdus
terms are presented on successive occasions.

In this example, the tendency to learn the response terms as 8 chain
without regard to the stimulus terms may or may not ultimately make it
easier to learn the response terms as responses to their respective stimuli.
This is a question which might be answered bWy research on the learning
process. The point made here is that the response set in question may
interfere with the measurement of the student's proficiency, that is, how
well the student does when the stimulus terms remain in a constant order
may not he a good predictor of how well he would do if the order were
scrambled.

In the learning of "continuous discourse” materials, the programmer may
make considerable use of "prompts." In & prompted frafie the student is
enabled to resgpond correctly on the basis of knowledge of syntactical
restraints, pat verbal associations, etc., for example, “Just as smoke rises,
warm air will also " (ref. 9%, p. 535). Such prompting techniques
are assumed to facilitate learning. It is important, however, to distinguish
between frames intended to promote learning snd frames intended to see if
learning has taken Place. The former might be called instructional frames
and the latter, criterion frames. The same prompting techniques which may
enhance learning on instructional frames should not allow response sets to

*
..In fact, some devices are designed for palred-associate learning
material exclusively.

%
The associations need not be one-to-one (see ref. 127).
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operate on ¢riterion frames. The programmer will detect the more cbvious
ocpportunities for response sets to cperate by inspecting the criterion
frames. |

For those fremes in which numerical responses are to be given in a
multiple-choice format, a special response set may operate. Ebel (ref. 33)
notes the "...strong tendency for the examinees to copfuse the absolute ,
value of the answer with the response position used to indicate it." This |
tendency might be reduced (but probably noi eliminated) by using letters
rather than numbers to indicate the response positions. Shay (ref. 120)
reports that some learners showed this tendency in going through his program
on Roman numerals, and unfortunately this was not corrected when the progrem
vas pretested. Perhaps a color coding of the response alternatives would
have eliminated this confusion. e

Establishing Time Limits and length of .Tést (Program)

The question of how much time to allow for a test is, of course, insepa-
rable from the question of how long the test should be. Administrative con-
siderations usually serve to limit the amount of time available for testing,
and in this way indirectly limit the length of the test. For & fixed amount
of testing time, the test constructor tries to provide a sufficient number
of items to adequately sample the behavior in vwhich he is interested. If,
however, he includes too many items, the test may overemphasize speed of
responding when the test is intended to measure something else (ref. 135).
When time permits and enough items are available, the test constructor may
add items to his test to increase the precision of his measurement. Under
the proper conditions, the amount of increase in the test's reliability may
then be predicted by means of the Spearman-Brown formula (ref. 65).

In programming, we cannot state any precise relationship betwveen length
of program and time taken by learners. In the earlier section on limitations
during operational use, we saw that adding frames to & program may make each
frame easier to respond t¢, and in this way decrease the amount of time
needed to go through the program, vhile increasing the amount learned. Tt
does not seem reascnable, of course, that adding frames to a program will
always decrease the amounl of time needed by the learners and increase the
amount learned. It may be, however, that whenever frames are added to a
program so that the time needed to go through the progrem decreases, this
is always accompanied by an increase in learning. If rescarch supported
this hypothesized relationship, it would suggest that during trysut the
programmer should pay attention not only to whether frames are responded to
correctly but also to how much time is required to respond to each frame.
When a frame requires an unusuwally long time, this might indicate that
additional frames are needed prior to it.

An sdditional timing consideration can be resolved during tryout of a
program. There appear to be large individual differences in the smount of
time learners take to go through the same program. Rothkopf (ref. 115)
reports that a range of times needed on one program is from 23 to 60 hours;
Shay (ref. 120), from 31 to 176 minutes; and Gagné’and Dick {(ref. 52), trom
190 to 380 minutes. Since the fastest learners may take only aboul one-
fifth to one-half as much time gg the slowest learnersg, the programmer must
make some provision for occupying the time of those who finish firvst. Try-
out'data can provide some jdea of the range of times to be expected with
a particular population of learnerg using a particular program.
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Selecting Ttems (Fremes)

Finally, & major purpose of pretesting & test is to improve and select
items. The basic data the test constructor may get from pretesting items
are their difficultles and thelr correlations with other items ard with an
outslde criterion.

Item difficulty is used for two basle purposes. One 1ls to select 1ltems,
and the other is to order the items selected 1in the final form of the test.
If the test constructor wents to make the maximun pumber of discriminations
among the people 1n the group tested, and the avallable ltems are completely
uncorrelated, then he selects items which have p values of .50.% 1If the
items were perfectly correlated, he would choose 1tems sprrad over the
entire range of difficulty. TIf he wanted merely to divide the group into
two subgroups, he would choose items with p values which corresporded to the
proportion of people he wanted in each group. 1If, for example, he wanted the
higher scoring subgroup to constitute 20 parcent of the population tested, he
would choose items with p values of ,20. When he uses the item difficulty
information for ordering the items in the final form of the test, he generally
arranges them from easlest to most difficuit.

In progre ming, frame difficulty informatilon obtained during & tryout
mey also heé very useful in selecting, rewrlting, and, perhaps, reordering the
fremes. Carr (ref. 15) has listed what he considers to be five possible
sources of error in program writing. They may be paraphrased as follows:

(1) Incorrectly specifylng criterion behavior; (2) Incorrectly epecifying
initially avellsble behavior; {3) Providing en inadequate amount of training
material; (4) Improperly sequencing the material; and (5) Moving too
quicklg. (It 1s not quite clear how this differs from the third source of
error.,

It would seem that eeach of these sources of error except for the first
could bhe revealed by pretest data on frame difficulty. Unfortunately, it
may be hard for the programmer to determine just which source, or sources,
of error 1s operating 1n a glven sltuation.

A general procedure might be to perlodically place in the program what
we have called criterion frames--frames which allow the students to demon-
strate mastery of some particular aspect of the subject matter. Tne pro-
grammer could obtala data on the difficulty of these frames outside of the
context of the program, and compare them with the difficulty of these frames
within the context of the program. If & criterion frame 1ls easler within
the context of the program than outside 1t, then the programmer may sssume
that the frames previous to it in the program contribute toward the learning
of what the criterion frame tests for. If the criterion frame 1s as equally
difficult within the context of the program as outside, the frames previous
to 1t in the program may not be &dequate. R

In addition to item difficulty, the correlations of &n item with other
items and with an outside criterion are other data which are obteined during
tryout and which can be usefil 1n selec.ing items. We have alreedy seen hou

The p value of an 1tem 1s the proportion of examinees attempting it
that answer 1t correctly. ..
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information sbout the intercorreletion of the items is used in conjunction
with information about item difficulty to meximize the nwmbers of discrimi-
nations mede by the test. Now we will see how item-test and item-outside
criterion correlations can be used by themselves.

When the test constructor wants his test to measure an ability or trait,
e.g., anxiety, then the correlations of each item with total test score
become lmportant. Since each item is intended to measure the same charac-
teristic as every other 1tem, the homogeneity of the 1tems, as may be measured
by the correlation between each item and total test score,* becom.s 2 basis
for item selection. On the other hand, the test constructor might be inter-
ested in developing an achievement test to define some criterion behavior
in which he is interested, and the correlation of each item with total test .
score may not be important to him. Finally, he might-be-interested in pre-
dicting an outside criterion, without regard to the "purity" of the test that
will be3$ enable him to do so. In this case, he may see how well each indi-
vidusl item discriminates hetween two groups of people who are high and low
on his criterion measure, and then select those items which best make this -
discrimination. Thorndike (ref. 131, p. 232) points out that the test homo-
genelty and individual item validity viewpolnts are two extremes; in actual
practice both considerations may be of some 1wportance to the test constructor.

Can some concepts analogous to those of test homogeneity and individusl
item validity be useful to the progremmer in revising his program?

When one sets out to construct & homogeneous test, then 1tem-test cor-
relations are logically relevant as a basis for item selection. In program-
ming, 1f we consider each frame to be a test item, there 1s no logical reason
for using 1tem-test correlati 1s as a bhasis for selecting items {frames). As
an empirizal matter, however, this may turn out to be a useful procedure.
Hosmex (ref. 72) used test items with high item-test correlations as frames
for a Crowder-type program. Jones' data (ref. 80), on the other hand, showed
a tendency for those items which correlated lower with total test score to
have higher instructional value. Jacobs (ref. 77) has discussed some of the
difficulties in interpreting Jones' results. We obviously need some research
on the usefulness to the programmer of & concept analogous to that of test
homogeneity; we will see now one direction such rescarch might take.¥*

While an individual test item might be Judged by the discriminations it
makes, an individual program frame may be Judged My 1ts instructional effec-
tiveness. The basic paradigm for evaluating an individual frame might be to
construct two versions of a program--one including the frame to be evaluated
and one omltting it--and to compare the criterion performance of otherwise
comparable groups of learners given the two versions. As an operational
procedure, however, the application of this paradigm would be extremely im-
practical yith a program of even moderate length. The paradigs: might be usea

* ’
Other "measures of test homogenelty, those of Loevinger and Guttmen, are
discussed by Guilford (ref. 6%, p. 363-364).

3%
In a discussion in Section 4 of the application of Guttman scaling to
programming, we will see another direction such research might take.




in & research study to obtain criterion measures of the instructional
effectiveness of & set of frames. We could then determine how well item-
test correlations could predict these measures of instructional effectiveness.

As an alternetive, one might construct & criterion test whose items can
be identified in one-to-cne fashion with instructional frames or sets of
instructional frames in the program.- The test would then be administered
hoth a5 & pre- and posttest. An instructional frame or set of frawes which
feiled to increase the proportion of learners getting the corresponding test
item right from pre- to posttest would be revised. Here the problem is
whether instructional end test items can actually he mateh=d 1n & one-tc-
one fashion without cross-contaminetion. For & continuous discourse or
structured subject matter, thet 1s, one in which certein toples must neces-
sarily precede others, this matching may he impossible.

Revising Ttems (Frames)

Both the test constructor end the programper may wish to use the infor-
mation obtained in & tryout for revising items (frames), as well as for
" gelecting them. In both test construction and program development the suc-
cegsful revision of items or frames may be pretty much of an art, vhich means
that & complete set of rules cannot bhe explicitly stated for this ectivity.
In test construction only two rules have been found, both of which deal with
the revision of multiple-cholce items.

(1) FEiliminate or revise 1lternatives which attract very few examinees.

(2) Eliminete or revise alternetives which fail to make the proper
discriminetions. If the exeminees who are highest on the criterion measure
choose & particuler incorrect elternative more frequently then the examinees
who are lowest on the critericn measure, or 1f they choose the correct alter-
native less frequently, then the alternative involved is not making the prop-
er discriminetions (ref. 131, p. 256).

One might apply both these rules to programming. Rule (1) might not
be valid in e programning context, since en alternetive which few people
choose could still concelvably serve some Instructional function by its mere
presence among the alternatives. Rule (2) might be rephrased: If high
aptitude learners choose & particular incorrect alternative more frequently
than low aptitude learners, or If they choose the correct alternative less
frequently, then the freme is poor. In such instences there may he & subtle
ambiguity in the frame of which only the high aptitude learners are aware.

Further Pretesting and Revision

The amount eand kind of pretesting for.e test will vary with the availeble
resources. Conrad (ref. 17) recommends & three-stage tryout procedure. The
first stage would be intended to reveal gross defects in the test and, as was
mentioned eerlier, might use the test constructor's colleagues as examinees.
The second stage would be for the purpose of item selection end revision end
wculd utilize examinees from the population for which the test 1s intended.
The third stege would provide information on time limits and serve as &

"dress rehearsel.”

In programming, the emount anrd kind of pretesting or tryout would also
be determined to some extent by the avallable resowrces, Dut in programming
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& multiple~stege tryout and revision may have much greater importance then

in testing. If the test constructor starts with & sufficiently large number
of items, he cen discard those which fail to make the desired discriminetiors
and reteiln those which make the desired discrimdnetions for operetional use.
In programming, however, when & frame fails to teach what it is intencded to
teach, it, or perhaps earlier frames, mmst be revised, replaced, or reordered.
The ver.ion of the pregram which emerges from this revision must then be
tried out, and this process mey have to be repeated many times.

Evaluation

. When the finel form of 2 test becomes avallable after pretesting and
revision are completed, the next step 1s to eveluate it. OSince tests are
used to classify people, when we evaluate a test we try to find out how well
it classifies people. Then, before putting the test into operetional use, we
compare how well the test classifies people with how well the best avellable
alterncte procedure classifies people. Simllarly, in evaluating & program,
we want to know how well it produces the desired criterlen behavior and how
vwell 1t comperes with the best evaileble alternete training method in pro-
ducing the desired behevior. As we shall see, there are many conslderations
in evalueting & test which &lso apply to evaluating & program.

The specific way in which we determine how well & test classifies people
depends on our purpose 1n classifylng them. In testing educationel achleve-
ment, we are inte ed in what the test constructor calls content validity,
thet is, "how w the content of the test samples the class of situations
or subject matter ebout which conclusions are to be drawn" (ref. 3, p. 13).
Content validity 1s determined by comparing the content of the test with the
content of the instructional or tralning course and/or the statement of
objectives for the course. The test items should not only be derived from
the course objectives but also shouwld adcquetely sample the renge of tasks
for which the itreining was intended. A common mistake in preparing & test
of educetional achievement 1s to include items which indeed present the
examinee with tesks for which the treining wes intended, but which

" ..limit the test serier to the elements of the criterion
serles that are most convenlently and most easlily repro-
duced, or most easlly end objectively oovserved and evalu-
eted...(so that)...many of the more unmanageable but more
important eand crucial elements tend to be neglected in, or
omitted from, the test" (ref. 92, p. 153).

Slnce we use an achievement test to evaluate & yrogram, the above con-
siderstions ¢oncerring the content valldity of an achievement test are quite
relevant. Many programs may be intended not just to provide the learner
with certain "terminel” skllls but rether to serve &s a basis for learning
more advanced subjects. In these cases many problems arlse in the proper
measuring of “achilevement."” It may be relatively easy to test what behaviors
the learner who has gone through the progrem can now perform, but this may
not be releted to how he will learn new material. Kendler (ref. 83) and
Gegne’ (ref. S51) have discussed the problem of measuring how well the learner
who hes gone through & piogram cen deal with the range of situations in which
the programmer is interested. In the terms which we will discuss next, en
achievement test which can provide this measurement is sald to heve predic-
tive validity.




In contrast with content validity, in which performance on the test may
be of interest in itself, there are three other types of test validity whicl.
are established by relating test scores to criterion scores, namely, pre-
dictive, concurrent, and construct validity. Predictive validity refers to
how well a test can predict future performance. Concurrent validity refers
to how well a test can discriminate among presently identifiable groups.

The test constructor who attempts to establish either predictive or concurrent
validity faces thcse problems of collecting criterion data that were mentioned
in the earlier section on specifying objectives. Construet validity refers

to how well the test measures some trait or quality (construct} which is pre-
sumed to be reflected in test performance. The test conmstructor attempts to
establish construct validity by hypothesizing and verifying certain relations
between the test and other variables.¥*

In trylng to establish predictive, concurrent, or construct validity,
the sample of examinees camnot be as haphazardly assembled as in certain
stages of pretesting and tryout. The sample of examinees should be .repre-
sentative in abilities of the population for which the test is intended, and,
as far as is possible, representative in motivation as well. This point
would seem to apply directly to the evaluation of programs, also.

The test constructor may also be interested in '"face validity": whether
a test looks like it will do the job for which it is intended.*¥ This con-
cept may also ‘be important to the programmer: if the program does not look
like it will do the job for which it is intended, the learners may simply
refuse to go through it. We do not yet know what characteristics a program
must have in order to possess face validity; for a sampling of some students’
reactions, see Roe (ref. 113).

Yy Earlier, in our digcussion of insuring the adequacy of a criterion, we
mentioned the consideration of criterion relisbility, or consistency of
criterion measurement. Consistency of measurement is, of course, also desir-
able in tests which are used for prediction, as well as 1n tests which are
used a&s criteria, and so test reliability may be looked for in evaluating a
test. Thorndike, however, suggests that .

"If anything, the significance of reliability has been
overestimated. It must be remembered that precision in
a measurement procedure is & necessary condition only
for obtaining significant relations between different
measures and is not an end in itself"” {ref. 131,

pp. 104-105).

The programmer may generaslly went the changes in hehavior his program
brings about to be lasting rather than temporary, and he might speak of this
characteristic as in some way analogous to "test-retest'" reliability. Un-
fortunately, the available knowledge of test reliasbility does not suggest

*
For more axtensive discussion of construct validity, see Cronbach and
Meehl {ref. 2%), APA Technical Recommendations {ref. 37).

-
For further discussion of face validity, see Mosier (ref. 101).
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any technigues for the programmer to use in order to promote the retention
of what his program teaches.

Relative Costs and Benefits

We have discussed some considerstions in evaluating how well & test
classifies people and the 1mplications of these conslderations for evalu-
ating how well & program produces the behavior desired. Now we will look
at the question of costs of tests and programs and at comparisons with the
best available alternatives to tests and programs.

When the test constructor has gathered validity datas on his test, he
must then reach & decision as to whether 1t 1s profitsble to put the test
into operational use. For & selection test, this decision can be made by
considering the validity coefficient of the test (the correlation coef-
ficient between test scores and criterion scores), the relative number of
people to be tested and positions to be filled (the selection ratio), anpd
the cost of .administering and scoring the test..  The higher the validity
coefficient, and the lower the cost of the test, the greater the benefit
to the test constructor using the test. The selection ratio has s mére
complicated relation to the benefit obtained through use of the test (see
ref. 23, pp. 36-37). When information on- these varisbles becomes available,
it can be combined according to formulas givern by Cronbach and Gleser. The
basls of combining what may be rather diverse measures 18 & cost ama! -is,
Cost analyses were previously discusse@v;n the section on selecting c: . .eris.

When & measure of the benefits due to the use of the test 1s computed,
it should then be compared with & measure of the benefits due to using the
best avallable alternate selection procedure. . The best available alternative

. may be to use some already available plece of information (e.g., highest
grede of school completed, interviewer's impression of applicant, ete.),
or it may be merely to randomly select applicants. In any event, the test
should be put into operational use to replace or to be used in conjunction
with the best avallable alternative only to the extent that dolng so makes
& distinct contribution to the test constructor's goals.

In prograrming, there are also & variety of diverse elements which must
be <2ombined to get & measure of the benefits of using a program. We Lave
already seen that there may be several different criterion measures of post-
test performance (e.g., rate of performance, quality of perfoimance) which
must be comblned to yleld & single criterion measure for each individual.
Criterion measures rust further be combined with certain items of cost to
arrive at & measure of galn to be expected through the use of the program.
Two major items of cost mey be learning time and the expense of preparing s
program. Ferster and Sapon have stated:

"...a series of materials could probably be coastructed
in which each item is scientifically designed so that
the students will progress from & zero Knowledge of
German to & complicated repertory of the level of & year
of college German without ever having mede an error'
(ref. b2, p. 185).

While this may be so, the programmer will want to know guch things as how

long 1t would take to go through such & program and how expensive such &
program would be to develop.
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Rigney and Fry (ref. 111) have outlined the following items which they
feel should enter Into a cost evaluation:

1. Cost per unit

a., FPer program
b. Per student
¢. Per machine

2, Investment

a. Initial
b. Long term

3. Training time per student

L. Quality of students required (aptitude, experience, etc.)

5. Quality of instructors required (credentials, experience, etc.)
6. Logistics involved

a. BSpace, power, maintenance requirements
b. Program reusability, useful life

T. Practical effectivenass of methcd

a. In relation to training objectives
b. In relation to competing methods

8, Acceptance of method

a. By students
b. By instructors
¢. By administrators

An additional cost consideration in many educational, industrial; and
military settings 1s how quickly the subject matter may be expected to
become obsolete ond how expensive 1t would be to make changes in the pro-
grem to cope with this obsolescence.

As in evaluating a test, the basls of combining rather diverse measures
in order to evaluate a program is a cost analysis. Kershaw and hicKean
(ref. 84), although they do not deal explicitly with programmed instruction,
present a detailed discussion (with hypothetical examples) of the application
of cost accounting procedures to an educational system.* The decision as to

*Such cost analyses, in addition to providing a basis for evaluasting
progrems, may also suggest research designed to reduce costs. Rothkopf
(ref. 11&), for example, compared two methods of dropping items in the
learning of paired-associates, and found that they did not differ in trials
to learn or in amount retained per trial to learn, although one method was
presumed to involve more expensive equipment.
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vhether a program should be put into operational use may be made by com-
paring the net gain to be expected from using the program with the net
gain to be expected when the best available alternate tralning method is
used. The best available alternative may be the use of another program,
unguided self-study from books, or, perhaps, no training at all. The best
alternative most commonly available at present is probably "conventional"
or "traditional" instruction (e.g., lectures, recitation classes).

Two major methodological problems arise in comparing & program to be
evaluated with the best avallable alternate training method. One basic
paradigm for comparing any two instructional methods is to use one of the
methods with one group of students and the other method with & "comparable"
group of students and to compare the achievemient of the two groups. Con-
ceptually, “comparability" of groups means that the conclusions reached
would be the same no matter vwhich group was assigned to which instruectional
method., Operationally, one tries to obtain comparability by either & random
assignment of individuals to methods or by a random assignment of intact
groups (classes) to methods. This type of procedure, however, may often not
be administratively feasible, and has not always been used in studies of
programmed instruction. In some of the pioneering work of Pressey and his
students (e.g., refs. 119, 126), as yell as more recent work (e.g., ref. T3),
the experimenters have resorted to nonrandom assignments. Although they may
demonstrate that the groups used 4id not differ initially on mean aptitude
or pretest scores, this may o> may not indicate comparability. The evalu-
ation of a program must be based upon experimental comparisons of comperable
groups, so that any differences or lack of differences in achievement may
be ascribed to differences in programmed and conventional insvruction rather
than to pre-existing differences in groups.

Another methodological difficulty which comes up in comparing programmed
and conventional instruction is this: while programmed instruction may be
"standardized” (that is, the material presented t6 the student does not
depend on what class, school, or city he is in), conventicnal instruetion is
not standardized. We know that teachers differ markedly in what they do in
the classroom, although we know little about teacher differences in the
effectiveness of what they do (ref. 100). For this reason, the programmer
who wants to compare programmed and conventional instruction must in some
way sample the variety of conventioual instruction available so that he may
have greater confidence that the results he finds will apply to his partic-
wlar situation. Some programmers and research workers have raised the
question as to yhether the same program vhich is useful with "dull" students
is also useful with "bright" students. The programmer should also be inter-
ested in knowing whether the same program which is useful when "poor" con-
ventional instruction is available is also useful when "good" conventional
instruction is aveilable.

Providing Information to Test (Program) Users

In order to use test scores, one needs to know, of course, how the
tect scores are distributed among the members of & relevant population of
examinees. The test user who wants to compare an individual's or group's
test scores with those of other individuals or groups can often make a more
useful comparison by referring to score distributions from rather specific
reference groups. A high schogl principal, for example, may find 1t more
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useful to know how the achievement of his ninth-grede students on & 'standard-
1zed" mathematics test compares with the achievement of other ninth-grade
students in cities with populations of less than 25,000 in the Mid-west,
rather than how 1t compares with a reference group randomly drawn from around
the country. For this reason, the test constructor may meske available score
distributions for varlous sub-populations. Simllarly, the potential user of
& program may find it more useful 1f the learning times and posttest scores
are broken down for various sub-populations.

A second way 1in which the test constructor mlght present data, so as
to make his test more useful to others, 1s to establish the equivalence
of scores from his new test with scores from other tests of simllar use.
For example, & potential test user may know that 60 is a useful cutting
score for hls purposes when the test glven 1s Mathematical Aptitude Test A,
If, however, Mathematical Aptitude Test B 1z the test from which he 1s glven
applicants' scores, how can he tell vhat will be a useful cutting score?

This type of problem arises 1n institutional testing programs, such &s
are carried out by the College Board, in which the test items used on suc-
cessive forms of the tests must be contineally changed. The problem differs
from the one of providing detalled data on the performance of sub-populations
on & particular test 1n that here one has to deal with & new test given to a
nev (and potentially different) population.

A basic mechanism in determining or producing "equivalent" scores is
to have some overlapping items common to both of two forms to be equated,
so that both examinee populations have a common "core" of items. Dyer and
King (ref. 32, pp. 101-10%) give more detalls on this procedure as it is
carried out by the College Board, and Flanagan {ref. 43) also discusses &
number of ways of obtalning comparable or equivalent scores.

The potential user of a program will often find that his intended
population 1s not the same as the population used in evaluating the program.
He may specifically want to know up to vhat level of proficlency the program
will bring his learners and how long 1t will take them to complete the
program. The technique of equating test forms discussed above may suggest
a procedure for estimating the values of these two varlables. While & besic
mechanlism in test equating 1s to provide some overlap in the test items
given to the two examinee populations, & useful analog of this technique
in programming might be to obtain scores for the potential learner popu-
lation and for the population used in evaluating the program on the same
teats, namely, those tests which predict time to learn and posttest scores
in the latter population.

Can such tests be found? Carr has stated:

“One might hypothesize that effective instructionsal
devices might wipe out differences in achlevement
measures assoclated with intelligence or aptitude

test performance. The findings of & number of experi-
ments seem to support this hypothesis" (ref. 15, p. 561).

He goes on to cite the studies of Porter {(ref. 105), Irion and Briggs
(refs 75), and Ferster and Sapon (ref. 42).-:
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The evidence from the studles Carr cites 1s not too cleer-cut. In
Ferster and Sapon's study, for exemple, only six out of the 28 students
vho started the course, finished 1t. It may be that the aptitude test
which could not predlct the ordering of the achlevement test scores of
the six, could have predicted which students would drop out. Furthermore,
the studies of numerous other investigetors (e.g., refs 20, 59, 82, 99, 120)
have since shown that aptitude and pretest meesures could be used to predict
time to go through a program and/or achievement on a posttest. The cor-
relations reported heve generally ranged.between .30 and .50. Since the
potential user of & program may be interested in predicting group meens of
time to learn ami pustteat scores, such correlstions mey indeed be sdequate
for his purpose.

The success of tne proposed procedure will depend on the extent to
which the basic assumption of homogenelty of regression 1s met, thet 1s, the
extent to which an aptitude or pretest measure, which correlates with
achievement or time to go through the program in the evaluation group of
learners, shows the same correlation in the new group of learners in which
the potentiel program user 1s interested.
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Section 4. Some Selected Relationships Between
Testing and Programming

In this section we will deal with two topics which do not usually get
much attention in testing but which are quite important in programming:
the ordering of frames within a progrem and the assigning of different
learners to different sequences of material. We will explore the extent
to which testing considerations may prove useful for each of these topics.

Item (Frame) Ordering

In testing, the ordering of the items 1s considered only for "moti-
vational" purposes. In general, the test constructor tries to arrange the
items 1in ascending order of difficulty, that 18, from eagiest to hardest.¥*
If the reverse order is followed, a lower test score may regult (ref. 96).
While the test constructor may de concerned with how the items are ordered
and with the general difficulty level of the items .cound a given item
(ref. 67), these do not appear to be "cognitive" variables, that is, an
ascending order of difficulty may facilitate getting the harder items right,
but without giving any aids to answering specific items. This 1s because
the test constructor, in choosing items for the test, has followed the rule
that "if an item depends in any way upon the preceding one, neither must
reveal the angwer to the other" (ref. 7, p. 63).

In prograrming, however, 1t 1s commonly belleved that there should be
a’hierarchical relationship between each frame and the next: "At each step
the programmer must ask 'what behavior must the student have before he can
take this step?' A sequence of steps forms a progression from the in-
itially assumed knowledge up to the specified final repertolre. No step
should be encountered before the student has mastered everything needed to
take 1t" (ref. 125, p. 164).

There is little evidence available on this point. Gavurin and Donahue
(ref. S4) compared a "logical" with a random Sequence of frames, but it is
not clear in what way the "logical” secquence was "logical,” or how other
programmers can provide "logical" sequences for their subject matters. Roe
{ref. 113, p. 13) mentions the following anecdote concerning the effects of
order of fremes on learning:

"One student, who failed to read the instructions at the
beginning of the programmed textbook, read down the page
instead of from page to page with the result that the
sequence of items he saw were numbered: 1, %0, 79, 118,
157; 2, k1, 80, 119, 158; 3, k2, 81, 120, 159; and so on.
This student sbill managed to get & high score on the
criterion test.” -

b N

While the anecdote 1s certainly amusing, one wonders whether the learper would

*

The test constructor will, of course, arrange together those items which
depend on the same reading passage, diagram, etc., and also group together
those items which are in the same format.

k2. ,
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have recelved an even higher score on the criterion test i1f he had reed the
instructions. We certainly cannot conclude that the ordering of frames is
unimportant.

If vwe grant that the programmer should ask what behavior & student must
have before he can take each step, how can the Programmer answer this
question? In many cases the programmer can resort to a detalled task~
analysiz. If the programmer is attempting to teach "dividing fractions,"
he must obviously be concerned with the subordinate goal of "multiplying
fractions." If he 1s attempting to teach loung division, he must first be
concerned with teaching eddition, subtraction, and muldtiplication. In such
cases the learning of some skills must precede the learning of others he-~
cause the skills to be learned first are component parts of the skills to be
learned later.

In other cases, however, there may be no such part-whole relationships
among the subsklills, or, if there are some they may not be immediately
apparent. Suppose, for example, one ig learning to drive a car. Consider
the subskills of maneuvering in traffic and parking. Must one of these
skills be taught before the other, and, if so, which should be taught first?
We will examine whether testing can contribute toward the answering of' such
questions. But before we can proceed to explore this Posslibllity, it is
necesgsary to know something ahout & type of measuring instrument called a
Guttman scale.*

..---"'/

With many tests, when we are told only that & glven person gets T of
the 10 items correct,** we cannot say which of the T 1tems they were. Or,
if we are told that each of two people both got T items, we cannot say
whether they bhoth got the same T items right. If, however, the items in the
test form & perfect Guttman scale, then we could, when told how many items
a person got right, say Jjust which items they were.

What would such a test look like? We can diagram a generallzed scheme
of the possible different ways in which people could respond to the i1tems in
a Quttmen scale. For convenlence, let us consider a Guttman scale contalning
only I items. In the dlagrem pbelow we will let & "1" mean that the person
gets the items right and & "0" mean that the person gets the item wrong.

L 4

*

For more information on Guttman scaling, see Guttman (ref. 66),
Fdwards (ref. 34), Torgerson (ref. 133), Riley, Riley & Toby (ref. 112),
Green (ref. 61).

*%

The Guttman scale was developed im the field of attitude measurement
in which the terms "get an item right" and "get an item wrong" are replaced
by "endorse a statement” and "fall to endorse a statement."




v

Ttems

Responsé . Total Number
Patterns (1) (2) (3) (%) Right

A 1 1 1 1 b

B 1l 1 1 0 3

c 1l 1 o 0 2

D 1l 0 o 0 1

E 0 0 o 0 0

The items might conceivebly be:
(1) 3+7=1
(2) 8x6=1
(3) 1305
() 1041 ;26 =12

7

I}

If items (1), (2), (3) and (%) form a perfect Guttmen scale, then &
person answering these items must fell into one of the Response Patterns
A, B, C, D, or E. If he gets only one item right, it must be item (1);
if he gets two 1ltems right, they must be items (13 and (2); ete. In general
in a perfect Guttman scale one can reconsiruct perfectly from & person's
total score exactly which items were gotten right.

Now let us return to see how Guttman scaling may be related to a
decision a8 to whether either maneuvering in traffic or parking must precede
the other in & treining sequence. In most, if not ell, training situvations
the trainees do not start off with absolutely no background, with no partial
knowledge of whet is to be learned. We saw in the previous chapter that it
is the programmer's Job in aessessing the avalleble resources to find out
Just what relevant knowledge end abilities the trainees start with. Suppose,
then, that & person in charge of training people to drive eutomobileg tests
each of a large group of trainees on their initial ebility to maneuver in
traffic ~nd on their ebllity to park. Suppose further that each trainee is
scored pass or fail, 1 or O, on each of these abilities, and that each of
the trainees is found to fit into one of the Reaponse Patterns A, B, or C
gshown below.

Response Meneuver In B
Patterns Traffic Park

A 1l 1l

B 1l 0




We notice that some people can both maneuver in traffic and park
(Response Pattern A), some people can neither maneuver in traffice nor
park {Response Pattern C), and gome people can maneuver in traffic but
cannot park (Response Pattern B), but that no one can park without
belng able to maneuver 1in traffic. Ability to maneuver in traffic and
ability to park, therefore, form a two-item Guttman scale. What can the
rerson in charge of tralning validly conclude from this?

It may he quite tempting to conclude that in learning how to drive s
car, one must learn how to maneuver in traffic before one learns how to
park, but it 1s not legitimate to conclude this. The fact that "maneuvering
in traffic" and "parking" may form & Guttman scale might indeed reflect
something about the "inherent structure” of the learning-to-drive sibject
matter. On the other hand, 1t might merely reflect the prior learning
history of the tralnees, that i1s, 1t might reflect what has preceded what,
not vhat mugt precede what. It might be that driving instructors always
teach how to maneuver in traffic before they teach how to park, and that
people of type B are people who discontinued some prior training after
learning how to maneuver in traffic but before learning how to park. Or,
people of type B might be experlenced drivers who are used to dlagonal
parking, and the test may have called for parallel parking. If elther or
both of these explanations were.correct, it would not necessarily follow
that people of type C, who can neither maneuver in traffic nor park, must
be taught how to manenver in traffic before they are taught how to park,

Of what value, then, 1s information on whether certasin subskills form
& Guttman scale to the programmer? We have seen that he cannot use such
information to prescribe a necessary ordering of a set of tasks which form
& Guttman scale for trainees who initially possess none of these skills.
Such information ggg.be useful 1f tha programmer wants to arrange training
on varlous subskills into & glven sequence and then allow different tralnees
to enter this sequence at different points. If, for example, & programmer
finds that a set of subskills form & Guttmarn scale, he may sequence trailning
on these subskills according to how they are ordered on the scale. What a
trainee can initially do would be represented by a string of 1's followed by
a string of 0's, and he would begin training on the subskill represented by
the first Q. The potential economic edvantage of this procedure would he
that each trainee would not waste time 1n belng taught to do what he can
already do, while the ordering of training tasks into & single sequence would
greatly simplify administrative matters.¥

Whether such a procedure would actually pay off would depend on the
relative costs of (ls determining the scalability of subskills, (2) determi-
ning each tralnees! place on the scale, and (3) training time. It would
also depend, of course, on whether a get of subskills vhich scalg vere found.

*If, for example, six subskllls formed the scale, and & tralnee needed
instruction on only three of them, they would be the last three in the
training sequence. If the subskills did not form & Guttman scals, they
might be the first, fourth and sixth subskills., If the programmer rear.
ranged the training sequence so as to make these subskills consecutive for
this trainee, in doing so he may destroy the consecutlveness for another
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On this last point, Schultz and Siegal (ref. 118, p. 1%2) have recently
found that "Check lists for use in evaluating task performance in several
related naval Job specialties {ratings)...meet the...Guttman scalability
requirements.” In their work they did not test each person for various
subskills, but rather asked his supervisor whether he was "checked out"

on each skill. Research 1s needed to find out if actual performance tests,
rather than ratings, would yleld the same result; if not, the scalability
of the subskills may only be in the perception of the supervisors doing
the rating.

TLooking ahead to still later developments, we may find some situations
in which the subskills do not at first appear to form & Guttman scale, but
vhen the population of trailnees is subdivided into two or more subpopu~
lations, the subskills form different Guttman scales for each subporulation.

Suppose, for example, in one school system the "topics" in French
classes were taught in the order; listening, speaking, reeding, grammar,
writing, and French civilizstion, and in another school system they were
taught in the order; French civilization, grammar, reading, writing, listen-
ing, and speaking. If the programmer in charge of increasing the "kmowledge
of French" of students who come from these twe school systems (and who may
have ended formal instruction at different stages within each school) tests
them on the various subskills, the subskills would not appeer to form &
Guttman scale. He may therefore feel that in order to avoid teasching students
what they alreedy know, he would need to use many different sequences of
material. If, however, he analyzed the test data from students coming from
each school system separstely, he would find for each school system that the
subskills did form & Guttman scale. He could then use this information by
providing two different sequences of instructior2l material and permitting
students to enter the appropriate sequence &t the appropriate point.

In gpplying Guttman scaling to programming, what units of analysis should

the programmer use? It probebly would be more profiteble to lump together

a2 set of criterion frames which all deal with the same subskill, score each
trainee dichotomously "pass" or "fail" on the basis of his responses to the
set of frames, and see whether such subskills form a Guttmen scale than to
attemt to geale individual criterion frames. Using the subskill as the

unit of anelysis will reduce the data to a more managesble amount and in-
crease the reliebility of the measures used.

We started by discussing how testing might help in discovering what
training material must precede what other material, in the sense of being
necessary for the learner to benefit from the later material. We have
shifted our emphesis to the qQuestion of how testing might help in determining
what training material might best precede what other material, in the sense
of increasing the efficiency of learning.

If there are & set of distinct subskills to be taughi, and, by their
nature, each of them could precede each of the others, the direct approach
to determining the best way to sequence them* would be to try out all

*
One might object to the notion that there is & single best ordering
for all trainees. We will disregard this complication here.
Fd
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possible orderings of the subskills with comparable groups of learners.
With as few as six subskills, however, there are 720 possible orderings,
and Cagn€ and Dick (ref. 52) have isolated es many as 21 subskills in the
reletively limited major skill of solving simple linear equetions, It
appears, then, thet the direct approach to the optimal ordering of sub-
skills will not usually bhe feasible.

Jones (ref. 79) has worked on the use of simplex theory as a more
feasible epproach to the problem. Basicelly he postuletes thet the pattern
of intercorrelations among scores obteined on subskills can suggest how
training on these subskills should be seguenced. Jones cltes one instance
(pp. 90-91) in which he feels this epproach paid off. Rao (ref. 108,

p. 252), however, suggests that in such a procedure "...the particular
conclusions reached for the best seguence of such a training program may
well be drewn from actual experience with the problem at hand and not

from the loose theory offered." There appears to be a need for an explicit
statement of how the theory should be coordinated with observed events, as
well as g demonstration of its alleged utility in determining the optimal
sequencing of trailning on subskills. Specifically, there 1s a need for:

(1) Evidence in & wide veriety of treining situations thet simplicial
forms result from the particular ebilities needed for various subskills,
rether than from the order in which the subskills are teught when dete are
collected.

(2) Evidence in a wide veriety of treining situations that changes
in the ordering of subskill treining which are suggested by simplicial
analysis result in more efficient learning. In discussing the instance in
which & recommendation based upon simplex considerations was carried out and
in which eveluation showed “generally facilitative" effects, Jones (ref. 79,
P. 91) states:

"In this particular instance, therefore, simplicial apalysis
would have recommended the same course of action without
elther the expense or the delay of an experimental study.

If this result cen be generalized, even if only & little
bit, the uses of simplex theory in curricula development
are very reel indeed."

By "generalized, even 1f only a little bit" Jones seems to mean "generalized,
sometimes velidly and sometimes not."” Unfortunately, unless one can accu-
retely predict when recommendetions from e simplicial apmalysis will or will
pot be valid, such recommendations will remain of unknown usefulness.

Adaptive Progremming

In the previous section on item ordering we ga, that under certein
eircumstances Guttman scaling could be guite useful to the prograrmer.
These circumstances included the condition that different leerpers could
enter the treaining seguence at different polnts. The purpose of this was
to take advantage of the individual differences that initially exist among
the learners; they should not be teught whet they already know. In this
section we will explore other ways in which the programmer might take
adventage of individual differences among the learners, and see what testing
considerations might be relevent.
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In general, the programmer may try to capitalize on individual dif-
ferences amohg the learners by not presenting all leerners with the same
sequence of instructional material, but rather by giving different learmers
different sequences of material which he feels are especlally appropriate
for them. In order to do this he must somehow make distinctions among the
learners, elther before or during training, or both. We will refer to the
procedure of differentiating among the learners in order to essign them tq
different sequences of material as "adaptive programming." As ye shall see,
there has been some work done in the testing aree on "adaptive testing,”
that is, testing in which the examinees are prcvided with different sequences
of test items on the basis of thelr responses to prior test items. It 1is
not, however, hecause of this work that testing considerations are relevant
to adaptive programming. Rather, it 1is because in edeptive programming the
test programmer must make some measurement of the learners in order to
assign them to different sequences of instructional material. If measurement
is made, tben measurement (testing) considerations &pply.

Perheps the most importent testing considerations that apply to adaptive
progremming relate to validity. As we examine various types of adaptive
programming we will ask In each cese how the costs and benefits of using
adeptive programming compare with the costs and benefits of not using adap-
tive programming.

While the purpose of using adaptive programming rether than linear pro-
gramming {in which every learner gets the same sequence of materiel) is to
increase training efficlency, this purpose may not always be realized. We
have already seen that whether Guttman scaling information is useful will
depend on the relative costs of differentieting learners and of instructional
time. We must also be concerned with the validity of the test used to dif-
ferentiate Jearners. When the test lacks sufficient validity, we cannot
expect adeptive programming to pay off. Cronbach has seid "The person who
sttempts to differentiate 1ndividuals on inadequate dete introduces error
even when the inferences have validity greater then chance" (ref. 22, p. 181).

"Recognizing an optimum degree of differentiation makes 1t necessary to
re-examine &nd quelify statements commonly made In training teachers, to the
effect that every pupll has his oun pattern and the teacher must fit methods
to that pattern, not treat the pupll in terms of the statistical aversage.

.+ sthe teacher vho iz poorly informed regarding the unigue patterns of his
pupils should prohebly treat them by & stendard pattern of instruction, care-
fully fitted to the typical pupll. Modifying plaens drasticelly on the basis
of limited dlagnostic information may do herm" (ref. 22, p. 183).

While edaptive programming may have potential benefits, the programmer
must realize that Jjust as programmed instruction is not necessarily superior
to "conventional" instruction, edaptive programming is not necessarily
superior to linear programming. With this warning in mind, let us turn to
examine some types of adaptive programming.

Elgei-Treatment Placement

The first major type we will consider 18 that in which on the basis of
some pretest, learners are assigned to different but fixed se’ rances of
meterial. Following Cronbach and Gleser {ref. 23), we will cefer to this
type of adaptive programming &s fixed-ireatment placement. 1In fixed-treat-
ment plecement the programmer prepares different fixed sequences of msterial,
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and belleves he can ldentify "types" of learners who will learn most ef-
flclently with each of these sequences,

Under what circumstances would this type of adaptive programming pay
off? We can sey that 1t will ray off when the assigning of different learners
to different sequences of material results in more efficient learning than
would be obtelned by assigning all learners to the best single sequence of
material. Suppose, for example, the programmer wvents to classify all learners
as elther Type A or Type B, and then give all Type A learners Fixed Sequence
of Material I and all Type B learners Fixed Sequence of Materiael II. It may
help the reeder to think of Type A and Type B es high end low eptitude peopie,
and Sequences I and II as "large step” and "small step" programs respectively,
although the analysis given here will be more generally applicable,

In order to assess whether this adeptive programming npays off, the pro-
grammer would first identify who the Type A and Type B _.le are, then
expose randomly chosen subgroups of Type A and Type P . )le to Sequences I
and II. Suppose he found the type of interection - - 1s shown in Table 1,
that 15, an interaction in wvhich Type A people les . e efficlently with
Sequence I end Type B people learn more efficlentl -.th Sequence II. TIhen,
if the testing and edministrative costs were smailer than sevings he would
achleve, he wyould gilve Sequence I to Type A people end Seguence II to Type B
people vhen he put the program into operationsal use. On the other hand, he
might find no interaction, or an interaction such as 1s shown in Table 2, in
which both Type A and Type B people learn more efficlently with Sequence I,
In such & case, he would glve Sequence I to all people when he put the pro-
gram into operational use.

In this procedure for determining the payoff from fixed-treatment place-
ment, the proa ‘ammer must assign half of the learners to & treatment which
he thinks 1s less than optimal. ile must Xeep in mind that the primary purpose
of this apparently inefficient procedure is to find out how valid his test 1s
for fixed-treatment placement; 1t is not to train learners. The test con-
structor must also use an epparently inefficient procedure in validating e
ney selectlon test when he accepts all the applicants: his primary purpose
1s to validate the test; 1t is not to discriminate among the aprlicents.

Cen the programmer hope to find interactions cf the type shown in Table 17
Stolurow (ref. 127) has summarized much of the experimentel literature on
human learning end concludes “The studles have provided few specific inter-
action effects between learner variables end methods variables..."

In & recent study of "adeptive" training procedures Cline, Beals and
Sejdman (ref. 16) showed thet on the basis of eptituds test ctcores, treinees
in & mwilitery setting cowld be assigned to different treilning sequences aimed
et the same goel, with the result beilng & more etficlent operetion than 1if
all trainees had been put through the "stenderd" sequence.

In £n auto-instructional setting, however, Shey (ref. 120) found no inter-
action between three levels of student aptitude and three programe differing
in nunber of frames and "difficulty level." Shey himself poilnts to & number
of aspaects of his procedure yhich may have reduced his chances for finding
such en interaction. His measures of student eptitude were taken from al-
ready avelleble scores on the "...Kuhlmenn-Anderson, Detroit Primary, and
Public School Primary tests in ell but the few cases where recent Binet IQ's
vere avellsble "(pp. 37=38). He admits "...the possibility that the IQ's for
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Table 1

An Interaction ¥hich Is Useful
for Fixed-Treatment Placement®

T™YPE OF
FPERSON
A B
I 100 8o
SEQUENCE
II T0 90
Table 2

An Interaction Which Is Not Useful
for Fixed-Treatment Placement®

0 \ TYPE OF
PERSON

A B

1 | 100 | 90

SBQUENCE 7 | 8

aHigher numbers denote greater learning efficiency.
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the several tests used vere not commensurate and may have obscured any
real relationship that existed" (p. 59). Another consideration is that
because of machine defects, many students were given ambiguous knowledge
of results on at least one frame. Finally, as we savw in the last chapter
under the topic of pretesting and revision, some students confused the
nunerical labels. For these reasons¥, we should be reluctant to conclude
that one could not find the desired interaction using Shay's prograwms and
student populations,

Regardless of what Shay found and how one might choose to interpret
his finding, we must, of course, decide in each training situation separately
whether it is worthwhile to use & fixed-treatment placement procedure. We
may expect this type of programming to pay off when we have some insight
into a good choice of tests for differentiating among types of people and
among programs to use.

At present, programmers have chiefly, if not exclusively, concerned
themselves with measures of general aptitude as a basis for differentiating
learners for this type of adaptive programming. Stolurow (ref. 127, p. 59)
hes pointed out, however, that the "...available research on the relationships
between the learner’s ability end his gains in learning do not justify the
assumption that different programs have to be vwritten for high and low
ability groups."

Three general conclusions seem to emerge from the research relating
aptitude to learning: (1) Aptitude is positively related to learning;
(2) Aptitude is not related to learning; (3) Aptitude is negatively related
to learning. Among the possible sources of contradiction in this research
are the use of different intelligence measures, the use of different types of
learning scores (gain scores, final) achievement scores; time per unit scores,
units per time scores, number correct scores, etc.), different degrees of
experimental control over data collection (E paced; S paced; laboratory setting,
school settingL different aptitude measures, and different types of learning
tasks (verbal, psychomotor, etc. ). Even if the available evidence consistently
ghoved high positive correlations between aptitude and learning measures, this
should not lead the programmer to use measures of general aptitude for fix:d-
treatment plecement, since he is primarily interested in the differential
payoff from various treatments, rather then in predicting achievement within
one treatment. "General mental ability...is likely to be correlated with
success in mathematics no matter how the subject is taught. If the alter-
native teaching procedures are an ebstract deductive nethod and an applied
inductive method, the bright students should do better with either approach.
...0n the other hand, there may be other qualities of the individusl (say,
interest in ebstract problems, or liking for rigorous reasoning) which would
have guite different relations to the two treatments. A measure which pre-
dicted success under one treatment and not the other would be a much better
aid to placement than a measure which predicts both" (ref. 23, p. 68).

Stolurow (ref. 127, p. S1ff) provides a good discussion of the "quelities
of the individusl” suggested by the literature on human learning. A number
of rather recent studies suggests some additional gualities of this kind.

*
For a discussion of another, somewhat more technical reason, see
Shay (ref. 120, pp. 59-60). 56

-51




Allison (ref. 2) reports that "Messures of learning and measures of
aptitude and schievement, which heve generally been trested experimentally
es separate entities, have factors in common with each other." The seven
interpreteble learning factors he found were Verbal Conceptual Learning,
Spatial Conceptual Learning, Mechenical-Motor Lesrning, three Rote Learning
factors, and an "Early vs. late" learning factor. In some cases it may be
possible to elter & training situation which involves primarily mechanical-
metor learning so &s to involve spatial-conceptual learning. Then tralnees
with high mechanical-motor or spatial-conceptusl factor scores could be
essigned to the more appropriete version of the treining situation.

Bruner (ref. 13) reports thet subjects yho are provided with materiel
to learn which conteins their own preferred type of mediator (thematic,
generic, or part-whole) remember better then subjects who are not given
their preferred type of mediator.

Messick end Hills (ref. 98) have shown that there are characteristic
individual differences in the amount of information needed to make “inductive
leaps.” This may be importent for progrems which require the student to
induce rules. -

Jenkins (ref. 78) found thet subjects who glve common word associations
learn 1ists of high end medium built-in associetions fester than subjects
who glven uncommon assocletions, but they learn lists with low bullt-in
essoclations more slowly.

Finelly, we ghould note the recent work in testing on “moderstor"
variebles (e.g., refs. 46, 48, 117). In this work & preliminery test is
used to classify subjects into two or more groups. For each group the fur-
ther tests to be given cen be welghted in such & way so &s to provide maxi-
mum validity for thet group. Frederiksen end Gilbert (ref. 46), for example,
first clessified englneering astudents &s being elther high or low 1in interest
in sccounting. They found thet & measure of interest in engineering could
better predict grades for those who had & low interest in accounting than for
those who had & high interest in accounting. Further work in this ares
might suggest to the programmer what test variebles would be useful in fixed-
treatment placement.

Branching Programs

How we turn to the second major type of aedaptive programming, the branch-
- ing program. In this type of program the material presented to the learner

is always contingent upon his response to the previous training material.

The reader will recall thet in fixed-treetment plecement the learner is as-
signed just once to & fixed sequence of frames on the hasis of his respouses
on & pretest; in & brenching program, the leerner is periodically reassigned
during training on the basls of his responses during treining. These reas-
signments may occur &s frequently &s once per frame.

In the branching program a&s 1t hes been developed by Crowder, the burden
of instruction is placed upon reletively lengthy expository materisl). This
material is then followed by what 1z essentially & test 1tem, to determine
whether the leerner has grasped the point of the expository material and can
proceed, or has falled to gresp the polnt and must recelve some remediel
material. Following any necessery remedial material, the learner is returned
to the missed 1tem to ettempt 1t egein.

-52-
57




The branching program is sometimes spoken of as involving a "two-way
interaction between instructor and student,” a "communication process,” or
a "closed loop," as contrasted with an "open loop" Skinner-type linear
program. This languege is used t¢ stress the fact that in a branching pro-
gram not only does the learner get feedback (knowledge of results) from the
programmer, but the programmer, also gets feedback from the learner. Perhaps
this point is overenmhasizeqiﬂ,ln both a branching program and 8 linear
program the programmer gets feedback from the learner: in a Skinner-type
linear program the programmer uses the feedback during a tryout stage to
minimize errors during/training, while in & branching program the programmer
uses the feedbac ing training to determine what material the learner
should be eXposed to next.

In testing, some work has heen done on making the item given to the
examinee next depend on how he responds to the preceding item., Hutt (ref. Th)
studiel the effectiveness of a branching testing technique with the Stanford-
Binet. For an "Adaptive" group of Ss, failure on a given item meant that a
relatively easy item was given next, so that failure on successive items was
rare. Among poorly adjusted Ss, the adaptive group achieved higher scores
than & group administered the test mnder standard conditions.

Krathwohl and Huyser {ref. 89) and Bayroff, Thomas, and Anderson (ref.6)
have also developed branching tests. So far no generalizations that might
be useful to the programmer have emerged from this work in adaptive testing.

How can the programmer determine whether & branching program pays off?
Once again, the basic procedure is to compare the costs and benefits of
using & branching program with. the costs and benefits of using the best
available alternate procedure, which presumably will be a linear progranm.

Silvermsn et al, {ref. 121) have suggested & refinement of this procedure
in order to determine if any instructionsl effect which may bhe attributed to
branching is due to the diagnostic-remedial effect of branching or merely
to the extra material a group given & branching program gets, Branching had
no diagnostic-remedial effect in the particular program with which they
worked . :

In another study Coulson and Silberman (20) found no difference between
branching and nonbranching groups on a posttest dealing with the elementary
psychology subject matter of the progrem. Just as we cannot conclude from
Shay's work that fixed-tre&tment placement will never be useful, we cannot,
of course, assume from this finding that branching will never be useful.
Whether a branching program will be successful will obviously depend, among
other things, on the programmer's skill in drawing inferences from the
learner's wrong responses. In a Crowder-type branching progrem, the pro-
grammeyr attempts to infer why & particular error was made, so that the under-
lying misconception or faulty process can bhe cleared up. In this approach
the programmer assumes that the particular errors learners make convey some
information, that is, that different wrong responses reflect different proc-
esses in the learner. He further assumes that to some extent learners are
similar in the misconceptions they initislly hold or develop while going
through the program, and in the way in which their misconceptions manifest
themselves in errors.

Are these assumptions justified? We turn to the testing literature
for an answer. From his clinical experlence, Rapaport states that "...many
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of the intelligence test responses are highly conventionalized; and that a
subject knows who wac President of the United States hefore Roosevelt merely
adds to his genersal score. But where the response deviates from the con-
ventional, the deviation does not merely fall to add to his score; 1t must
also be consldered as a characteristic which may give us material toward the
understanding of the subject" (ref. 109, p. ko).

Davis and Fifer (ref. 29) found that the particular wrong responses
made by examinees did convey information; when scoring weights were developed
for the misleads in multiple-choice items, the predictive power of the test
was Increased. The programmer, of course, is not interested in measuring the
learner's aptitude from his errors but rather in inferring the processes -
vhich lead to his errors. Can the information conveyed by wrong responses be
used for this purpose?

Findley and Read (in ref, 9) showed that errors made in answering
arithmetic guestions may be classified in a way which shows differences in
mean total test score among the examinees making errors in different cate-
gories. Apparently, then, the errors made by different examinees on dif-
ferent gquestions can be categorized 1n a meaningful way. From the nature
of the categories (e.g., "interchanging the unknown with whatever lies on
the opposite side of the equation," "an error resulting from the confusion
of division with subtraction ") we may assume that they reflect different
processes 1n the examinees, .

Some other studies which also desl with arithmetic errors suggest that
the Inferences one can draw from individual errors may be rather limited.
Grossnickle (refs. 62, 63) found that in general students were not consistent
in the types of errors they made in division. In one of his studies only
four of the 21 types of errors nade were at all persistent.

Brueckner and Elwell (rof. 12) studied errors made in the multiplication
of fractions. They found that a student who made an error on one exumple
did not necessarily meke errors on similar examples, and, if he did, the
errors were often not of the same type. "The pupil should be given at least
three or four opportunities to solve examples of one type since single errors
may be largely chance or accidental” (p. 177).

In both the Grossnickle and the Brueckner and Elwell studles the experis
menters assumed that when a studert makes an error on one example and does
not make the same type of error on other examples which afford him the
opportunity to do so, the error made was a "chance" error. An alternate
explanation 1s that the experimenters were not classifying errors into "types"
in the most fruitful way and that some other classification schemes would
show that certain types of errors did occur consistently across samples of
behavior. In any event, Grossnickle and Brueckner and Elwell presented thelr
problems in formats which may have emphasized rapid, relatively "mechanical"
work. Under such circumstences what we may call "chance" errors may result.*
We should keep in mind, of cowrse, that the "chance"” error category is a
residual category for left-over errors which may in the future be better
clasgified 1In yet-to-be-developed error classification schemes.

*
This possibility was pointed out by Leighton Price in a personal
communication. -
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The analysis of dats 1n lsboratory studles of human learning hes
also sometimes involved the classification of errors {e.g., 50). Recently
Cook {ref. 18, p. 2) has developed & generalized scheme for classifying
errors which occur in palred-assoclate learning experiments. He makes &
basic distinction between & legitimate response (& response which is "...
any one of the...response terms 1n the experiment, whether this response
has been elicited by its proper stimxlus term or by some other"), an
extraneous response (any response other than & legitimate response), and
an omission (no response). He then further subdivides the legitimate and
extreneous response classes.

The scheme may not be as content-free as it appears. Cook assumes thet
the set of legltimate responses 1s part of & larger class of responses. He,
therefore, subdivides the extraneous responses into those which are and those
which are not members of this larger class. For example, if A, B, C, D, and
E constitute the set of legltimate responses, he would consider "§" to come
from the same larger class that the leglitimate responses 4, B, C, D, and E
come from, and he would consider "3" not to come from that class. But one
could concelve of the legitimate responses 4, B, C, D, and E as coming from
the class of the first 13 letters of the alphebet, rather than of the entire
alphsbet. In that case "Q" would not come from the same class as the legiti-
mate responses come from.

It seems that the experimenter must have some intuitive ides of the
larger class to which the legitimate responses "belong" in order to use Cook's
scheme. Presumsbly this intuitive idea would come from his knowledge of the
medigtionasl processes common to his learners.

As 1t now stands, Cook has found the scheme useful in reanalyzing the
data of Kopstein and Roshal (ref. 87) and of others. The scheme could be use-
ful to auto-instructional programmers 1f remedlal actiong were specified for
learners who make responses falling Iinto the various categories. Up to now,
adaptive programming in the learning of paired-assoclates has been limited to
the dropping of pairs from a list when the lemrner's responses indicated they
were mastered {e.g., ref. 11%).

In genersl, if different wrong responses do convey information concerning
the particular misconceptions held by the learner, how can the programmer use
this information to provide the learner with remedial meterisl? -The program-
mer's task is to determine what errors are commoniy made, and what misconcep-
tions or faulty thought processes they reflect. In some cases the programmer
may be sufficlently familiar with the subject matter and with the characteris-
tics of the learners for him to know what errors are commenly made and what
they reflect. In other cases he cen determive what errors are commonly made
by pretesting his frames in constructed-response format. He would then use
the commonly given wrong responses as alternatives in the multiple-cholce
format of the program. This procedure is sometimes useful to the test con-
structor (see Adkins and Toops, ref. 1) who selects as mltiple~-cholce alter-
natives ihose answers which not only are rather commoniy gilven but aiso which
tend to be glven by examinees with lower total test scores. Research 1s needed
to determine whether the mean aptitude or varlabllity of aptitude of those
learners choosing a particular multiple-cholce alternative 1is related to the
usefulness of providing remedial material for that alternative,

%  The programmer who has determined what the commonly given wrong responses
are must then find out what they reflect. Buswell and John (ref. 1%) found
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that they could get at the mental processes that children go through in
doing arithmetic problems by interviewing them and asking them to "think
aloud." Pressey and Campbell (ref. 107) report that interviews were useful
in getting at the reasons for spelling errors in the capitalization of words.
The programmer may also find interviews useful in finding out what wrong
responses reflect.

The programmer who has identified common errors, and gone on to determine
their source and to provide remedial material, has done the necessary pre-
liminary work in writing & branching progrem. He can now go on to the
writing, trying out, and revising of branching material.

Measuring Achievement in & Branching Program

The programmer might do well to make branching in his program contingent
upon the learner's responses to several fremes, rather than to & single frame.
This recommendation is in line with Brueckner and Elwell's previously cited
finding, and also Gilbert's suggestions (ref. 56). A further rationale for
this recommendation is that in most cases it is impossible to adeguately
semple & domain with & single test item. "An item with & validity coefficient
as high as 0.25 or 0.30 usually represents an outstendingly valid item"

(ref. 131, p. 2%5). Finally, Crowder {(ref. 26) has recently pointed out that
the relatively inexpensive scrambled book can be used even when the programmer
wants to make branching contingent upon the learner's responses to several
frames rather than to & single frame.

In some existing branching progrems (e.g., ref. 25), the learner is
given remedial information when he gives & wrong response to & frame and then
he is returned to the frame he missed. The frame is now called upon again
to serve as & one-item achievement test. Where initially this frame mey have
been inadequate for this purpose, it is now even more inadequate for this
purpose since the learner may be able to remember and reject the previously
made incorrect response. This would increase the likelihood that he will
choose the correct answer merely by guessing.

In eddition to using responses to several frames as & basis for branching,
the programmer may use "alternate forms" of the branching frames to help
regolve thig difficulty. After he receives remedisl information, the learner
should be presented with frames which cover the same concept as was covered
by the previous frames used for branching, put in which some specifics are
altered. Again if the programwer uses several alternate form frames he would
have & better basis for further branching.

Consider this example: After presenting & definition of “factors,"
Crowder (ref. 25, p. 1) asks, "Which of the sets of numbers below are the
factors of the number 1572

3 and & Page 19 "
3 and 5 Page 25 S
2 and 13 Page 31."

An alternate form criterion freme which reads as follows might be given
to the learner who has turned to page 19 or 31 end received remedisl material:
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Which of the sets of numbers below are the factors of the number 217

3 and 7 Page 6

5end 7 Page 9
T and 1k Page 10.

The programmer could also use the alternate form frame technique in
frame revision. If, following remedial information, the learners do not
choogse the correct answers on the alternate form frames substantially more
often than chance would allow, the programmer should check over his diagnosis
of the original error and the remedial information he has provided, since
revision 1s indicatad. )

Guessing

It has probably occurred to the reader that when the learner in a
branching progrem guesses, the potentlal advantages of a branching program
over a linear program are reduced. The recommendation to use responses to
several frames as & basis for branching will help minimize the effects of
guessing. A second way the programer might minimize these effects might
be to instruct the learners not to guess. Swineford and Miller (ref. 128)
studied the effects of such instructions in & vocabulary testing situation.
They found that 1lnstructing the subjects not to guess reduced but did not
completely eliminate guessing. They measured guessing by the nunmber of times
the subjects attempted to provide synonyms for nonsensge words.

Thelr technique of measuring guessing suggests a way to traln leerners
not to guess: Iearners could be glven nonsense frames for which &ll &lter-
natives lead to negative knowledge of results ("wrong"). These frames would
be interspersed with legltimate frames. The nonreinforcement of guessing on
the nonsense frames would be expected to decrease the future occurrence of
guessing. Successi™1l guessing on leglitimate frames would mean that guessing
on frames-in-general would be intermittently reinforced, but this intermittent
reinfcrcement 18 always present. The nonsense frames would serve to decrease
the percentage of times that guessing 18 reinforced.

The reduction of guessing through instruction or through training can
only be effective, of course, 1f the learner who realilzes he has no ldea of
the correct answer to & frame 1s glven the opportunity to say so. The pro-
grammer can provide this opportunity by using "I don't know” as & response
alternative. A "don't lmow" response may also provide useful information
during tryout and revision. If 1t tends to be chosen by learners of higher
aptitude, a subtle ambigulty may be present in the frames.

Up to noWw we have confined ourselves to consldering only the particular
errors made by learners as & basis for bianching. Now we will turn to a
theoretical formulation which wili lead us to conslder the uge of response
time as a basis for branching.

Response Time and Branching

Amgel (ref. %) has provided a theoretical framework for identifying
situations in which 1t may be quite deslrable to have errors committed during
training. When the learner starts out with & strong (superthreshold) correct
response tendency and & strong (superthreshold) incorrect response tendency,
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the programmer who merely elicits and rewards the correct response may not
produce s gufficiently great difference in strength between the correct and
incorrect response tendencies. Amsel hypothesi: 2s that in these situations
the programmer must also elicit (but not reward) the incorrect response in
order to be cértain that the incorrect response will not be given after
training is complete. It would seem that Amsel's analysis, if valid, would
apply more generally to a1l situations in which there is initially & super-
threshold incorrect response tendency, whether or not there is a8lso & super-
threshold correct response tendency.

How could a programmer detect these situations? In some cases, a super- -
threshold incorrect response tendency may obviously he present, e.g., in the
context of learning binary arithmetic, the tendency to respond "2" to the
frame "One plus one equals 7" 1In less obvious cases, the programmer
might détect such tendencies_3§ pretesting frames in & constructed response
format on & population comparable to the learner population, This procedure
might be useful in detecting tendencies which were common to many of the
learners. The programmer would then write into the program several frames’
designed to elicit and not reward the commonly givenm incorrect response.

The programmer could also deal with superthreshold incorrect response
tendencies which are idiosyncratic, but this would, of course, require a
branching program. It would also require & more flexible teaching device.
Specifically, the teaching device would have to be sensitive to the "response
latency," that is, the time interval between the presentation of the frame
* and the learner's response to it. Any response made with & latency shorter
than & given value could be considered to indicate & superthreshold tendency.
The teaching device might be set up to repeatedly expose the leasrner to any
item on which this occurs but to only repeat once &an item on which an in-
correct response with & longer latency was made, or on vwhich no response was
made.

There is some evidence which suggests that if the ahove procedure were
used, then the critical response latency should be set at different points
for different learners. Tate (ref. 130) gave arithmetic reasoning, number
series, sentence completion, and spatial relations test items at each of
three difficulty levels to & group of subjects. He found that each S had &
characteristic speed of response which was relatively independent of the
subject matter of the item, the dirficulty level of the item for the group,
and whether or not he got the item right. Research is needed to explore the
disgnostic value of response latency information in general and the useful-
ness of adjusting the critical latency to the individual.

Finally, in addition to branching on the basis of the perticular error
made and on the basis of time taken to make an error, there is the possibility
of branching &t the discretion of the learner. Silbverman et al. (ref. 121)
found that & branching program was not superior to & fixed {1linear) program
when the conditions for branching were prescribed by E, but & program in
which S hed the option of branching was superior to & fixed program. At the
moment there appeer to bhe no specific applications of testing considerations
to this type of branching.
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Section 5. Summary

This report is concerned with the implications of testing for auto-
instructional) programming.

In Section 1 we saw that tests were used for predicting behevior and
progrems were used for modifying behavior. We noted that in spite of this
difference in purposes, the steps one goes through in developing a test end
in developing & program were similar. We further noted two relationships
between testing and programming: (l) Pests are used in the evsluation of
programs; (2) Tests are used in edeptive progremming in which different
learners are assigned to different sequences of materisl, to differentiate
among the learrers-

In Section 2 we briefly went over the steps in the construction of a
progrem. These steps are Specifying Objectives, Determining the Resources
Availsble, Flanning and Developing Frames, Pretesting and Revision, Evalu-
ation, end Providing Information to Program Users.

Section 3 was organized around a more extensive discussion of the
steps in the construction of a test and some implications for programming
that emerge at each of these steps. In both testing and programming the
first step is the specification of objectives, and this ultimetely involves
e choice of operationally defined criteria. Verious considerations thet
the test constructor takes into account in choosing criterie are relevence,
poseible bias, and relisbility. The importance of these considerations for
the programmer was discussed. The point was made that the programmer was
apt to look for internel criterie, thet is, measures during training of how
well the learners were doing, end thet such criteria may be rather poor.
The necessity of combining criterie and the dollar criteria technigue for
doing so were both discussed.

The assessment of the availeble resources was then discussed, and we
saw how the significance of this step differed for the test constructor and
the programmer. Item writing suggestions were examined with the purpose of
seeing how they might apply to programming. We saw that specifying the
terms in which a constructed response is to be given, which way facilitate
scoring in testing, way be more crucial in programming since it may a"fect
whether the learner gets knowledge of results. It was supggested thet the
task of clessifying test items as to educational objective may be useful
in the selection and training of programmers. Some research necessary
before implementing this suggestion was pointed out.

We went on to consider the differences in selecting test items and
program frames and the greater importance in programming of further pre-
testing. Under evaluation, we saw & basic similaerity of approach: both
tests and programs are compared &s to costs and benefits with the best
availrble alternate procedure. In order to carry out this comparison,
many diverse elements need to be combined, and egain the dollar criterion
is ugeful. Finally, both the potential test user and the potential program
user need to know how well & test or program developed for use with one
population of people will work with e different population. The possible
use of a procedure analogous to test equating, for estimating how useful
programs will be for different populations, was discussed.




Section & was concerned with two programming problems which do not
usually occur in testing, but for which testing considerations are relevant,

The first problem concerns the optimal ordering of the instructionsa.
material, It was polnted out that Guttman scaling may be useful If the
programmer wants to start different learners at different polnts, in order
to capitalize on initial differences in thelr capabilities, and at the same
time keep the same seqQuence of instruction, Simplex theory may also prove
useful in the ordering of instructional meterials but at present 1t needs
further' development,

The Second problem was that of adaptive programming, the providing of
different learners with different sequences of material. One type of
adaptive programming 1s what the test constructor would call fixed-treatment
selection. Testing considerations may be used in its evaluation. Possible
variables which might prove useful in assigning learners to different
sequences of material in fixed-treatment placement were pointed out,

Another type of adaptive programming is branching, making the learner's
sequence of material depend on his responses during training. The tryout of
frames in the completion format may provide the programmer with information
as to what errors are commonly made; these can then be used as alternatives
for the multiple cholce format of the branching program, Interviews may be
helpful in finding out what misconceptlions or faultly processes are reflected
by these errors., Alternate form criterion items mey be useful in testing
the effectiveness of remedlal sequences both during revision and during
operational use of the branching program. Making branching contingent upon
responses to several fremes may increase its effectiveness, Response laten-
¢y may have dlagnostic value in & branching program; some research possibil-
ities based upon Amsel's theoretical views were pointed out,
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