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PREFACE

rfIIE Behavioral Research Council is a private
nonprofit researa and educational institution
designed to promote and to carry on research into

the problems of men in society. Its aim is to suprIt.ment
rather than duplicate the work of existing agencies.

A canvass of current agencies shoved that such
supplementing seems most needed on !cog-term and
large-scale social research that requires and would develop
the most useful interdiscipliniwy methods and the most
talented researchers to direct such inquiry. The BRC
therefore seeks to supplement the present agencies: (I)
through gathoing funds arid resources on a massive scale
eventually, however modest at the start; (2) through
thorough research training of talented youth who would
he well_ supported for midi complex inquiry; (3) through
far-reacting research projects commensurate with man's
wajor problems, carried through to publication of
scientifically warranted information on the probable costs
aid consequences of alternative courses of action. 'Ole
ery remoteness of these goals makes it the more urgent

that sorne supplementing agency begin work along these
lines prorriptly-

The authors of de first edition of .4 Current Appraisal
of the Behavioral Sciences undertook the ex tensive
investigations and writing involved. Their first drafts were
subsequently reviewed in detail by the Behavioral
Research CouncilAfter the manuscript was thus
processed the various sections of it were scnt to leading
scientists in all fields covered. These individuals, who are
listed separately as consultants, were given research grants
to cover their time-consuming work involved ;11 reviewing
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the various sections. In the preparation of the revised
edition, additional consultants criticized the chapters as
they appeared in the first edition.

The following individuals served as consultants for
either the first or the revised editior,: C. Lester Anderson,
l'ehoshua Bar-Hillel, J. L2onard Bates, Samuel H. Beer,
Frederick K. Beutel, Robert Bientedt, Hadley Cantril,
John B. Carroll, Joseph B. Casagrande, Alphonse
Chapanis, F. Stuart Chapin, C. West Churchman, jere W.
Clark, Henry V. Cobb, William K. Estes, Robert E. L.
Faris, Ralph W. Gerard, John P. Galin, Bertram Gross,
George C. Hornansrohn Kirk, Samuel Krislov, Bert
James Loewenberg, David G. Mandclbaum, Robert
Meade, Delbert C. Mille:, Richard K. Morris, George P.
Murdock, George II. Nadel, Martin Ncurneyer, Henry
Ladd Smith, Walter E. Spahr, George A. Theodorson,
Richard T. Vann, and John E. W einrich.

The Council is grateful for the work of the consultants
and acknowledges its indebtedne. to them. However, the
consultants are not responsible for the final wording of
the reports and should not be under-stood as necessarily
agreeing with the views expressed in them.

BEHAVIORAL RESEARCH COUNCIL

Alfred de Grazia
Stuart C. Dodd

Rollo Handy
E. C. Harwood
7aul W. Kurtz
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INT D CT 10 N

MODERN SCIENTIFIC INQUIRY

Y the mid-Twenticth Century the inquiries of
nto problem situations had achieved emit]

succem to encourage hope for rapid progress.
new xelopments are perhaps the most important
"breakthrough" ia the long history of man's evoiutionary
progression. When the significant features are generally
understood and applied, inquirers into the problems 01
men in society may become as .-uccesdul in developing
warranted assertions aS the phys:eal ncientists and the
physiological scientists have by n M recent centuries.

A highly important aspect of the new developments in
inquiry' is reorientation to a different goal. Apparently,
from die beginning of men's inquiries into problem
situations, the accepted objective was TRU Eli or absolute
certainty. By the time written records were kept, that
goal was unquestioned. Moreover, the quest for certainty
was the accepted goal even of the relatively modern
scientists during recent centuries. The different goal now
accepted by those who have pioneered in the latest
advances in inquiry is simply a description of what
happens ionler specifnni circumstances.

Ascertaining what happens is part of the scientific
inquirer's job, hut his task is not completed until he has
rovided a scientifically useful dtscription of his findM
Scientifically useful" dnnignates a description that can

used by others as well as the inquirer concerned for
rechecking the inquiry, or for further inquiry, or for
modifying either extern& evnnts or Mtcmal adjustive
behavior.

The objective of scientific inquiry here suggested does
not include achievement of "knowledge" in any absolute
or final form. The repons of scientific inquiry are
invariably provisional, always subject to revision if and
when better means of observation and mcasioement or
other iniprovernents in procedures of inquiry make
possible more useful descrip&ms of what happens under
specified circumstances.

A second important characteristic of the suggested
procedures of inquiry is tl t they are self-corrective; that
is, included among them are the procedures for correcting
them. Men have used various methods of inquiry
including those of common sense, of revealed religion, of
secular revelations, of seeking the aid of spooks and
fairies, of consulting the oracles, of Aristotelian logic, of
the philosophers' quest for certainty, and of Newtonian
mechanics, to name a few. By one or more of these or
other means men have claimed to find certainty, and have
earnestly offered verbiage tu einbalm their findings in a
copper-riveted. indestructible, and forever established
form, never to require amendment, updating, or recon-
sideration.

Some men have been so sure that the methods of
inquiry satisfactory to them had yielded absolute
certainty that they have tied km tics among their fellow
men to stakes and burned them; and, although these ae
glaring examples, they may well be among the less
harmful actions, all things considered, that men have, done
while laboring under the delusion that the methods of
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inquiry satisfactory to them have yielded ultimate truth.
The rroeedures of inquiry suggested herein are radicariy

different and apparently are the only ones that provid.:
for continuing devdopment including revision aS may be
advisi;!ile for themselves as methods as well aS fur the
findings of Inquiry.

Traditional Inquiry
The record of man's inquiries into problem situations

extends back only a few thousand yinra. Of course, such
inquiries had i:cen eveloring for uncounted centmies
since the beginning of man s existence; bnt the details of
earlier inquiries we can only infer rrom the Lilt:facts liat
have been discovered. By the time: written records were
eunsistaitty kept in a form available for future
generations, the early Creek philosophers had devel,tiped
their ideas L...s to the proper objective of inquhy.

To those catty philosophers, the situation seen-id clear.
The natural things they encountered were always
changing, stnuctirnes dowly, sometimes rapidly. Ob-
viously, the early philosophers coneluded, knowledge of
what always is in the process of becoming something
different cannot he eternal, absolute, aid certain. Real
knowledge, they assumed, must he about Being, an
imagined realm, eternal and unchanging, that men can
seek to know with absolute certainty.

In short, the early Greek philosophers accepted as the
proper objective of serious inquiry what Dewey 30mtle tw o
thousand years later referred to as the 'quest for
eertainty." That certainty was attainable, that absolute
TRUTH could be found, seemed to be assured by the then
new development of mathematics with its apparently
errorIrec modes of proeeeding fro'm the supposedly
known to the formerly unknown. What followed has been
well described by Dr. Joseph Ratner*

'Now the Greek theory of eternal and immutable
Being and its antiphonal spectator theory of mind entered
into the bloodstream of modern thoned at its very
inception. They onered not only by way of philosophy
and religion, in which fields they had luxuriantly
flourished under the fervid care of medieval logicians and
theologians; more importanthi, they entered by way of
sciencemore importantly because totally unsuspected
and unacknowledged there.

* * *
"The founders of modern science made a great show

of being pure and uncontaminated philosophically. With
one accord they attacked philosophy which meant, for
them, niedievalized Aristotelian logic and its stain
progeny.... In their march against the powers
darkness they were guided by the lamp of Euclid which

5introduebon to John Dewey's Philosophy," in Joseph Ratner,
ed.., Intelligence in tile Modern World, New York, Modern Libra
1939. Haloes introd, Olen is reprinted in Rollo Handy and E.
Harwood, Useful Procedures of Inquiry, Great Harlington,
Behavioral Research Council, 1973; the quotations are from pages
20, 29, 33, 40, 41, 42, and 71 of that plinting.
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they held aloft. But, alas,
Aristotle's logic both involve
tions; they both rest on the
lions of knowledge, nature,
results of the Sallie type of
scien ti rub method.

Euclid's mathematics :Ind
the sant(' basic preslipposi-
same fundamental voneep-
and mind: they are both
metaphysical iii iii king and

* *
-The father; of modern science, in addition to

reclaiming mathenuttics and gaining unrestricted rights to
observe nature...also introduced, it M true, a new and
non-Greek method of experimentation. This methodolog-
ical novelty was destined to become all-important in the
progress of scientific knowledge and the development of
scientific ideas but, at the time of its introduction, it had
only a supplementary intellectual value.... Fven in
Newton's work, the most sel f-conscionsly 'ex pe rimenta
of all, the supreme right-of-way was given to mathematics
and not to experimental findiwis whn meever the two cae
in conflict and blocked each otrier's path. In other words,
the supreme right-of-way in the foundations of modern
sience was given to Greek ideas of method and science.

* * * *
What is the common, ultimate destination of

modern science and philosophy? ...to say it is the eternal
and immutable Reality leads us straight home, into the
theoretical heart of modern science and philosophyand
hack to the bosom of the Greeks.

"The first success of science in its quest for certainty
was wonderfully great, so wonderful that nearly three
hundred years elapsed before science matured sufficiently
to have serious doubts of its own as to whether or not it
had exclusively and permanently captured eternal and
immutable Reality first crack out of the box. It must,
however, be said anmediately on behalf of most scientists
today that they have not allowed themselves to become
too discouraged by these doubts. Recent revelations have
set them back somewhat and shaken their early
confidence, but most of them still hope to succeed in
finally and exclusively cornering Reality in the nex t try,
or in the try after that, and they steadfastly aim that
way.

"...Science discovered the eternal and immutable
Reality in material masses and motion and the laws
governing masses in motion. It was not, of course, just
the fact that they were material masses and physical
motion that assured scientists they had found what they
were looking for. It was the eternal, indestructible nature
of the constituent particles of the masses, and the eternal,
unchangeable nature of the laws of motion that proved to
them, with the inerrant simplicity and unshakable
certainty of mathematics, that their conviction of success
was true and not the fanciful product of their dream.

"Now philosophers, like common men, have eyes
a_nd the eyes see colorsbut colors, said the new science,
are not ultimately real; philosophers have cars and ears
hear soundsbut sounds, said the new science, ale not ul-
timately real; philosophers have noses and noses smell
smellsbut smells, said the new science, are not ultimately
real; philosophers have hands and hands feel surfaces, tem-
peratures, and textures, rough and anooth, hot and cold,
wet and dry, soft and hardbut soft and hot, wet and dry,
cold and smooth and rough, said the new science, are not
ultimately real; .... The only genuinely, ultimately real
things are the atoms and their qualities of shape, size, hard-
ness, motion, number, mass, inertia.*

*The list o
to scientist.

rimary' or ultimately real qualities varies from scientist
e list above is a Galilean-Newtonian mixture.

8

"The Greek doctrine that scientific knowledge is
knowledge of eternal and imnintable Reality consistently
functioned to make it inconceivable for the Greeks that the
world of change could he scientifically studied and
known. They wrote out their own prescription for
seience, and their scientific activities were conducted
aecordance with the dirwtions they themselves prescribed.
Ccinscquently, though their science Was restricted in
fundamental character, and by our standards was hardly
science at all,i they did not get into the niuddle of
contradictions, confusions and absurdities which has
mired modern thought.

"Modern scientists, however, began by tak ing
precisely the world of change as their subject for
scientific study, and to help them on their way, they
introduced the method of experimentation whieh is no
less and no other than a method whereby the natural
changes g-,i.nng on can he further increased and compli-
cated in manifold ways by changes deliberately made.
From the Greek point of view (and in this case, nal
excepting any Greek), this is confounding confusion,
science gone insane. But as events have fully demon-
strated, it is science really come to its senses, and
intelligence come into its own.

* * * *
"'The work of Galileo was not a development, but a

revolution.'" Like all revolutions it started something
which led to further developments. llri e it is true to
say, as does Russell, that Galileo's few tads sufficed to
destroy the whole vast F'ISteril of Aristotelian knowl-
edge... the new method of scientific inquiry has
succeeded in finally destroying Aristotelianism in the
technical fields of the most important natural sciences;
but Aristotdianism (including the Platonism it both
supports and is supported by) is very much alive and
kicking in our current culture generally and in our social
'sciences,' philosophies and logics in particular.

"Why is it that in the technical fields of science, the
revolution in method initiated by Galileo has already been
substantially completed, hos, in our time, carried throu
its last fundamental reform, whereas in other fields. - .tIe
revolution is just about now seriously getting under way?
The easy answer is to invoke a distinction between
'natural' sciences and 'social' sciences. . The 'distinction'
simply repeats, as an explanation, the fact to be
explained. It is the 'logic of explanation' of ancient and
medieval vintage working over their time: opium puts to
sleep because of its dorrnative power;

"The backwardness of philosophy, logic and all
social inquiries does not explain the forwardness of the
natural sciences. It simply exposes and emphasizes the
need for an explanation.. ..

* * *
"When a 'distinction' in subject-matter between the

'natural' (physical) and 'social' (mental) is used as ground
for explaining the differences between the 'natural'
( hysical) and 'social' (mental) sciences, the 'distinction,'

it does not start out as a variant term for `separation,'
forced to grow into an assertion of an abysmal

separation in order to maintain itself. And when the

tEinstein and Whitehead for instance, agree with Dewey
(independently, of course) that Greek science was hardly science
as we understand it now. Einstein (as far as I know) is more
sweeping than Whitehead, who at least excepts Aristotle (the
biologist) and Archimedes and an unnuned number of astrono-
mers from his statement that the work of the Greeks 'was
excellent; ii was genius_ ..But it W38 not science a c we understand
it: (Science and the Modern World, p. 10).
**John Dewey, The Quest for Certainty, p. 94.
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so-called natural sciences are separated from thc social,
are taken out of their context ill human history, and out
of relation to human activity, then an adequate and
satisfactory explanation of the natural sciences themselves
becomes impossible.

*
"That corrections, to be ierrlifie (or what is the

same thing, to be worthy of intelligent acceptance), must
be made by methods developed by inquiry, and in
response to needs of lest growing out of inquiry, is also
best seen when science is placed in the social context and
when contrasted, for instance, with the 'method of
cometing' science initiat!d and enforced by politkal
demands!". 'Nazi science' toil something new; it is the
revival of something alas, very old. It is as old as
religion, ...The Church also coerced scientists into
keeping quiet, and sometimes even succeeded in getting
them to reeant, witness, for exampk, the case of Galileo
But no scientist (or any person of intelligence) accepts
Galiieo's recantation LIS Seien en. That's the difference.

* * *
long as man was unable by means of the arts

of praitT to direct the course of events, it was natural
tor him to seek an emotional substitute; in the almenee of
actual certainty in the midst of a precarious and
hazardous world, men cultivated all sorts of things that
would give them the feeling of certainty. And it is
possible that, when not carried to an illusory point, the
cultivation of the feeling gave man courage and
cxmiidence and enaoled him to carry the burdens of life
more successfully. But one could hardly seriously contend
that this fact, if it be such, is one upon which to found a
reasoned philosophy.'t

"Philosophic reasonings, like all reasonings, generate
fedings of certainty. And no individual philosopher can
orer escape from having these feelings engendered in him.
A philosopher is at least as human as a scientist and
usually he is more so. .

* * *
For the purposes of this summary, cuiougii has been

said about the "quest for certainty." That "truth" or
"reality" or "ultimate certainty" still is the objeetive of
much purportedly scientific inquiry is clear. Even
Einstein, much of whose life work consisted of
dethroning Newton's ultimate and irrefutable "certain-
ties," in the later years of his life devoted much time and
effort to finding an ultimat,1 "truth" more "real" and
"certain" then anything he had discovered. ApparentlY,
his emotional attachment to the long-accepted goal of
inquiry had strengthened habits of thinking not readily
changed,

The Objective of Scientific Inquiry

Now if an inquirer into problem situations is to discard
the quest for certainty what is be to substitute for that
*Heisenberg. in a lecture delivered in 1934 in Berlin, said that
iMicheLson's experiments and Einstein's theory of relaiivity
'belonged to the absolutely certim bases of physics,' A Dr
Rosskothen (a high school teacher) heard the lecture and wrote in
complaint to Reich Director Dr. Alfred Rosenberg, ComtMssioner
appointed by the Fiihrer to supervise the Philosophical Instruction
of the National Socialist (Nazi) Movement: 'should sneh a man
[Ileenbergl occupy a chair at a German university? In my
opinion, he should be given the opportunity to make a thorough
stud, of the theones of the Jews of the Einstein and Michelson
type, and no doulat a concentration c&rop would be an
appropriate spot Also a charge of treason against people and rare
would not be out of place.' . . . .
tDewcy, The Quent for Certainty, p. 33: italics in original.

objective? Progress in inquiry perhaps is imaginable
without a goal in view, hut in the absence of an objective
how would one know whether or not progress had been
achieved, and how would one know when a particular
research task had been completed?

A. suggestion is that the objective or goal of scientific
inquiry is a desenption of what happens under specified
circumstances. Ascertaining what happens is part of the
scientific inquirer's job, but his task is not completed
until he has provided a scientifically useful description of
his findings. "Scientifically useful" as here applied is a
name or short-hand designation for a description that can
he used by others as well as the inquirer concerned for
rechecking the inquiry, or as a basis for further inquiry,
or as a means of modifying either external events or
interaal adjustive behavior, or for any combination of
such purposes.

The objective of scientific inquiry here suggested does
not include achievement of "knowledge" in any absolute
or final form, does not purport to establish "eerminty,"
and does not offer its findings as unalterable indestruct-
ible Truth (whatever that may he). The goal is assertions
warranted by the procedura; of inquiry but not alleged to
be fixed and immutable. The reports of scientific inquiry
arc invariably provisional, always subject to revisioo if and
when better means of observation and measurement or
other improvements in procedures of inquiry make
possible more useful descriptions of what happens under
specified circurns tan ces.

Useful Procedures

We begin our description of useful procedures of
inquiry by noting the vast universe of the world, sun,
stars, and all that we can see, smell, taste, hear, and feel.
We wish to discuss the sum trad of such things without
repeatedly having to describe them in detail. For that
purpose we need a short name, and we select "cosmos."
This name is applied to the universe as a whok system
includaig the speaking-naming thing who uses the name.

Next we differentiate (ur note differences) among the
vast number of things in the cosmos and select for
naming the living things; for these we choose the name
"organism." Note that selecting for naming does not
imply detaching the physical thing from the cosmos.
Everything named remains a part of cosmos with
innumerable relations to other parts.

Among the organisms, we further differentiate and
select for naming ourselves, our ancestors, and our
progeny; these we name "man."

Vie then observe the transactions of man with the
remainder of cosmos and note the transactions named
"eating," "breathing," etc. Among the numerous transac-
tions, we differentiate further arid select for naming those
transactions typical of man but rarely characteristic of
other organisms.

Sign Process

Human behavior involves some transactions wherein
something is regarded as standing for or referring to
something else. This process we name "sign behavior," or
simply "sign." Note that "sign" is not the name of the
thing that is regarded as standing for something else;
"sign" is the name of the transaction as a whole (i.e. the
short narne for "sign process"). -501 or sign proces.s is the
type of organism-environmental transaction that distin-
guishes a behavioral from a physiological process, from a
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transaction such as iating. digesting,
Sign process has evolved through the [lowing

still-existing stages:
. The signaling or perceptive-rnanipnlatio r1ago of

sign in transactions mull as beckoning, whistling, etc.
h. The naming stage used generally in speaking and

c. Thu svmholing stage as used in mathematics.
regions remain Li, be explored and characterized

tentative!) named).
Fin-using onr attention iinw on the naming stage of

sigii process, we clunise name it "designating."
Designating always is behavior, an organism-environmental
transaction typical primarily of man in cosmos. Desig-
nating inelndes:

'the earliest stage of desiguating or naming in
the evolutionary scale, which we shall name cueing."
Curing, as primitiv naming, is so dose to the situation of
its origin that at times it is not readily differentiated from
signaling. Face-to-face perceptive situations are character-
istic of cueing. It may include cry, expletive, or other
single-wurd sentenees; and in fully developed lanpage ii
may appear as an interjection, eAclaina Lion, abbreviated
utterance, or other casually practical communicative
(onvenience.

2. A more advanced ty.pe of 1 l'signalnti g or
inmting, in the evolutionary scale, which we shall name
"characterizing." This name is applied to the everyday use
of words, usage reasonably adequate for many practical
purposes of life.

3. The, at present, farthest advanced type of
designating, which we shall name "specifying." This name
applies to the 114.0ily developed naming behavior found in
modem scientific-inquiry.

For the purpose of economizMg words in discourse, we
need a general name for the aspects and phases of cosmos
differentiated and named. For this general name we
choose "fact. Fact is the name for aspects and phases of
cosmos in the course of being differentiated and nrmed
by man (he himself being mnong its aspects) in
descriptions sufficiently developed to include definite
time and space aspects. Fact includes all namings-named
durationally and extensionally spread; it is not limited to
what is differentiated and named by any one man at arly
moment or in his lifetime.

Frequently, we have need to discuss a limited range of
fact where our attention is focused for the time being.
For this we choose the name "situation." This is the
blanket name for those facts localized in tirne and space
for our immediate attention.

Within a situation we frequently have occasion to refer
to durational changes among facts. For these we choose
the name "events."

Finally, in discussing events we frequently have
occasion to refer to aspects of the situation involved that
arc least vague or more firmly determined and more
accuratdy specified. For those we choose the name
"object." Object is differentiated from event in that it Ls
subject matter of inquiry that is relatively stable, at least
for the time being.

All the subject matter; of scientific inquiry are aspeits
and phases of cosmos, all are natural in that modern
scientific inquiren do not purport to provide warranted

rtions (useful descriptions) about the allegedly super-
natural. Nor do modern scientific inquirers assert that
nothing ever will be fonnd beyond tbe scope of present
means of obsening by sight, smell, feeling, hearing, taste,
and such extensions of sense perception as telescopes,
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microscope., and other instruments at present provide.
Various subject ;natters of inquiry may be classified

into groups froin time to time in accordance with the
various techniques of inquiry that may bc applicable.
Major classifications now widely recognized are the
physical, the physiological, and the behavioral. None of
these fields of inquiry is subject to the domination of one
over another, yet in each an inquirer may make use of some
findings in another, and all remain :it the general system of
cosmos becoming known by means of man's knowing be-
havior.

Within much of the realm of knowing behavior wherever
sign process is involved, knowing is naming. Naming is ap-
plication of verbal or other signs to things differentiated in
msmos. Things are differentiated by observing, hearing,
touching, or otlwrwise noticing that this differs from that
in sonic aspect or phase. Differences arc ascertained by
comparison, one thing with another, one aspect with
another, etc.

Durationally and cx tensionally observable events are suf-
ficient for inquiry. Nothing more real than the observable is
established by using the word "real" or by attempting to
peer behind or beyond the observable for something to
which its name can be applied. Abandoned is the notion
that "reals" exist as matter, or that "minds" exist as mani-
festations of organically specialized "reals," or that the
"certainty" of matter somehow survives all the "uncertain-
tics" of increasing knowledge about it. Finally, nothing LS
accepted or assumed in modern scientific inquiry that is
alleged to be inherently nonobservable or as requiring some
type of supernatural observation.

One of the most significant characteristics of the sug-
gested methods of inquiry is that they include procedures
for correcting and revising both the findings of inquiry and
the methods used. The inquirer begins with what seem to
be the pertinent facts in a problem situation, and he

pts to develop a description of what is happening that
is adequate for solving the problem. When advance towad
solution is blocked, conjectures are imagined by the in-
quirer about possible connections among the facts. The
conjectures that emerge from observation of facts are
merged with observation of new facts (including improved
dcsmiption of the earlier facts). When advance again is
blocked, new or improved conjectures emerge that m turn
are merged with further observations; the entire process
may be repeated many times in succession. In the course of
inquiry, the initial problem situation may be reformulated,
what seemed to be hard facts may turn out to be mistaken,
facts that apparently were pertinent may become irrelevant
and vice-versa, and the initially most plausible conjectures
may have to he abandoned. The outcome, when inquiry is
successful, is a warranted assertion; i.e., a useful description
of what happens under specified circumstances. But even
die best available warranted assertion is not "certain" or an
embodiment of "truth"; later inquiry may lead to its modi-
fication or abandonment.

SUMMARY DESCRIPTION OF PROCEDURES
FOUND USEFUL

A suminary description of the procedures of scientific
inquiry that we find have been useful in many instances may
be helpful to readers. A primary purpose of this discus.sion is
to comment on the technical names "conjecture," "hypoth-
esis," and "theory." The latter two terms in particular are
used in so many different ways in the current literature on
scientific method that clarification is a first essential to useful
discussion.



INTRODUCTION

I. The objective of scflitifie inquiry is to provide
useful descriptions itt wh at h options u rider s1,i'eifieii
(ire oinstances.

2. The adjective "rt-eful" designates those descriptions
that are adequate for such purposes as von finnation of
the conclusions by duplicating dm procedures insofar as
may be practicable, or those descriptions of what happens
that can be used to predict what probably will happen, or
those descriptions of what happens that facilitate
modification of future developments either by changes
effected ex ternal to the human beings involved or by
adjustive behavior or; their part, or by various combina-
tions of these uses.

3. An inquirer proceeds toward his goal of achieviug
useful description in a series of steps that may be
dcscribed as folk ovs :

a. FirSt Li a wat-er problem situation, of
happenings for which a us Is: tio n is not a,-ailable
or is som chow in adeq tla te.

Next is the attempt to ascertain dic facts in the
case, but the facts in the case, including the relationships
among various facts, usually are not at first readily
aPparent.

c. Difficulties arise; i.e., development of adequate
description of what is happening or has happened is
blocked in one way or ;mother, perhaps by the lack of
sufficiently delicate instruments with which to observe
and measure, perhaps by ignorance about some facts or
aspects of facts pertinent to the investigation, or for any
num 1,cr of reasons,

d. Although temporarily blocked in the further
development of adequate description, the inquirer does
not abandon his inquiry. in imagination he develops
notions or conjectures about the possible facts or
relationships among far Is that may be involved. Usually,
many different conjectures ean be developed, and the
inquirer's immediate problem then is selection among

them in order that iuquily may proceed. Aspects of the
various conjectures suggest or point toward facts possibly not
previously recognized as pertinent or in any event not yet
adequately investigated. The inquirer proceeds to test one
conk cture after another by returning to the facts to the ease,
perhaps discarding some faets at first thought pertinent,
perhaps ascertaining new facts by experimental procedures or
by further investigation in other ways. Eventually, ade-
quately developed description Li achieved so that the inquirer
proceeds to the next point in his inquiry where again his
progress temporarily is blocked.

e. Again the inquirer imagines what may have hap-
wiled and new conjectures are formulated (possibly with the
nip of mathematical formulas) until a return to the again

possibly revised facts or newly ascertained facts is possible in
order once more to select the apparently most useful among
alternative conjectures in order to proceed with the inquiry.

f. Ultimately, if the inquirer is successful, useful de-
scription of what happens (or what happened) under
specified circumstances is achieved.

The foregoing is not an attempt to prscribe how
scientific inquiry should be conducted. As we said earlier,
a primary .purpose is to clarify our application of
conjecture, "hypothesis," and "theory."

When we use 'hypothesis" in this book, we apply it as
a name for a conjecture developed in the course of
inquiry, and we avoid using it otherwise except when
quoting from, or discussing, the work of others.

We apply "theory" as a name for the useful description
of what happens under specified circumstances that is the
go:IT ,,f scientific inquiry, and we shall endeavor to avoid

it otherwise except when quoting from, or
discussing, the work of others (e.g., as in "Freudian
theory" arid game theory").

For further discussion see the eonnpanuioin Yol rune,
Useful l'rrwedures of Inquiry,
present ,.olutne.

nd also pp, 744 of the



PROCEDURES OF INQUIRY INTO DUMAN BEIIANI1Ole
A. PRELIMINARY COMMENTS

IN this chapter mime of the procedures of inquiry
that are ctirrently IISCd or advocated are described;
the most useful procedures of inquiry with which

we are familiar are discussed in detail;* and several
historical examples are considered.

"Science," "scientific method," and related names are
applied in such different and inconsistent ways that their
usefulness in communication frequently is limited.
Agreement about the name of a particular field of inquiry
(e.g., ECI100111100 may indicate little more than ron0
agreement about the subject matter of the lidd; the most
diverse proeedures of inquiry iato that subject matter
may be used or advocated by diffrent workers.

f,;conornists, for example, have recommended pro-
cedures ranOng frorn a reliance on introspection, reason
unaided by experience, mid the alleged structure of the
human mind, to the use of the procedures so soceessfidly
applied in the physical sciences,

American psyjholwl*ts for some time were moving in
the direction of morrern scientific inquiry, hut in recent
years so-e,fled -empirical psycholoa" has been nutter
attack from within the profession, not only hy those
advocating existentialist and phenomenological prooe-
dures, but also by those urging a revival of mentalism.

In Linguistics, which had developed rapidly as a

scientific field, much attention in recent years bus been
given to Noam Chornsky's views. Chomsky deliberately
uses mentalistic procedures, claims that the mind
possesses innate knowledge, mid assumes a fundamental
difference between man and other animals, reminiscent of
traditional dualistic philosophies.

lit other fields also considerable agreement about the
general subject matter of the field is found, but g-reat
disagreement about the most useful procedures of inquiry.
Even when there is agreement on the subject matter, the
use of a particular method may preclude inquky into
some important problems, and some questions that are
discussed ut great detail may arise more froin the
tasumptions of the particular method used than front
what is f(umd in the field of inquiry (e.g., questions
about the interaction of mind and body, taken as
basically different levels or types of reality). ln addition,
sometimes there is controversy about what the subjeot
matter of a given field is. And even among those
advocating scientific procedures of inquiry, there are
widely varying tuitions of what the appropriate prom.
(lures of incloiry are.

A complex sot of controversies is found, then,
including disanmements about what "science" and "scierv .

idle methoedesig-nate, the extent to which various fields
of nupdry can be usefully investigated scientifically, and
associated matters. TwO quotationS will help to illustrate
these controversies. R.B. NlaeLeod, a psychologit, says:

..insisting that what, in the old, prescien-
tific days, weused to rail 'consciousness' still call
and Amalfi be studied. Whether or not this kind of

_

*For a more &tailed &mission, see the companion volume to thw
present book: Rollo Ilandy and E.G. flarwood. Userful Procodureg
of Inquiry, Great Barrington. Behavioral Hi,. II Council. 1973,

1

2

study may be called a science depends on our
definition of the Lynn. To be a scientist, in lny
irpinion, is to have boundless curiosity tempered by
discipline," (In T.W. Warm, ed., Bch(' bi`o 14k in, and
Phenomenology: Contras flu Roses for illodern
Ps ychology, Chicago, U Diversity of Chicap Pres8,

p.

Ilero we see a revival of what seined
eliminated frtna Li5) ehological inquiry and a rove :
an older use s_ienee" that 1( not eml
observational _co ti ion.

Benjamin E. Lippincott, a political seientiA,

"Empiric ism, we sug2(Test, is based upon th roe
false eoneeptions. lt is Cased, ..upon a raise theory
of knowledge; namely, that only 'facts' are real, 'IIiC
truulhl is that universals are as real as faets, and facts
can only have meauing in connection with unb
versals. Empiricism...is based on a false coneeption
of scie utific meth od. It tends to assume LBUt l'acts
,intuellow arrange, themselves, although it is the
social scientist who imparts order and meaniug Iii
them by bringing ideas to bear from within his own
head... Ernpirieism.. Assumes, with respect
social science, a false relation between the ollserver
and his data; the observer can never he really
objective with respect to his data, for he is part of
it. His data are not like atoms, which are Mania-rate,
but are human beings, like himself, whiat litOe
feelings and emotions....

"If the foregoing analysis is correct, prAtical
theory cannot hope to develop unless it gives op
empiricism with its emphasis on description, old
adopts a more creative scientific method. nis doos
not mean throwing description overboard,.. At
mesas. that description mast be more selective,
and possess more meming. We must see ware
clearly the part played by values and by reason tile
power to draw logical inferences, to make de Lim-
lions, to connect facts with propositions, And to
conned one proposition with another)," (lzalitical
Theory in the United States," in ContemPorary
Political Science, Paris, UNESCO, 1950, p.
291)

Here we set strong influences of traditional epi
ogy and p tilu6nphical rationafism, and the attrihn
"empirical" scientists of views that are not held by niany
such inquirers.

In the past many nonscientists, especially literary
people, argued against scientific inquiry into bainan
behavior on the grounds that such inquiry made lintrans
stibservient to technology, led to the destruction of
beauty, the standardizing of life, the_ &spiritualization of
man, etc. (See, for example, Ittorris Goran, "The Literati
Revolt Against Science," Philosophy of. Science, Vot 7,
1940.) Those arguments are now being reVived, and in the
last few years some, usually younger, individuals ediroted
w behavioral scien tists have made similar arguments
against the behavioral science "cstablishment.'"fbe reqta
attack on "objectivity" often is expressed in pohiticoi

ii liven
m to
kiite
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terms, and the critics sometimes maintain diat many
alleged behavioral science fudings, far from being
warranted assertions, sirnply express the conclusions
desired by a government ageney t:Pr sone vested interest.
Such critics froquendy uprise the "ethieal nen trait y" ef
science; insist a-tat responsible scholars mast be "corm
mated" on public issues; arid argue that professional
organizations sudi as the diseiplinory associations im the
scholarly fields should take ofliciai stands oni
controversies of the day, The flavor of such criticisms is

illustrated in a book edited by Theodore koszak, The
_Dissenting Academy (New York, Pantheon Books, 1 96f3),
and in his The Iinhing of o Co onter Calve (Garden City,
Doubleday, 1969).

Lri Roszak's latest hook (Where the Wasteland frid-s:
lolities and Transcendence in lostilidustrial Society, New
Nor+, Doubleday, 1972), the humanistic protests of
several decades ago are again emphasized- Mysticism is

advocated, scientifie inquiry is said to underIM the. "'mad,
lad ontology of our cult me,' a dorratie adherence to
scientific procedures is claimed to have stripped our 'world
of purpose, spirit, and meaning, etc

Assessing the claims iazei eounter-elaitns invol-ved Di the
controversies ooneerning the applicability of scientific
procedures of 4-aquiry its .complicated because there is so
much disagreement, incoherence, artd confusion in the use
of key terrns in those woltroversies. In the treat section
vc anOyze sorhe of the conflicting procedirres of inquiry;

in later sections we describe what appeani to he the most
useful type of inquiry-

B. SOME OUTA101DEO Pa0CF,DURES 0 F
QU 1ItY

In our civilization many alleged "ways of knovving"
itave been tried and at least traces of those ways are
frequently found in contemporary discussions. The
purport cd sukessful out comes of knowing also vary
considerably. Many useful ways of grouping and organ-
izing the numerous methods Ltiat have been suggested cir
used probably could he found- for present purpose s,
discussion nay be facilitated by focusing attention on
three general procedures (Alentalistic-Rationalistie, Formal
Nodel Building, and Subjectivism), as contrasted with a

!more useful procedure diseussed later, 'Various aspects of
the methods here differentiated may he c unthilled, rod
variations of the methods also can be foamd. Our
classifying Ls only for convenience; we 114ve not attempted
to 'carve Nature at her joints,'

genrolistie.Rationalinie Procedures. 'This type of pro-
cedure postulates a basic sptot between the Inental and
monanental, which are vievied as fundamentally- different
ond irreconcilable types or levels of reality. Knowledge
shout nonrnental reality is said to be possible for the
inind, old attainable by pearls of propositions or sortie
other intervening entities that purportedly rcpreserit
inonmental reality to or for ale mind. Knowledge about
ouch human behavior is alleged to be attainable thr-oiiIm
direct inspection of the n-iimur lby the raind, introspection,
or some other type of action of the roind upon its own
!processes. So-called reasoning, of tile type urged by the
philosophic Rationalists, ii stressed L important knowledge
as believed to he attainahde Avid* out recourse to
observation or ex perieill!e.

I I hist rat it-311s Vali be fit Lind in rummy areas f inquiry.
Albert Einstein once wrote: "Nature jss the realization of
the Si MP le Si ets Ilcc iv aide iij theatatic all I dea, hi a

certain sense, therefore, huid it true that pur thciortit

can grasp reality , as the ancients dreamed. (Quoted in
Gerald Holton, "Nlach, Einstein, and the Seanh for

Doedanis, Spring, 1968, p. 650. For a recent
defense of "se h,rit Hie rat ional ism," sec G rgi(m de
Santillana, irlefiections on Men arzd ideas, Cambridge,

Press, 19621)
Noon' Chontsliy has not only revived a Cartesian

dualism and suggested that the mind posse&ics innate
knowledge, but believes he has found the solution to the
classical problem of such a dualism. Descartes and others
struggled with the problem of how two ontologically
different suLstaraceswhich by defmition can eadi act
only within its own realmcan interact, as when a
human decides to raise his arin and does so. Chi:musky
believes he has found a solution in man's creative use of
language, which be sees as the most important distinction
between may and other animals. (Language and Itlind,
New York, Harcourt, Brace & World, 1968; Cartesian
Linguistics, New York, Harper & Row, 1966; and
"Recent _(onan lions to the Theory of Innate Ideas," in
Robert Cullen and !Marx Wartofsky, eds., Boston Studies
in tile Philcsophy of Science, Vol, 111, New York,
Humanities Press, 1967-)

In ceonornies, RA. Hayek argued that human behavior
mast be understood from "within" and that we must
interpret other people's behavior in "the light of our own

tudivig von Mises awed that to understand
human behavior "there_ is bbt one scheme of interpreta-
tion and analysis available, namely, that provided by the
cognition anti analysis of our own purposeful behavior,"
aid also that the "ultimate yardstick of an ecunomic
theorem's correc Mess or incorrectness is solely reason
unakled hiy expeirience." (Ilayek, The Courzier.Reuolalion
uf Science, Clencoc, Free Press, 1952, pp. 44-45, p. 77;
von nlises, lfziman Action: A Treatise on Economies, New
Haven, Y ale University Press, 1949, p. 26, p. 858.)

A marked fcature of such views is what John Dewey
called the von for certainty. Whatever may be foubd in
a changing world, the rnind is alleged to be so structured
that it apprehends truths with complete accuracy, thereby
yielding some fully assured knowledge of human behavior.
This attempt to make the results of ratiocination
irrefutable in 'principle by "facts," experience, or
ionbtscenrvetattuiounl flies. the face of hard-won lessons in hurnan

Probably the number of investigators of human
behavior who espouse rationalistic mentalism as boldly as
the writers quoted here is not large, but milder or more
disguised siriailar vieAvs (and therefore at least potentially
wore dangerous) are munerous. The belief that the mind
czil tell us gontething important about human behavior in
advance or independently of observation is widespread.

The "outcome" cherished by those following such
procedures apparently is sz_iine sort of intelleetoal
satisfaction. `That satisfaction results from an emphasis on
internal eonoistency, general plausibility, and a kind of
secular revelation that provides "starting points," "in-
sights," or conelcsions. Such investigators apparently are
reassured by a conviction that no posslde observation or
e:xperience could catit doubt on the results. A "pure
knowledge," then, seclus to be what is searched for; the
lure of which is so appealing to some that they ignore the
riontenius fm 1 limr. attrib Malik to such procedures and the

(,)f implirers who have been developing a more
of certainty eau be so strong

that important evidence is ignored. Vor example, although
Lahnide had t'oirsiderable evidence for Neptune's tciht-
eller, in C.1)- Darlington's phrase, "I-le knew so well that
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there was no planet there that he could not discover it."
(The Conflict of Science and Socieiy, London, Watts,
1943, p. 4.) Nlany suggested descriptions of events have
considerable plausibility and may accord with strongly
held beliefs, but still be mistaken. in discussing the failure
-f some writers to note the dif ference between
confirmation and initial plausibility, the psychologists
George Nlandler and William Kessen say:

"...they may even provide a prodigality of
plausible initial statenients in their building of
convincing portraits, but they and the nonernpirical
psychologists in general, apparently never feel the
sharpest goad cf the research psychologistto find
out by looking whether or nut he is ttht." (The
Language of Psychology, New York, Wiley, 1959, p.
250.)

Fo trial Model Building. Despite the criticisms made
later on in this section, we are not arguing in general
against the use of modelsformal, mathematical, physical,
or otherwise. Rather, we are pointing out misleading or
uncritical uses of those models. In many respects the
dangers are similar to those discussed in the preceding
section, but rather than relying on the "structure of the
mind" to arrive at conclusions about human behavior,
sometimes workers confuse a warranted assertion about a
particular rnodd with a warranted assertion about sonic
aspect of human behavivr.

For present purposes we shall emphasize examples from
game theory, utility theory, and decision theory; similar
maniples could be taken from information theory, general
systems theory, cybernefics, and other areas. The
underlying a4n apparently is to develop a model that can
be controlled dgorously and studied thoroughly, in the
anticipation that useful light will he shed on aspects of
human behavior that have been difficult to study using
other techniques. But, as we diall see, the light shed may
be viewed in quite different ways by different workers,
and one begins to suspect that for some workers the
delights of further and further manipulations of the
mo el take precedence over useful information about
human behavior.

To illustrate, in their work on game theory John von
Neumann and Oskar Morgenstern hoped to show that
"the typical problems of economic behavior become
strictly identical with the mathematical notions of
suitable games of strateor." (Theory of Games and
Economic Behavior, 3rd ed-., Princeton, Princeton Ur-river-
sity Press, 1953, pp. 1-2, emphasis added.) An enormous
amount of attention was given to working out game
theory, and it was sometimes hailed as an outstandin
scienfific achievement, comparable to Newton's celestia
mechanics. (Anatol Rapoport, "Critiques of Game
Theory," Behavioral Science, Vol. 4, 1959, p. 49.) Yet
many became disillusioned with game theory and doubted
that the various problems it was originally hoped could be
solved would be solved. (R. Duncan Luce and Howard
Raiffa, Games and Deeirionz, New York, Wiley, 1957, p.
10.) Probably a main factor in the disillusionment was
that many predictions of human behavior resulting froni
game theory were not confirmed hy the evidence. But
this, rather than discouraging sonar workers, led them to
view game theory as prescriptive, not descriptive.
Rapoport, for example, says:

"I think a categorical disavowal of descrip tale
content is implicit in the entire game-theoretieal

approach. Canie theory is definitely nonnati c in
spirit and method. Its goal is a prescription of how
a ratioual player should behave in a Oven game
situatioli when the preferences of this player and of
all die other players are given in utility units."
(Fights, Carnes, and Debates, Ann Arbor, University
of Michigan l'ress, 1960, pp. 226-227.)

But this too may generate difficulties, According to
Robert L. Davis, thc use of "rational" in the usual
contexts of decision theory is unfortunate, for the
theories do not tell the alleged rational person what he
should do, but rather state one way in which the
expected pay-off can be maximized, even though the
pay-off may be obtained more easily in other ways.
( 'In troduction," in R.NI. Thrall, CH Coombs, and R.L.
Day6, Decision Proeesses, New York, Wiley, 1958, pp.
4-5.) In a later paper Rapoport agrees that game theory
"ceases to he normative" in some situations, and says that
grune theory is "neither prescriptive nor descriptive," but
Ls a structural theory that describes in mathematical terms
"the logical structure of a great variety of conflict
situations." ("Game Theoq and Human Conffict," in
Elton B. McNeil, ed., The Nature of Ifurnan Conflict,
Englewood Cliffs, Prentice-Hall, 1965, p. 196.)

In many game and decision theories the most that can
be said is that if a person finds himself in a specified type
of situation and if all the players behave according to the
specified rules, etc., then solutions are available that will
tell him a way to achieve as much as can be achieved in
such situations. But that seems a far cry from the
grandiose claims sometimes made for those fields.

The internal consistency, mathematical rigor, and
ingenuity used in developing these models may all be of
an exceptionally high order, and perhaps the satisfaction
Tailed in doing such work is sufficient for many workers.
ut that alone is no wwrant for saying either that the

theories predict or otherwise illuminate human behavior,
or that the prescriptions given are useful in solving human
problems. For example, much work in game theory is on
"zero sum" games in which the winnings of some players
must be curial to losses by other players. In economic
competition, on the other hand, there need not be
winners and losers in that sense, but rather a general
improvement or net gain for all involved can occur. The
conditions essential to a game theory solution, then, may
contradict what is found irr the human behavior the
theory is designed to illuminate.

Some of the main reasons models of the type we are
discussing often yield poor predictions are:

(1) To develop the theory, assumptions are inade
that are clearly inconsistent with the type of situation in
which the predicted human behavior occurs, such as
"perfect knowledge" assumptions;

(2) Doubtful assumptions arc made, such as that
utility is substitutable and unrestrictedly transferable
among the players;

(3) Difficulties occur in correlating something within
the model to something outside it,such as a numerical
measure in the game and a person's -utility function,"
(See von Neumann and Nlorgenstern, op. cit., p. 604;
Luce and Raiff a, op. cit., p. 5; Rapoport, 1959, op. cit.,
p. 65; and Ewald Burger, Introduction to the Theory of
Cannes, trans, by John E. Freund, Englewood Cliffs, N.J.,
Prentice.I1 all, 1963, p. iii. For a genend discussion of
some of the key issues, see Ch. VI, 'Utility, It'ationality,
and Formal Approaches to Value," in Rollo Handy, The
Measurement of Values, St. Lonis, Warren El. Green,
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1970.)
When the modds are taken as descriptive, there often

seems to be relatively little attention given to external
testing. With reference to models, such as an information--
handling model for human behavior, that have been used
by many workers in psychology, Alphonse Chapanis rotes
that: "Even when we find model builders attempting to
make some validation of their models we sometimes find
them using as scientific evidence the crudest form of
observations collected under completely uncontrolled
conditions." Pim, Machines, and Models," American
Psychologist, Vol. 16, 1961, p. 13(L)

Luce and Raiffa regard utility as "an indispensable
tool" for their book, emphasize how difficult it is to
determine a person's ufility function even under the most
ideal and idealized experimental conditions," but urge
more work on that topic. They then say :

"If it is so difficult to determine unlity functions
under the best of conditions, there is certainly no
hope at all that it can be done under field
conditions for situations of practical interest. Thus,
if the theories built upon utility theory really
demand such measurements, they are doomed
practically; if they can be useful without making
such measurements, then why go to the trouble of
learning how? As in the physical sciences, we would
claim that a theory may very well postulate
quantities which cannot be measured in general, and
yet that it will be possible to derive some
conclusions from them which are of use. ...The
main purpose is to see if under any conditions,
however limited, the postulates of the model can bc
confirmed and, if not, to see how they may be
modified to accord better at least with those cases.
It will still be an act of faith to postulate the
general existence of these new constructs, but
somehow one feels less cavalier if he knows that
there are two or three cases where the postulates
have actually been verified." (Luce mid Raiffa, op.
cit., p. 12, pp. 36-37.)

The remark Just quoted seems to expre. ss a certain
ambivalence: if one wishes not to be "cavalier," testing of
the "postulates" is called for, yet the inability to test
thoroughly is not taken as fatal to the existence of the
postulat. If one adopts the view of sone inquirers that
it does not matter if the "postulates," "assumptions,"
etc., are "contrary to fact" or "distort reality," so long as
geoid predictions result from the 'theory," we still have the
embarrassment that such predictions are not forthcoming
in practice. And, if the descriptive role is given up, we
have other problems about how useful the "theory" is in
prescribing behavior.

As a general sta: en-lent of what is often found in uses
of formal models, we note the following stages:

(1) Various assumed notions about human behavior
are taken as sound (axiomatic, or tmisrns, or as otherwise
assured).

(2) Those notions are translated into a formal model
(mathematical, cy-bernetic, etc.).

(3) Numerous transforniatio us, perh aps requirin g
marked ingenuity and technical proficiency, are made
within the model_

(4) The results of those transformations, when
tran slat ed out of the model, are assumed to provide
illumination of typical problems of human behavior.

As stated, one now question whether tins type

of quest for certainty does occur. Two examples will be
given:

(a) George Humans developed a model of "elemen-
tary social behavior" based on five"postulate:l" reflecting
some notions found in econoniic "theory" and in
behaviorist psychology. (Social BehaMor: Its Eleraen tar).
Forms, New York, Harcourt, Brace & World, 1961.) lie
viewed elementary social behavior as "face-to-face contact
between individuals, in which the reward each gets from
the behavior of the others is relatively direct and
immediate." (Ibid., p. 7.) His five "postulates" follow:

(1) "If in the past the occurrence of a particular
stiniulus-situation has been the occasion on which a
man's activity has been rewarded, then the more
similar the preaent stimulus-situation is to the past
one, the more likely he is to emit the activity, or
some similar activity, flow."

(2) "The more often within a given period of
time a man's activity rewards the activity of
another, the more often the other will emit the
activity."

(3) "The more valuable to a man a unit of the
activity another gives him, the more often he will
emit activity rewarded by the activity of the other."

(4) "The more often a man has in the reLent
past received a rewarding activity from another, the
less valuable any farther unit of that activity
becomes to him."

(5) "The more to a man's disaclvantag.! the rule
of distributive justice fails of realization, the more
likely he is to display tbe ernotione.1 behavior we
call anger." (Ibid., pp. 53, 54, 55, 75.)

The usefulness of these conjectures migh t be qnestioned ri
view of their reliance on marginal utility aotions, and one
wonders if differing cultural settings anci social stmetures
might not make an important difference in social
behavior. Hornans has great confidence in his postulates,
despite the lack of c,..mfirming evidence. He says:

"At the level of elementary social behavior there
is neither Jew nor Gentile, Greek nor barbarian, but
only man. Although I believe this to be true,
cannot demonstrate that it is so.. Accordingly,
diou01 1 believe that the general features of
elementary social behavior are shared by all
mankind, 1 believe it as a matter of faith only, and
the evidence that I shall in fact adduce is almost
wholly American." ((bid., pp. 6.7.)

Our present interest is in what other workers have done
with 1-fornans' postulates. John and Jeanne Cullahorn
have developed a computer model of elementary social
behavior relyMg heavily on liornans' model. Their report
shows how difficult the technical construction of such a
model can be. They are enthusiastic about the uses of the
computer model, but at the time of their report had done
very little in the way of testing the model against
observed behavior. They say: "The simulation appears to
have verisimilitude, but its verity has not yet been tested
against actual social interaction." (John T. and Jeanne E.
Gullahorn, "A Computer Nlodd of Elementary Social
Behavior," in Edward A. Feigenbatun mid Julian Feldman,
eds., Computers and Thought, New York, McGraw-Hill,
1963, p. 37('i.)

Roger NI aris has recen tly worked in de tail on the
internal consistency of Humans' five postulates. ("Ehe
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Logical Adequacy of Unmans' Social Theory," .4 me ricon
Sociological Review, Vol. 35, l97(I,) Maris conelndrs that
the postulates are probably logicall) consistent and that if
certain assumptions are made, sonic of which he regards
as questionable, niany of !Ionians' other conclusions can
be logically deduced from his five postulates.

Here we have a logical model and a computer model
constructed from an original postulate model, both of
which may provide usethl information about Hornans'
original model, but which do not go to the heart o f the
natter in the sense of assessing how warranted the
onginal modd was.

(b) In 1953 Arnold Tustin published a hook in
which lie applied a feedback analysis to, and developed an
engineering model for, some of the economii notions
(investment multiplier; the conclusion that investment
equals savings) in J.M_ Keynes' General Tlwory. (Tustin,
The Illecha nis in of Economic Systems, London,
Heinemann, 1953.) In commenting on Tustin's work,
Stafford Beer writes enthusiastically:

'. _no one would claim that the model is wholly
cornpara ble with a real-life economic system. What
has been achieved, surely, is insight into economic
mechanisms, and an implicit promise th at a

scientific attack on certain limited economic
problems (hitherto, perhaps, regarded as unap-
proachable, or unstateable, or even as manifestations
of divine wrath) may prove possible.. _With the aid
of the simulation techniques of operational research,
then, it must be possible to constrnct a model of on
economy competent to handle at any rate some

proMerns. With the aid of analogue
engineering it rnay further be possible to experiment
on the model, and to use it aS a guinea-pig. And if
all this is possible, then the economy becomes a fit
subject for cybernetic control rather than vesswork
and the vap cm rings of political theorists. (Cyber-
netics and Management, !New York, Wiley, 1959, p.
35.)

But if Keynes' notions turn out to be mistaken, all we
have are models upon models of a misleading "theory,"
which may turn out to be equivalek to the "vapourings
_ f political th eorists."

ubjectivism. The material discussed in this section
overlaps to sone degree that discussed under Mentalism,
but the subjectivisms discussed here do not necessarily
involve the assumption of a separate mind. "Subjectivism"
is a loose term and has been applied to many procedures
of inquiry, sone of which have a strong "intellectual"
flavor and some of which are highly "emotional." At
present there is considerable interest, in many behavioral
science fields, in existentialist, phenomenological, and
hurnimistic procedures, all of which focus attention on
"inner" processes in human behavior. (For examples of
such methodolofi thcal anes, see William D. Hitt, "Two
Models of Mail, American Psychologist, Vol. 2,4, 1969;
Abraham H. Naslow, "What Psychology Can Learn &orn
the Existentialists," Ch. 2 of his Toward a Psychology of
Being, 2nd ed., New Nork, Van Nostrand Reinhold, 1968;
and Charlotte Balder, "Basic Theoretical Concepts of
Humanistic Psychology," American Psycholcrgis(, Vol. 26,
197 1.)

For present purposes, wc shall focus on two a.speets of
this general approach:

(1) The reliance on some inner sense of curreetnes.s,
troth, or warranty, such as intuitions. This can be found
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in highly intelleetw I tedutuiral. and quantitative settings.
Robert II. Strota, ample, in a di,cussion of cardinal
u'dlity, emphasizes th 'strong intuitive appeal" of some
game theory axioms, and maintains that every "norrnal
person would clearly accept them as precepts of
behavior." ("Cardinal Utility, American Economic Re-
uiew, Vol. XLII1, 1953, pp. 39 1-393.) This typifies a
classical deductive quest for certainty in which some
certain or unchallengeable starting point is "found," and
then later transfonaations of that starting point are
Lelieved to similarly "perfect knowledge. '

The ap l to some private, inner sense is also found,
not at the beginni.,e of an inquiry, but at the end. An
interesting example is found in the work of the physicisi,
P. IV. Bridgman. His views are complicated, and he
frequently exhibits remarkable candor. He says that he is
-becoming more and more conscious that my life will not
stand intelligent scrutiny." Al though much of his
methodological work concerns problems discussed exten-
sively by philosophers, he says that his "reading of
philosophical literature has been very limited." He
struggles with many issues at great length and without
apparent progress, and at one point notes that his readers
may wonder why he is trying to make a certain point at
all.

In his discussion of procedures of inquiry Bridgman
strongly rejects such notions as that ' thought is the
measure of all things," that "conclusions can be drawn
endowed with an inescapable necessity," and that
mathematics has an absolute validity and controls

experience." He also rejects some forms of solipsism, but
yet says that "nothing matters except what I am awm-e
of," and that "direct experience embraces only the things
in my consciousness." Implicit in his view is the notion of
a mind possessing psychic powers; the "objectivity" of
tables, stars, etc., is generated when different minds react
in a similar way.

Bridgman rejects the view that "public confirmation" is
a central aspect of scientific method. Hi argues that in
the last analysis it is always one individual who finally
accepts a conclusion. Ile notes the possibility that he
might, under extreme circumstances, make the judgment
that all his fellow workers had gone insane, and
concludes: "The criteria are thus ultimately my own
private criteria, and in this sense physics or mathematics
or any other science is my private science." He also
argues that the final teat in scientific inquiry is when the
conclusion "clicks" for the individual. (The Nature o
Physical Theory, Princeton, Princeton University Press,
1936, pp. 13.15, pp. 135-136; Reflections of a Physicist,
2nd ed., New York, Philosophical Library, 1950, pp.
36-61, p. 347; The Intelligent lndividual and Society,
New York, Macmillan, 1938, p. v, p. 1, pp. 152-153, pp.
157-159.)

(2) Rather than an appeal to some inner certainty
either at the beginning or the end of an inquiry, as has
just been discussed, some writers argue that inquiry into
human behavior must be subjective in the sense that an
understanding of inner states, such as feelings, is necessary
to such an inquiry, while natural science procedures of
inquiry are restricted to external happenings. This general
point is advocated by workers in a variety of fields.

F.A. Hayek, for example, says that there is no obstacle
to investigating "unconscious reflexes or processes" in the
human body scientifically, and as "caused by objectively
observable external events." Ilowever, he goes on, the
social sciences (in the sense of what formerly were called
the moral sciences) are "concerned with man's conscious
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or reflected action' in which choice is possible. Inquiry
into such behavior is based on "our subjective knowledr
of the workings of the human mind" wid 'what wc can
see only from the inside." (Hayek, op, cit., pp. 25-26, p.
44, p. 59) Such views are frequently bound in Verstehen
theories. William Dray, for example, holds that human
actions have to be understood from "the actor's point of
view" and insists that "only by putting yourself in the
agent's posi6on can you understand why he did what he
did." Even though many human behaviors are lawful,
"discovery of the law would still not enable us to
understand fliem in the sense proper to this special
subjec t.matter." (Laws and Explanation in History,
London, Oxford University Press, 1957, p. 118, p. 128.)

For a pointed criticism of views that much human
behavior can he understood only ftom the "inside," see
May Brodbeck, "On the Philosophy of the Social
Sciences," Philosophy of Science, Vol. 21, 1954, and
Richard Rudner, "Philosophy and Social Science,"
Philosophy of Science, Vol. 21, 1954. Both are reprinted
in E.C. Harwood, Reconstruction of Economics, 3rd ed.,
Great Barrington, Americas Institute for Economic
Research, 1970; i volume in which several other relevant
methadoloOcal issuss are also discussed)

As a Lnal exampls, Peter Winch wgues that there is a
basic difference between the "concepts" of the physical
and the social sciences. Conceptions used in the social
sciences "enter into social life itself and not merely into
the observer's description of it." Winch argues that social
scientists often err by regarding as empirical questions
what are a priori conceptual questions. Physical science
inquiry aims at prediction, but human decisions cannot be
definitely predicted; "if they could be, we should not call
them decisions. Fle maintains that the central concepts
which belong to our understanding of social life are
incompatible with concepts central to the activity of
scientiEe prediction." (The Idea of a Social Science and
its Relation to Philosophy, London, Routledge & Kegan
Paul, 1958, pp. 93-95.)

Without in the slieitest denying that human emotions,
feelings, etc., are important, one may question the
ruefulness of alleged explanations Oven in terms of a
sympathetic understanding of the behavior of oneself or
others, inasmuch as supporters of Verstehen often
emphasize that they are supplying "explanations of
behavior rather than "mere descriptions." Arthur F.
Bentley, at least as long ago as 1908, pointed out that
alleged explanations in terms of feelings often are
tautological. He gives as an illustration a person who,
upon seeing a man bullying a boy, knocks the bully
down. Bentley asked why thehero behaved as he did, and
was told that sympathy for others motivated the action.
Bentley then asks why the sympathy was exprtsed in
some social settings but not in ethers:

"The man who got the praise from the crowd is
known to me. Half a mile from where he lives there
arc women and children working their lives out for
less than a nourishing living. Nearby an old woman
stra-ved to death a few days ago. Child-labor under
most evil conditions is common in the city. A
frieed of his is making his wife's life a burden by
clay and a horror at niWit_ Yet he does not
intervene to save the starving, or to alleviate the
condition of the half-fed workers. Ele does not join
the society for the prevention of child-labor. lle
does not use his influence with his friend to show
hint the brutality of his ways.. _When my friend
said that sympathy had moved the man to his act,
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he did, then, but restate in other words the very
quesUon 1 had asked." (The Process of Government,
Bloomington, Principia Press, 1935 ed., p. 3, p. 6.)

That Bentley's criticism of motive-explanations as
frequently only restatements of the behavior to be
accounted for is still pertinent is illustrated by the
following recent quotation from a psychologist:

"Th.., other things equal, the person described as
strong in achievement motive should be more
willing to initiate achievernent-oriented activities
when preeented with challenging opportunities in his
environment and should be more persistent in them
when confronted with opportunities to engage in
other kinds of activity than the person described as
weak in achievement motive." (John W. Atkinson,
"'Change of Activity: A 1Ne w Focus for the Theory
of Motivation," in Theodore Miscliel, ed., Human
Fiction: Conceptual and Empirical Issues, New
York, Academic Press, 1969, p. 130.)

The procedures of inquiry described in this section all
rely in some important way on an appeal to some inner
knowledge. In view of the human record, one might well
suggest strong skepticism toward whatever seems sub-
jectively certain or unquestionable. Hueshes, intuitions,
senses of certainty, and what is self-evident have been
wrong so often, and can so impede progress, that the
persistence of defenses of subjective methods is surprising.

possible clues to that persistence will be mentioned
here.

First, subjeetivsms (ex treme or mild) tend to ussume
the separation in some fundamentM way of man and the
rest of the cosmos. Even if there is no commitment to a
fully developed or clearly thought Jut epistemological or
ontologic.al dualism, a dualism is accepted methodologi-
cally. Once human thinking, feeling, etc., is regarded, not
as Liosocial adjustive behavior, but as psychic or
mentalistic products or processes (contrasted in some
fundamental way to the nonhuman), one faces a gap
between the two realms that cannot be bridged or can
only be bridged with difficulty. One is likely to generate
problems about "privacy," how the mind can know the
world or other minds," etc. T'se long and intrenched
dualistic tradition in Western civilization may make
acceptance of dualism (even if one is not fully aware of
the dualism) seem so normal that challenging it is nearly
unthinkable.

Second, some purported scientific procedures that
reject the mind, mentalism, consciousness, etc., still
reflect some of the consequences of dualistic and
spiritistie assumptions. Some forms of American beha-
viorism fall into that category. Beginning with a Cartesian
mind-body dualism, many behaviorists and materialists
rejected the mental half of the dualism and constnicted
their methodologies on what was left, but without
rejecting thoroughly the entire framework of a mlird-body
split. (For trenchant comments, c'e J.R. Kantor, The
Logic of Ilfodern Science, Bloomington, Piincipia Press,
1953, pp. 258-259; and John Dewey and Arthur F.
Bentley, Knowing and the Known, Boston, Beacon Press,
1949, paperback edition 1960, pp. 130-132.)

Either the brain (or the brain plus other parts of the
body) is given many of the old psychic functions of the
mind, or much that is distinctively human is overlooked.
just 4e., at present, physical investigative techniques alone
arc not adequa:e for inquiry into physiological subject
matters, so physiological techniques alone are not
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adequate for much human behavior. The failure of some
workers to come to grips with distinctive bump behavior on
the basis of physical and physiological investigative
techniques does not, of course, show that subjectivist
methods are useful, but may lead sortie to turn to
subjectivism.

The issues can become complex and subtle. B.F.
Skinner, for example, says:

An adequate science of behavior must consider
events taking place within the shin of the orgmism,
not as physiological mediators of behavior, but as
part of -behavior itself. It can deal with these events
without assuming that they have any special nature
or must be known in any special way.. Public and
private event have the same kin& of physical
dirriensiorts." (In Warm, op. cit., p_ 84, emphasis
added.)

Here Skinner rejects a bifurcation between public and
private events and nonscientific inquiry into human
behavior, yet his statement suggests a detaching of the
organism front its environment nuich as the mind is
separated from its body in older dualisms. A pointed
critique of such localizations of behavior has been made
by A.F. Bentley. ("The Human Skin: Philosophy's Last
Line of Defense," Philosophy of Science, Vol. 8, 1941.)

Intrenched cultural traditions of inquiry can be
exceptionally difficult to overcome, and traces may occur
even in writers who pride themselves on having reject?al
spiritistic or mentalistic procedures. Viewing human
behavior as organism-environment transartions, which will
he disaused in detail later, requires rinch vigilance to
avoid falling into the traps that have impeded so many
past attempts to ardve at warranted assertions.

C. AMORE USEFUL PROCEDURE OF INQUIRY

General Account of Prwedum. We have discussed
procedures in which the outcomes for many inquirers
were plausible and intellectually satisfying reports, and
which sometimes reflected confidence that the results
were guaranteed to hold independently of observations.
The procedures presently under discussion are not
expected to yield such certainty or finality. The hope,
rather, is for useful results, and the outcome is the
devekliment of warranted assertions enabling us to
predict events and thus in some degree to eontrol those
events or to adjust our responses to them. (Accurate
predictions of adverse weather, for example, enable us to
take appropriate protective action even if we cannot
prevent storms.)

Rather than the development of satisfying and plausible
reports, the objective is the development of increasingly
accurate descriptions of what happens under specified
circumstances. Many commentators argue that "explana-
tion" sliould he the goal, and maintain, for example, that
description tells you only that grass is green but an
explanatiorr tells you why grass is green. But explanations,
when analyzed, always seem to he descriptions of
connections among things and events. Even so.called
"ultimate explanations" are descriptions o f presumed
eneral invariant connections, such as that Nature, or
od, or ficality, is "just that way."
EinsteM, for example, once maintained that the aim of

hysical theory is "to help us not only to know how
ature is and how her transactions ore carried through,

but also to reach as far as possible the perhaps utopian

and secanngly arrogant aim of knowing why Nature is
thus and not otherwae." (Holton, op. 659.) But
one can always "'Why should Nature he that way;
what is the ultimate explanation of that?"

In everyday life we often ask for an explanation wheal
somethil g untoward, surprising, inconvenient, or diso.,n-
ceding happens; e.g., we ask why the car would not start.
The ' explanation,' that the starter gear broke, points to
what needs to be repaired so that the car will again
function normally. Such explanations are descriptions of
various things, events, and their relations.

Both descriptions and observations involve abstractions
from the totality of things and events in the acid of
inquiry. Some observations, measurements, and descrip-
tions, althouer not enoneous, may be 4-relevant or trivial
(if one is attempting to decrease traffic congestion in the
Lincoln Tunnel, presumably the roost meticulous record
of the serial numbers of the automobiles passing through
will not be useful). Fuaher inquiry may lead to more and
more useful observations and descriptions, all of which
abstract among (focus attention on some) aspects and
phases of the total situation.

The viewseemingly supported not only by common
sense but by Aristotle's metaphysiesthat heavier bodies
by their very nature fall faster than lighter bodies, was an
accepted report that accorded with some observations (for
example, a feather encounters so much air resistance that
it falls much slower than a lead ball). One of the early
experiments by Simon Stevin involved two lead balls, one
ten times heavier than the other, dropped from a height
of thirty feet on a sounding board. Stevin found that the
two balls reached the board so nearly at the same time
that only one sound was heard. He also found the sante
to occur when balls of the same circumference, but
differing ten-fold in wei&ht, were used. (De Beghinselen
des Waterwichts, 1586; Stevin's report is quoted in F.
Sherwood Taylor, A Short History of Science anti
Scientific Thought, New York, Norton, 1949, p. WO-)
Admitteffly by later standards Stevin's measurements were
crude, but they still were useful and provided imponant
clues for more precise measuxernents.

The technology available to an inquirer often is a major
factor in what can be observed. in Galileo's account of
his experiments on balls rolling down an inclined plane,
he emphasizes the care he took to minimize friction by
making the balls "very hard, round and smooth," and hi
making the surface of the groove in the inclined plane
"polished and smoothed as exactly as can he." fle was
not &ale to measure time more accurately than to 1/10 of
a pulse beat, which he accomplished by an ingeainus
water clock. Within those technological limitations, he
found that the distances the balls traveled wert always
proportional to the square of the times involved.
(Dialognes Concerning Two New Sciences, 16313; Galilcos
report is quoted in Taylor, op. eit., pp. 100.101.)

Michael Scriven has observed that in a sense Galileo
was fortunate in the instruments available to him, for
they were sufficiently sensitive to reveal the "law" of
falling bodies, but not sensitive enough to reveal
mounting energy losses as the size of the balls, or the
distance traveled, increased. ("A Possible Distinction
between Traditional Scientific DiscipZines and the Study
of Human Behavior," in Herbert Feigl and Michael
Soliven, eds., )hfinnesota Studies in the Philosophy of
Science, Vol. I, Minneapolis, University of Minnesota
Press, 1956, p. 335.)

This lead- to another issue about which confusing
things have been said. Anatol Rapoport, for example, in a

8
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eriticisra of views errrphasizing the importance of
observation, says that mathematical physics "would
have never left the ground" without "ideally toe and
factually false laws" such as Galileo's law of falling
bodies. ("Valious Meanings of Theory," Ainericon
Politico( Science Review, Vol. LH, 1958, p. 983.) Here

aim we should ask what the objective of inquiry is.
the goal is plausibility of some sort, Ideally true

laws" may satisfy, but if we wish to predict and
control, the "factual falseness" is a problem. A
statement of possible relations, such as Galileo's law,
relay lie useful within a certain range because our
ineasarinig devices cannot detect deviations, or because
the deviations are so sinful they do not a-ratter, and
May he useful as approximations in other ranges
because corrections (for energy losses, etc.) can be
made. & statement of connections so "ideal" that it
does riot apply to any situations we are investigating
may even he helpful if we can use the "law" together
with sone warranted assertions to arrive at new
warranted assertions. But to praise the "contrary to
fact" aspect of a generalization seems peculiar, because
use in inquiry depends on our ability to compensate
for the inaccuracies.

A worranted assertion, then, does not represent
Trial, perfect knowledge, or certainty. The name itself
suggests that attention be given to what the warraat
is; i.e., the adequacy of the evidence supporting the
assertion. As inquiry progresses, a warranted assertion
may be changed and made more accurate; the
assertion is always open to inspection, challenge, and
modification in the light of new evidence (e.g.,
successive determiaations of the speed of light). Within
the limits (technoloOcal and otherwise) of Galileo's
experiment, his "law" held exactly; under other
circumstances the "law" does not describe accurately
what is found. The latter is neither a derogation of
Galileo's achievements, nor a basis for praising his
findin am "ideally true."

Although perfect or complete knowledge no lo
is regarded as the goal of inquiry, one merit of

e of inquiry practiced so successfully in modem
scientific investations is the high level of agreement
often reached. The reliability of the best scientific
findings is such as to overcome (usually) many other

Eferencespolitical, ideological, cultural. This is in
Marked contrast tv other procedures, where praefi-
lionen of the same method often arrive at vastly
different results, perbaps all of which -re alteged to
certain. Even when strong political pressure is ased on
behalf of a scientific hyp othesis or conjecture*
contradicted by the evidence (e.g., Lysenkoisrn), the
weight of the evidence often is enough to displace
eventudly the politically supported conclusion.

The ecandnuing cycle of checking conjectures or
hyp,otheses against the evidence, developing mo&ified
conjeAztrans on the basis of new evidence, etc., with no
final stopping point envisaged, is the ongoing process
of inquiry. Th6 is, of coarse , no t to deny that at any
given time, errors can occur or that the data will
seem to support what later turns out to be mistaken.
W.I.8. 13everidge, for example, notes a situation that
Inas its arallels from time to time:

n c,netliodologicaliitcrsture. "hypothesis" some firnes designates
any conjecture about possible connections among facts, sometimes
deaignates oraty the relatively mac t formulations that may occu r in the
later stages calif-malty, and sometimes is used in.& context ernphaming
logical 'lei-faction. To ,avoid possible confusion, we prefer to use
"cosjectios applyma to any tentative notion about possible
connections.

1 9

"In Dr. Monroe Eaton's laboratory in the United
States influenza virus can be made to spread from
one mouse to another, hut in Dr. CH. Andrewes'
laboratory in England this cannot be brought about,
even though the same strains of mice and virus, the
ssme cages and an exactly similar technique are
used." (7'he Art of Scientific Investigation, London,
Heinemann, 1951, p. 24.)

From time to urne an apparently sound experimental
test refutes a conjecture, but later work shows that
unnoticed defects in the test accounted for faulty results
and the original conjecture is confirmed. For example,
Kaufmann's early experimental test of Einstein's work on
relativity gave results incompatible with Einstein's con-
jectures, and other competing conjectures yielded predic-
tions closer to Kaufniann's experimental findings. After
several years, physicists concluded that Kaufmann's
equipment was not adepate for his inquiry; what seemed
to be "hard" or correct data incompatible with a theory
turned out to be mistaken. (See Holton, op. cit., pp.
651-652)

And Hertz, who suggested that if cathode rays consist
of particles a magnetic field would be developed, found
that experimentally he could not detect the predicted
magnetic field. Later he suggested that if cathode rays
were discharged between negatively and positively charged
plates, the cathode rays should be deflected by the
charged plates. roat too failed in his experimental test.
However, his conjectures later were confirmed; his
experiments had been defective. (See L.W. Taylor,
Pkysics: The Pioneer Science, Boston, Houghton Mifflin,
1941, p. 776, and Kantor, op. cit., p. 108.)

Often conjectures that were developed on the basis of
generalspeculation, but which were untestable for a long
time, or at least not tested, later are confirmed. J.R.
Kantor has summarized some of those conjectures about
heat:

"A fascinating and paradoxical feature of the
physics of heat is the early development of ideas
which, though later abandoned, finally turned out
to be exceedingly satisfactory. These are the
variants of the notion that heat is, or is connected
with, motion or agitation of particles. Beginning
with Bacon (1620), Descartes (1637), and Hobbes
(1635), the following philosophers and scientists
proposed this view, though for different reasons:
Amontons (1702), Boyle (1738), Cavendish (1783),
Locke (1706), Newton (1692, 1717), Huygens
1690), Hooke (1678), Daniel Bernoulli (1738),
avoisier and Laplace (1783 ) and Davy (1799)."

(Kantor, op. cit., pp. 173-174.

This suggests the mportance of continued interweaving
between conjectures and data rather than seeking for
permanent establishment of a scientific conclusion or a
refutation for all time of a hypothesis by an experiment.
The desire for an ultimate solution is often found. For
example, in an article minimizing the relevance of history
of science to methodology, Norwood R. Hanson attaches
great importance to the point that frequently the best
argument, based on the best data available at a given
time, is not the argument "that is ultimately correct.' He
further characteriies as "an exciting disclosure" that
"scientific advance and rigorous logic do not always walk
arm in ann"; a "disclosure" that would hardly come as a
surprise unless one were strongly influenced by the quest
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for certainty. ("The Irrelevanee of History of Science to
the Philosophy of S ience," Journal of Iihilosophy, Vol.
La, 1962, p. 581, pp. 578-579.)

John Dewey pointed out some thirty-five years ago
that in scientific hiquiry both the initially selected facts
and the plausible conjectures about them probably will be
modified as inquiry progresses; that scientific conclusions
taken to be -finally true ' normally obstruct inquiry; and
that typically in the ,:ourse of inquiry "correct
conclusions have been ! regressively reached from in-
correct 'premises.' " (Logic: The Theory of Inquiry, New
York, Holt, Rinehart and Winston, 1938, pp. 142-143.)

One of the most significant characteristics of modern
scientific methods of inquiry is that they inilude
procedures for correcting and revising both the findings of
inquiry and the methods used. The inquirer begins with
what seem to be the pertinent facts in a nroblem
situation, and he attempts to develop a description of
what is happening that is adequate for solving the
problem. When advance toward a solution is blocked,
conjectures are knagined by the inquirer about possible
connections among the facts. The conjectures that emerge
from observation of facts are merged with observation of
new facts (including hnproved description of the earlier
facts). When advance again is blocked, new or hnproved
conjectures emerge that in tnni are merged with further
observations; the entire process may be repeated many
times in succession. in the course of inquiry, the initial
roblem situation may be reformulated, what scented to

be hard facts may turn out to be mistaken, facts that
apparently were pertinent may become irrelevant and
vice-versa, and the initially most plausible conjectures may
have to be abandoned. The outcome, when inquiry is
successful, is a warranted assertion ; i.e., a use ful
description of what happens under specified circum-
stances. But iven the best available warranted assertion is
not "certain" or an embodiment of "truth"; later inquiry
may lead to its modification or abandonment.

The matters just discussed are related to the question
of the most useful beginning point in inquiry. John
Dewey contrasted the "gross macroscopic, crude subject-
matters in primary experience" with the "refined, derived
objects of reflection. ' The macroscopic subject-matter
"sets the problems of science and furnishes the first data"
of reflection, and the results of reflection are tested by
"return to things of crude or macroscopic experiencethe
sun, earth, plants and animals of common everyday life."
(Experience and iVature, 2nd ed., La Salle, Open Court,
1929, Ch. I.)

Joseph B.atner concludes that "the fundamental
methodological problem of all inquiry" concerns the
starting point of inquiry, and that the rise of modern
scientific inquiry stems from Galileo's b,Iginning with
macroscopic subject-matters rather than the refined
objects of reflection which constituted the AHstotelian-
medieval 'science of physics.' (`Introduction," in Joseph
Ratner, ed., Intelligence in the Modern World, New York,
Modern Library, 1939, p. 91.)

Other investigators begin their inquiries with refined
objects of reflection. Ratner considers several io.larices of
writers who take formal logic and mathemati, as the
model for scientific inquiry, and the difficulti s those
writers encounter. Other illustrations can be found in
recent discussions. For example, the sociologist Arthur L.
Stiachcornbc Mys th at it is more important for
contemporary sociologists to invent theory than it is for
them to test it. (Constructing Social Theories, New York,
Harcourt, Brace and World, 1968.) Some authors who

emphasize testing argue that it is permissalle to start
inquiry with the development of elaborate hypotheses, if
they eventually are tested.

However, if conjectures arc allowed to proliferate in
the sense that an untested conjecture is assumed to be
correct and further untested conjectures are based upon
it, the chances of arriving at a useful conclusion are srnall.
To illustrate, if there are 10 stages in an inquiry, and 10
initially plausthle conjectures at each stage, the chance of
an inquirer selecting the correct conjecture 10 times in
succession is only 1 in 10 billion. Even if there were only
2 alternative conjectures at each of 10 stages, the chances
of selecting all the correct or more useful conjectures
would only be 1 in 1,024. The interweaving of
conjectures and measurements of change at each stage in
inquiry, then, is the procedure offering most hope for
success.

The interweaving just described was emphasized many
times by John Dewey. In the passage quoted below, he
uses "idea" for what we call "conjecture." When inquiry
is blocked, the inquirer moves beyond the immediate
facts or presumed facts:

flight away from what there and then exists
does not of itself accomplish anything. It may take
the form of day-dreaming or building castles in the
air. But when the flight lands upon what for the
purpose of inquiry is an idea, it at once becomes
the point of departure for instigating and directing
new observations serving to bring to light facts the
use of which will develop further use and which
thereby develop awareness of the problem to be
dealt with, and consequently serve to indicate an
improved mode of solution; which in turn instigates
and directs new observation of existential material,
and so on and on till both problem and solution
take on a determinate form....Every idea is an
escape, but escapes are saved from being evasions so
far as they are put to use in evoking and directing
observations of further factual material." (Knowing
and the Known, p. 319.)

Closely related to this isue are questions concerning
systematization and deduethility. Some writers argue that
the more advanced a scientific area is, the more the
warranted assertions in that area can be deduced from a
relatively few generahzations or "laws." Such views have
encouraged some behavioral scientists to develop very
inclusive hypothetical structures and to emphasize a
deductive structure within those structures. But, as Ratner
points out, "Galileo's badly systematized 'few facts' "
were scientifically superior to Aristotle's welkystematized
structure that purportedly "explained" so much. And
Newton's physics, although more developed as a formal
deductive system than the physics that superseded it, was
far less useful than the later physics. (Ratner, op. cit., pp.
92-93.) What facilitates prediction and control, then, need
not be part of a highly developed deductive system.

Two other aspects of much scientific inquiryquantifi-
cation and experimentationalso ehould not be viewed
uncritically. Detailed and precise quantification often is
possible and useful. But at times, especially in the early
stages of inquiry-, crude cpantification (expressed in terms
such as "more," "less," 'nearly," etc.) also can be useful-
Stev in's early experiment with falling lead balls, for
example, had no better measure of elapsed time than
listening to the sound of the balls hitting a board, and yet
this was sufficient to show how erroneous the accepted

2 0
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views were. Anyone sIo insists on detailed and precise
quantification as being essential to scientific method may
wrmte time and effort on unhelpful quantification or
focus uncritically only on what is precisely quantifiable at
a given time.

Controlled experiments in the course of which the
consequences of a deliberate change in one aspect or
phase can he measured also are usually useful. But useful
measurements of change can be made in other circum-
stances (e.g., astronomy) and yield important warranted
assertions. A "fixation" on expedmentation may lead to a
neeect of problems that could be studied by other
techniques or to pseudo-experiniental techniques.

In any event, the experimental design and the
Mstrurnentation used mest be viewed as entically as any
other part of the inquiry, as Arthur S. Eddington has
pointed out in a parable about fish nets. In his parable an
ichthyologiet ioterested in exploring ocean life uses a net
with two-ind openings. After carefully surveying his
c.atch, he concludes that no sea creature is less than two
inches long. In reply to criticisms that his net was not
adapted to sauvey all ocean life, the ichthyologist says:
"Anything uncatchable by my net is ipso facto outside
the scope of ichthyological knowledge, and is not port of
the kingdom of fishes wEich has been defined as the
theme of ichthyological knowledge. In short, what niy net
can't catch isn't fish." (The Philosophy of Physical
Science, Cambndge, Cambridge University Press, 1939,
pp. 16-17.)

Additional Historical Examples. Able scientific workers
sometimes do not give an accurate account of the
procedures they actually used, or they may believe that
they are using one set of procedures but actually are
using another, or they may deny, flatly they are using the
procedures that they are using. Our description of modern
inquiry in the previous section was based on successful
examples of scientific work. Three additional examples
will be considered as further illustrations.

(I) For a comsiderable period, the spontaneous genera-
tion of life was widely accepted and used to account for
many observable processes. Fermentation, for example,
seems to start from non-living materials and yet exhibits
life-like traits. The scientific issues were often intermixed
with other issues. Some philosophic materialists favored a
type of spontaneous generation of life from non-living
matter in order to avoid theological ideas about the divine
creation of life. Some religiously oriented scientists
disapproved of spontaneous generation in order to
support a religious view that life oily comes from life.
Some chemists, who were seeking to avoid importing
biological notions into chemistry, favored spontaneous
generation.

Although in 1765 Spallanzani showed that fermenta-
tion processes could be delayed indefinitely by boiling,
some scientists of the period believed that they had
demonstrated the occurrence of spontaneous generation.
A limiting factor in scientific progress was the inadequacy
of the microscope lenses then available for observing
micro-organism. In the 1830's and 4.0's considerable
progress was made toward more useful views, but by and
large spontaneous generation was still accepted and any
organisms observed were believed to be results of
putrefaction, Mfection, etc., rather than causes.

In 1861 Pasteur's work helped lead to the abandon-
ment of the doctrine of spontaneous generation. Using a
flask with a long, thin neck, he boded meat broth until
no bacteria remained. The neck of the flask was so narrow
that new bacteria could not enter. The boiled broth could

be kept for an indefinite period without putrefaction.
After breaking off the neck, however, within a few hours
the meat began to decay and micro-organisms were
observed in the broth. To show that micro-organisms
could be canied in the air, Pasteur passed air through two
sterile filters and found that.the first fdter, but not the
sewn& could induce putrefaction. (The account just
suntruarized is taken from H.T. Pledge, Science Since
1500, London, Ilis Majesty's Stationery Office, 1947, PP.
163-1(,5.)

Pasteur's work, of course, did not absolutely disprove
spontaneous generation, but instead developed a highly
warranted description of what happens under specified
Orcumstances, and thus made the invoking of spontane-
ous generation "explanations" pointless for the type of
situation under investigation.

(2 ) Galileo performed some early experiments on the
weight of air. lie first worked with a large glass bottle
stoppered by a leather valve. The valve was constructed to
admit a syringe with which Galileo forced air into the
bottle; he estimated he could force in two or three times
more air than the bottle ordinarily contained. Thee, using
a balance with sand as the weights he weighed the
compressed air. After opening the bot;le, he reweighed it
and concluded that the "extra'. compressed air was
equivalent in v./eight to the sand removed from the
balance. But he had not been able to measure with arty
accuracy the volume of the "extra" air forced ia to the
bottle. So Galileo then devised another experiment in
which he forced water into a bottle of air without
allowing any air to escape; the air compressed enough so
that the bottle could be filled about three-fourths full of
water. The bottle containing the water plus the
compressed air was weighed. Then the "extra' air was
released, and Galileo concluded that the volume of air
which escaped just equalled the volume of water in the
bottle. Then the bottle was reweighed, with the difference
between the two weighings equalling the weight of a
volume of air equivalent to the directly measurable
volume of water in the bottle. (Galileo, op. cit.)

(3) In the 18th century heat was generally believed to-
be a material substance in the form of a very light or
weightless fluid; a hot body was said to contain more
caloric fluid than a cold body. The caloric theory fit in
with other prevailing notions that emphasized the
presence or absence of some material fluid. Living
organisms were believed to contain vital spirits, m
netized objects to contain magnetic fluid, etc. Such flui s
were said to be "subtle" and capalle of penetrating
bodies having no visible apertures. A satisfying report that

emed to offer an explanation" of observed changes
(heating/cooling, magnetizing/demagnetizing, etc.? was
thus developed that obstructed inquiry for some ttrne to
come.

In the late 1790's Rumford's work in the Hunich
military arsenal provided a much superior description of
certain heat phenomena and showed the irrelevance of
caloric theory to the warranted assertions he developed,
even though the caloric theory was retained by many
until the middle isf the 19th century.

Rumford carefully measured the weight of gold heated
from 32°F tO a bright red, and found the weight did not
change by one-millionth part. Inasmuch as the prevailing
view was that caloric is imponderable, those measure-
ments were consistent with the existence of calonc.
Rumford's measurements, however, in conjunction with
his other work, helped to show that warranted asertions
about heat could be made without reliance on caloric
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fluid notions. In boring cannons in the arsenal, Rumford
noted the eonsiderahle rise in temperature of the brass
barrels and the men higher temperature of the chips being
drilled out. One conjecture was that perhaps the total
heat produced comes from the chips. Rumford argued
that if so, according to accepted caloric notions the
"capacity for heat" of the chips should be significantly
changed. But comparative measurements of those chips
and of similar pieces of metal uhowed no such change.

He then designed an apparatus in which a hollow
cylinder was enclosed in a box of water. A blunt drill was
rotated continuously against the bottom of the cylinder.
After one hour, die water temperature rose to 107°F;
after two and one-half hours, the water boiled. Rurrdord
ccmcluded that the heat generated by friction appears to
be inexhaustible. If the friction apparatus is isolated from
other bodies and can continue to yield heat indefinitely,
Rumford argued, heat could not profitably be regarded as
a material substance. The only conjecture he regarded as
likely, in view of his experiments, was that heat is
motion. ("An Inquiry Concerning the Weight Ascribed to
Heat," and "An Inquiry Concerning the Source of the
Heat which Is Excited by Friction," Philosophical
Transactions of the Royal Society of London, 1799 and
1798.)

Belief in caloric could still be maintained, of course, if
one assumed that the caloric fluid flowed from the air
suffounding Rumford's isolated friction system, so further
work would. be necessary (such as performing the
experiment in a vacuum) to refute all variants of the
calcific conjecture, but experiments like Rumford's helped
to show both that the caloric conjecture was not useful
and that a motion conjecture was useful.

Several poLnts are suggested by the materials just
discussed. At times religious, philosophical, and other
beliefs can have a strong influence on the initial
conjectures a scientist develops. Such beliefs can be
productive, but also can be obstacles if adhered to
tenaciously without sufficient, or any, evidence. Tech-
nological factors may play a significant role; at any given
time the equipment necessary to test competia g conjec-
tures may not be available. Many rejected conjectures arc
not completely refuted, but rather are abandoned when
they fail to yield useful results. Plausible "explanations,"
however intellectually satisfying, are simply no substitute
for warranted assertions from the point of view of
facilitating effective prediction and control.

D. MODERN INQUIRY INTO HUMAN BEHAVIOR

Our view is that the same general procedures so
effectively applied 41 the physical and physiological areas
of inquiry probably will lead to similarly useful results bn
inquiry into human behavior. That application faces at
least two major initial obstacles.

(1) In Western civilization, the belief is deeply
intrenched that human behavior (or some parts of that
behavior) must be fundamentally different in kind from
other processes we encounter, and that therefore some
different method must be used. Refutation of such views
consists chiefly in developing warranted assertions about
human behavior that foster prediction and control. The
results of inquiry into human behavior to date do not
begin to compare with the results already obtained in the
other areas of scientific inquiry. We suggest that the
relative paucity of results 6 partly attributable to the
non-use of the method we here call modern inquiry.

(2) The relative paucity of results is also partly

attributable to a serious terminological problem. We have
little in the way of agreed upon firm names useful for
communicating about aspects and phases of human
behavior. Until naming is improved we may remain
bo-fged down in such confusion (of ourselves and others)
ar1 incoherence that communication is difficult or
impossible.

he emphasis on useful Darning sometimes is quickly
dismissed as a fixation on the trivial or the merely verbal
and a neeect of "substantive" problems. In our opinion,
what is distinctively human about human behavior isor
involveswhat we call sign-behavior. In that sense, a
concern about language is a "substantive" issue in inquiry
into human behavior. Moreover, we believe that in the
physical and physioloOcal areas progress was also
dependent on developing useful naming. Pledge, for
example, notes:

"The French chemical world did not abandon
hlogiston until about 1787; while Priestley,
cheele, Cavendish, and many others never did

abandon it. The supersession of phlogiston by
oxygen, together with the accumulation of what we
now seen to be antique errors, drew attention to a
matter of primary importance in chemistry as in
every science, nomenclature. The technical terms of
the time made accurate thinking almost impossible."
(Pledge, op. cit., p. 116, emphasis added.)

This is not to imply that some scientific areas have
satisfactorily resolved all the language problems; far from
it. We are only suggesting that overall the communication
problem is worse in inquiry into human behavior than in
other areas of scientific investigation. Elaborate specula-
tive or technical constructions are often developed, with
no one being able to communicate clearly or definitely
what is being talked about.

A criticism of some economists by Joseph Mayer is
applicable to discussions in many areas of human
behavior. In describing the quest of certain economists for
a particular type of cost measurement, Mayer says:

"Since the actual problem is so disheartening, a
shell-game attempt to escape it has been inau-
gurated.... This procedure seems not only to have
'ven no aid whatever toward a solution but to have
ept the minds of economists from the actual

problem. In wying to discover under which shell the
cost or util* button has been put, some
economists have been lulled into believing that they
have been investigating the nature of the button
itself.... [T]he mind is kept occupied with
guessing under which shell the button is... , [but]
the button itself never appears to have been laid
bare for examination." (Social Science Principles in
the Light of Scientific Method, Durham, Duke
University Press, 1941, p. 95.)

"Behavior." is used here as a name covering all the
adjustmental processes of organWri-in-erivironment. This
differs from those who restrict "bchaviot either to
muscular and glandular activities within the organism, or
to those who restrict "behavior" to so-called gross, overt
activities as contrasted with "inner" or "mental"
activities. Man is viewed here as a biosocial organism;
that is, as a biological organism operating in-and-by-
means-of a social envirournent.

Knowing, as hiunan behavior, ex tends over a broad
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range of activities. Naming is part of the range of
knowing behavior. One who names states, relates, selects,
identifies, orders, systematizes, etc., as aspects and phases
of things and events are differentiated. Names are not
taken as things separate from, and intermediate between,
the or.s:,ism and its environment_ Nor do we accept the
oonventional sharp separation between a word and its
meaning, for making the word, the word=user, and the
word's meaning into separate and independent "reals" is
only too likely to result in hypostatization and insoluble
epistemological _problems about the locus and status of
"meanings' and "knowledge." Nor do we imply the
alightest finality in naming; as inquiry progresses we find
changes and improvements in earlier naming.

Within naming, some names are considerably more
useful than othem. "Specifying" is that part of naming
behavior concerned with increasiney useful differentiating
among aspects and phases of things and events, and more
consistently accurate naming of them, as is typically
found in successful scientific inquiry. Even the best
scientific specifications are not taken as final. All aspects
of scientific achievement are subject to possible change,
correction, improvement, or abandoninent.

"Describing" is expanded naming of more than one
aspect or phase of some thing(s) or event(s), including
reladons among them. Useful descriptioris are a primary
aid in communication among humans and in one's own
reflections. Much scientific inquiry is directed toward the
development of more and more complete and useful
descriptions. Descriptions often are linked together in an
"If...then..." form in warranted assertions and provide
humans with the information necessary to predict and
control events within or without the body, including
adjustive behavior to events beyond our control.

As tentative descdptions are developed in inquiry about
uniformities of relationships or patterns of connections,
the adequacy of the descriptions arc tested by means of
measured changes occurring among things and events.
Logical implications of the conjectures lead to still further
measurements of changes. Frequently, mathematical
symbols are used to state the conjecture in shorthand
form, to develop its logical implications, and to record
the relevant data. Provided that the situation being
investigated is such that mathematical tramformations are

plicable, those transformations may greatly facilitate
e development and testing of conjectures.
In the history of inquiry we find three general

procedures of inquiry, which (following Dewey and
Bentley) we call the self-aelional, the interactional, and
the transactional.

hi self-actional procedures, Mdependent powers, actors,
or causes are assumed to function on ill& own. A
primitive example is describMg thunderbolts as a
consequence of Zeus' anger. Still prominently on display
are attribufions of human behavior to the free action of a
mind.

In interactional procedures, presumptively independent
things come together Ln causal interconnection. Within a
field of activity, isolated elements, substances, units, or
constituents of some type are assumed to have an
independent existence and then to interact with each
other. Examples are the sevenng of a word's rneanin
from the functioning of the word in human behavior, an
accounts of behavior in which selves arc said to interact
with other selves or with a detachable environment.

In transactional procedures, "transaction" is the name
for the full cngoing process in a field where all aspects
and phases of the field, including the inquirer himself, are
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in common process. In many typical inquiries into human
behavior the attempt to isolate and detach separate
"reals" and then somehow bring them together yields
incoherence, confusion, and an inability to maintain
mnsistently the interactional procedure.

To illustrate, conventionally in inquiry into perception,
"stimulus" and "response" are viewed interactionally.
And yet the attempts to state just what the stimulus is, as
severed from the response, and what both are in relation
to other aspects and phases of the situation, often fail
utterly. The following quotation shows the kind of
difficulty encountered:

"Stimulus: A key concept, or rather set o
concepts, used in a great many ways in psychology
and within the pages of this book. For purposes of
this chapter, the term refers to a unit of sensory
inputfor example, some definable unit of light
falling on and exciting the receptors in the retina of
the eye. Even within this narrow definition,
however, complexities inevitably arise in specifying
the unit.

"The unit of input may be defined by the
environmental object that serves as the immediate
source of energy, as in the statement: 'The stimulus
was a red ckele three inches in diameter.' But
defining the object clearly does not specify what
happens in the eye, for any environmental object
can project an infinite variety of patterns onto the
retina, and various objects can produce identical
projections. Furthermore, as we shall see, the unit
as experienced by the observer is something else
again, and cannot be inferred Erectly from the
environmental object or the retinal pattern. (For
example, a man may 'see' his wife or 'hear'
footsteps when neither would be inferred by other
observers)" (Bernard Berelson and Gary A. Steiner,
Human Behavior: An Inventory of Scientific
Findings, New York, Harcourt, Brace & World,
1964, pp. 87-88.)

Here, in the space of a few lines, we see that even
within the authors' "narrow definition," the unit of
sensory input refeffed to may be an "environmental
object," or a "sensory event," or the perceiver's
experiencing of something as a unit. The apparently
straight-forward and common-sense sharp separation of
stimulus and response simply breaks down in inquiry
when one attempts to say what the two are and how they
are differentiated from each other and from other parts
of the situation. This is not to say that what we start out
with as stimulus is identical to what we start out with as
response, but rather that focusing attention on the full
process in a Ecld in which the aspects and phases are in
common process avoids the entanglement Berelson and
Steiner describe.

In an effort to avoid such entanglements, we suggest it
is useful to begin by seeking agreement- on names for
things and events we can observe, so that we do not
always have to repeat a longer description.

If we use "cosmos" to name the sum total of things we
can see, taste, hear, feel, and smell (often aided by
instruments), including relationships among those things,
we can then differentiate among the many things in
cosmos the living things, which we name "organisms."
Among the organisms, we differentiate further and use
the name "man" for ourselves, our ancestors, and our
progeny.
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In observing the transactions of loan with other aspects
and phases of the cosmos, we note the transactions
named "eating," "breathing," etc. We also observe
transactions typical of man but found infrequently or not
at all in other organisms. Such transactions involve
processes in which something stands for or refers to
something .else. We name these processes "sign.behavior"
or sign tor short.

Sign-behavior is the type of transaction that distin-
guishes some behavioral from physiological processes; i.e.,
a knowing transaction from eating, digesting, etc. No
ultimate or absolute separation is suggested, for sign
processes always include physiological processes and may
affect them, as when the reading of a message containing
bad news affects respiration. We use "sign process" as the
name for the whole process, not as the name of one
aspect only. "Sign." is sometimes used to refer to the
thing that stands for something else (smoke as a sign of
fire), but we use "sign" as short for "sign process" and as
including the full situation.

Sign processes include signaling (as in beckoning,
frowning, etc.), narning (as found generally in speaking
and writing), and symboling (as in symbolic logic and
mathematics). Within naming, we differentiate cueing
cries, expletives, interjections, etc.), characterizing (every.
ay practical naming), arid specifying (the increasingly

useful differentiating arid naming of aspects and phases of
thingi and events).

Modern inquiry (sometimes labeled scientific), then, is
human knowing behavior. Human behasior is riot
separated from the rest of the cosmos and is investigated
by the same method as used for nonhuman things and
events. The central role of sign processes iu human
behavior adds to the kaportance of adequate communica-
tion when human behavior is the subject matter of
inqiiry.

We make no claims to originality for the views on
inquiry in this chapter. Many workers have made many of
the same key points. For example, the 19t.h century
English mathematician and philosopher of science, W.K.
Clifford, said in his address to the Bntish Association in
1872:

"Remember, then, that [scientific thought] is the
guide of action; that the truth which it arrives at is
not that which we can ideally contemplate without
error, but that which we may act upon without
fear; and you cannot fail to see that scientific
thought is not an accompaniment or condition of
human progress, but human progress itself." ("On
the Aims and Instruments of Scientific Thought,"
contained in Leslie Stephen and F. Pollock, eds.,
Lectures and Essays, London, Macmillan, 187'1)

Chades Peirce and William James also helped to
develop some of the main points we have made. The
major contribution to date has been made by John
Dewey and Arthur F. Bentley. In many respects their
work is still far ahead of other work in the field, and
assimilation of their achievements is far from being
achieved. (See Dewey, Logic: The Theory of Inquiry,
New York, Ilok, 1938; Dewey arid Bentley, ICnowing and
the Known, Boston, Beacon Press, 1949, paperback ed.,
1960; Bentley, Inquiry into inquiries, Sidney Ratner, ed.,
Boston, Beacon Press, 1954; and Sidney Ratner, Jules
Altman, and James Wheeler, eds, John Dewey and Arthur
F. Bentley: A Philosophical Correspondence, 1932-1951,
New Brunswick, Rutgers University Press, 1964.)

E. SU MARY

During man's long history, many different procedures
of inquiry have been used. Marry inquirers seek plausible,
intellectually satisfying reports, and are confident that at
least some correct results can be achieved through
ratiocination alone, through an appeal to intuition, etc.
But such procedures repeatedly have led to confusing,
incoherent, and conflicting recommendations about solu-
tions to problem situations.

We have attempted to describe more useful procedures
of inquiry, the outcome of which is the development of
warranted descriptions of things and events, including the
connections among them. Those procedures, as developed
to date, may be summarized as follows:

Knowing as human behavior extends over a broad range
of activities.

Naming is the name applied to part of this broad range
of human behavior.

Humans behaving within the naming range of knowing
apply names to aspects and phases of things, including
events.

Specifying is the name applied to part of naming
behavior; that part concerned with increasingly useful
differentiating among aspects and phases of things
including events, and more consistently accurate naming
of them.

Describing is the name applied to expanded naming,
that is, to naming more than one aspect or phase of some
thing(s) or event(s), including connections among them.

Mathematical symboling as used in knowing behavior is
shorthand specifying. For example, the symbol 2 can he
used as the shofthand name for two similar aspects or
phases of things or events, or as the shorthand name for
second in some rank-ordering of aspects or phases.

As yet, man has not succeeded in differentiating all the
aspects or phases of any thing or event. Therefore, all
naming involves what is commonly named "alstracting."
Even the most accurate specifying and the most extensive
describing possible today should not be assumed to be
final and complete in die sense of having named or
described all that ever can be known concerning any thing
or event.

The procedures of inquiry include measuring changes
arid developing tentative conjectures, sometimes called
hypotheses, about the uniformities and discrepancies
found among measured changea. Such conjectures suggest
additional measurements of changes, which in turn may
suggest modification of earlier conjectures. When con-
firmed by sufficient measurements of changes, conjectures
are finally accepted as theory; that is to say, as adequate
descriptions of what happens under certain circumstances.

Modern inquiry, sometimes labeled scientific, is human
knowing behavior, largely in the naming range of
knowing, concerned with describing what happens, has
happened, or might happen under specified circumstances
in order to facilitate useful corktrol over future events
when practicable, including adjustive control of human
behavior to external events.

The following stages occur in the course of inquiry:
1. The inquirer becomes aware of a problem situation.
2. Ile observes some facts that appear to be pertinent.

Vaxious aspects and phases of the situation are differen-
tiated, some changes among them are measured, and a
tentative partial description of what is happening is
berm

d. In noting connections among some of the things
observed and measured, other connections may be
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ed. Tbe inquirer focuses on what seem to be the
runent aspects arid phases of the situation, and

evelops a conjecture as to what may happen under
specified circumstances.

4. That conjecture may involve other facts to be
observed, perhaps including some facts originally not
believed to be pertinent. As the inquirer proceeds, he may
find that the oriOnal problem situation is quite different
than it first had seerned.

5. The tentative description of what happens is
supplemented and_ perhaps revised. Transformations via
verbal or rn.ithernatical logic may he ased. What were
earlier taken as facts may be revised or rejected.

6. Perhaps another conjecture occurs to the inquirer
about possille enimecfions among facts, including
measured champs.

7. Investigation of the new conjecture requires further
observation and perhaps results M the development of a

more adequate description. These procedures of
observation, reconsideration, renewed observation; i.e,,
the interweaving or reciprocal stimulation of what
are sometimes called empkical observations and the
formulation of hypotheses, may be repeated many
times in succession.

8. Finally, if the inquirer is successful, a descrip-
tion _adequate for resolvi-ng the immediate problem
situation is developed.

9. _Further inquiries may further supplement the
description of what happens; in some instances new
inquiries may reveal aspects or phases that force drastic
amendment of the best earlier description.

10. Inquir_ has no necessary end. A complete
description of even a simple problem situation apparently
never has been achieved and may never be, but an
adequately useful description is the goal of modern
scientific inquky.
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PSYCHOLOGY*
I. WORKING DESCRIPTION OF

THE FIELD

13 SYCHOLOGISTS inquire into human and animal
behavior, with emphasis on both the individad's
adjustive procedures and the evolution of those

adjustments within a species. Behavioral pmcesses such as
lealniog, speaking, perceiving, etc., are investigated, with
considerable attention given to the measurement of
individual differences in those processes. On the one side,
sychological inquiry merges with physiological and other
iological ioquiry; on the other, with inquiry into group

behavior-

2. OTHER DESCRIPTIONS OF THE
FIELD

Modern psychology had its inception in Germany with
Gustav Fechner, Hennann Ebbinghaus, and Wilhelm
Wundt. In America psychology began with William James'
establishment of a laboratory at Harvard. James described
psychology AS "the science of mental life, both of its
phenomena and of their conditions." (The Principles of
Psychology, New York, Holt, 1890.) Understood earlier as
"the science of consciousness," in the twentieth century
the field was viewed by most psychologists as "the
science of behavior." John Watson said that psychology
"is a purely objective, experimental branch of natural
science." ("Psychology as the Behaviorist Views it," The
Psychological Review, Vol. 20, 1913, p. 176.)

Some commentators emphasize the behavior of the
individual as the main object of study. M. Brewster Smith
says that in psychology "what runs through art otherwise
heterogeneous history is a pervading focus on the
indMdual." ("Anthropology and Psychology," in John
Galin, ed., For a Science of Social Man, New York,
Macmillan, 1954, p. 33-) And Walter Reitman describes
psychology as the study of the "individual in interaction
with hisi environment." ("Psychology," in Bert F-
Hoselita, ed., A Reader's Guide to the Social Sciences,
rev. ed., New York, Free Press, 1970, p. 93.)

Others maintain that social behavior is also part of
psycholohieal inquir". In any event, a total separation of
the individual and the social does not seem possible. As
B.B. Wolman points out, even "purely" physiological
events involve an environment. (Contemporary Theories
and .Vstents in Psychology, New York, Harper, 1960.)
And Hadley Cantril argues that there can be "no 'person'
except for an 'envirorunent,' nothing 'subjective' except
for what is `objective,' nothing 'personal' encept for what
is 'social.' " ("Toward a Humanistic Psychology," ETC.,
Vol. XII, 1955, p. 280.)

Sometimes descriptions of the field of psychological
inquiry are so broad as to include all, or practically all,
the behavioral fields. A special committee at Harvard, for
example, said:

*We are grateful to William K. Estes tor his thorough criticism of
the original version of this chapter. In our revision we have
adopted many of his proposals and have incorporated many of his
suggested wordings. However, he might well disagree with many of
the judgments we have made; consequently the chapter should not
be taken as representative of his views,

"Psychology is actually what psychologists du
and teach: defined briefly, it is the science of
human and animal behavior, both individual and
social. To expand this definition, psychology is the
systematic study, by any and all applkable and
fruitful methods, of organisms in relation to their
behavior, environmental relations, and experience
Its purpose is to discover facts, principles, an
generalizations which shall increase mart's know,I.
edge, understanding, predictive insight, directive
wisdom and control of the natural phenomena of
behavior and experience, and of himself aod dse
social groups and institutions in which and thto
which he functions." (The Place of Psychology in
an ideal University. Cambridge, Harvard UniversitY
Press, 1947, p. 2.)

The followiug quotation illustrates the wide tante of
contemporary psychological inquiry:

"Our subject matter has become quite boundles0:
muscle twitches and wars, the sound of porpoises
and problems of space, the aesthetic qualities of
tones arid sick minds, psychophysics and labor
turnover. 'The range of organisms involved in Lite
studies of these problems extends from pigeons to
people, from amoeba to social groups." (aidse 0.
Webb, "The Choice of the Problem,' Antericati
Psychologist, Vol- 16, 1961, p. 223.)

A not atypical description of the field is found in the
recent survey of behavioral sciences sponsored by the
National Academy of Sciences and the Social Science
Research Council:

'Psychology is usually defined as the seieutifik
study of behavior. Its subject matter includes
behavioral processes that are observable, Both as
gestures, speech, and physiological changes, and
processes that can only be inferred, such SS
thoughts arid dreams. Psychology occupies a ctuchal
position among the disciplines that endeaven,
understand :oar scientifically. It is in Part
science, closely related to biology and psychiatry,
for it studies the behavior and mental functions of
living organisms. It is also a social science, telated to
anthropology, sociology, and political science, for it
des witht behavior in complex social eriviroll'
ments." (Kenneth E. Clan and Geor.e A. Miller,
eds., Psychology, Englewood Cliffs, PrerItice11sall,
1970, p. 5.)

In recent years, however, some psychologists have
begun to reject the type of scientific procedures of
inquiry so successfully applied in the physical sciences.
RH. MacLeod, who urges the use of a phenomenological
method, insists that "consciousness" can and should he
studied, and says that to be a scientist 'is to have
boundless curiosity tempered by discipline." ("rherione-
nology," in WT. Vann, cd, Behaviorism and Phenane-
nolagy; Contrasting Bases for Modern Psycho/MY,
Chicago, University of Chicago Press, 1964, p. 71.) Others
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have defended in psychological inquiry the mentalism
urged by Noam Chomsky in linguistics, or have developed
existentialist and humanistic approaches that are nor .u-
tific. (See John Shotter and Alan Gau Id, "The Delent,e of
Empirical Psychology," American Psychologist, Vol. 26,
1971; William D. :Hitt, "Two Models of Man," American

Psychologist, Vol. 24, 1969; Abraham H. Maslow, "What
Psychology Can Learn from the Existentialists," Ch. 2 of
his Toward a Psychology of Being, New York, Van
Nostrand Reinhold, 1968; and Charlotte Buhler, "Basic
Theoretical Concepts of Humanistic Psychology,"
American Psychologist, Vol. 26, 1971.)

3. METHODS AND TYPES OF INQUIRY

A eross-sectional view of the field of psychology can be
gained by looking at the principal subdisciplines that have
arisen in response to different Ittorical traditions.

(1) Developmental and Experimental Child Psychology.
For a long penod child psychologists primarily observed
children to get information about the maturation of
various skills and capacities. (A. Gesell and F.L. Ilg, The
Child from Five to Ten, New York, Harper, 1946; F.L.
Goodenough, Developmental Psychology, New York,
Appleton-Century, 1934; L. Carmichael, ed. Manual of
Child Psychology, New York, Wiley, 1954.) More recently
workers in ibis field have combined observational,
experimental, and "theoretieaf'procedures. (See L.P. Lipsitt
and C.C. Spiker, Advances in Child Development and
Behavior, New York, Academic Press, 1963, 1965, 1967.)
Much current work is influenced by and directed by
leading ideas from Jean Piaget (The Language and
Thought of the Child, New York, Ilarcourt, 1926), from
work in linguistics (T. Bever, "The Cognitive Basis for
Linguistic Structures ' in J.R. Hayes, ed., Cognition and
Language Learning, New York, Wiley, 1970), and from
developments in general learning and behavior theory*
W,K. Estes, Learning Theory and Menial Development,
ew York, Academic Press, 1970). Cross-cultural compari-

sons of cognitive development in children raised in very
different cuctimstances is an important new trend in child
psychology. (M, Cole, J. Gay, J.A. Glick, and D.W. Sharp,
Culture and Cognitive Processes, New York, Basic Books,
1971.)

(2) Comparative and Physiological Psychology. For
several decades following the pioneering_ works of CI.
Thorndike (Animal Intelligence, New York, Macmillan,
1911), J.B. Watson (Behaviorism, New York, Horton,
1925), and R.N1. Yerkes ("The Mental Life of Monkeys
and Apes," Behavioral Monographs, Vol. 3, 191
research in mimal behavior was largely concerned wit
intensive analyses of particular laboratory situations, such
as the multiple T-maze, the problem box, or the "Skinner
box," for a few selected species of animals, most often
the albino rat. Relatively little attention was given to
differences among species and phyla. Several general
learning theories were developed, notably those of Clark
L. Hull (Principles of Behavior, New York, Appleton,
1943), B.F. Skinner (The Behavior of Organisms, New
York, Century, 1938), and E.G. Tolman (Purposive

*In discussing the historical development of psychology and
rdated matters, for the reader's convenience we use conventional
labels such as "learning theory," -Freudian theory," "Weber's
Law," etc. We wish, however, to draw attention to the differing
applications of -theory"; a name applied sometimes to highly
speculative conjectures, sometimes to the best warranted assertions
avAable, and sometimes to assertions intermediate between those
extremes. -Law" also sometimes turns out to have been applied
to unwarranted conclusions. (See Section 8 on terminology.)

Behavior in Animals and Men, New York, Appleton,
1932). Later sonic of the leading ideas of the ethologists,
notably K.Z. Lorenz (King Solomon's Ring, New York,
Crowell, 1952) and N. Tinbergen (The Study of Instinct,
Oxford, Clarendon, 1951), led to increased interest in
analyzing differences in behavior organization among
species and in studying animal behavior in closer relation
to its natural settings.

(3) General Experimental Psychology. Sensory psy-
chology was the first subdiscipline to develop substantial
experimental and quantitative methods, beginning with
the work of G.T. Fechner, H.L.F. Helmholtz, and W.
Wundt. (See E.G. Boring, A History of Experimental
Psychology, 2nd ed., New York, Appleton-Century-Crofts,
1950.) Much work in this tradition has remained closely
aligned with physiology, leading to quantitath,ely stated
conjectures about receptor processes (for example, J.C.R.
Licklider, "Three Auditory Theories," in S. Koch, ed.,
Psychology: A Study of a Science, Vol. 1, New York,
McGraw-Hill, 1959; M.H. Pirenne aid F.H.C. Marriott,
"The Quantum Theory of Light and the Psychophysiol-
ogy of Vision," in Koch, op. cit.) and to the exploration
of basic physiological and biochemical processes for
example, R. Granit, Receptors and Sensory Perception, Nc
Haven, Yale University Press, 1955; S.S. Stevens and H.
Davis, Hearing, New York, Wiley, 1938; C. Pfaffmann, "The
Afferent Code for Sensory Quality," A merican Psychologist,
Vol. 15, 1960).

Other work in sensory psychology has led to the various
branches of psychophysics and, more recently, signal
detectability theory. (See, for example, S.S. Stevens,
"Mathematics Measurement and Psychophysics," in S.S.
Stevens, ed., ilandbook of Experimental Psychology, New
York: Wiley, 1951; j. Swets, ed., Signal Detection and
Recognition by Human Observers, New York, Wiley, 1964.)
The study of perception, originally almost indistinguishable
from work in sensory psychology, has branched out into the
behavioral conjectures of C.H. Graham and his associates
(Vision and Visual Perception, New York, Wiley, 1965), the
phenomenological procedures ofJ.J. Gibson (The Perception
of the Visual Vorld, Boston, HouOi ton, 1950, ) and various
limited quantitatively elaborated hypotheses. Current active

arch fields concern perceptual learning (E.J. Gibson,
Principles of Perceptual Learning and Development, New
York, Appleton-Century-Crofts, 1969) and visual informa-
tion processing (R.N. Haber, Information Processing
Approaches to Visual Perception, New York, Holt, 1969).

(4) Learning. Research on learning prior to about 1940
was dominated by Pavlov's work in conditioning, by
association theory as interpreted by Thorndike, and by
the largely eclectic functionalist tradition as represented
by R.S. Woodworth (Experimental Psychology, New
York, Holt, 1938) and J.A. McGeach (The Psychology of
Human Learning, New York, Longmans, 1942). During
the next decade research was concentrated heavily upon
animals rather than upon human subjects, and was
organized and directed largely in terms of the learning
theories of C.L. Hull, E.R. Guthrie, B.F. Skinner, and the
controversies involving them. More recently there has
been inerea.sing attention to human memory, verbal
learning, and so-called "concept" formation. (Much work
on "concept" formation inquires into the application of
narnes to what is common to a class of things, as when a
young child learns that both men and women ue people

(5) Per.sonality and social psychology. The field of
personality originally was a subfield of differential
psychology, investigatod either in terms of typologies or
trail organizations. (See A. Anastasi and J.P. Foley, Jr.,
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Differential Psyehnlogy, New Y ork Nlacmilhm,
More recently, inquirer3 have turned strongly toward the
study of motivational processes in the individual. Major
influences have been psychoanalytic theor, Kurt
Ecivin's topological procedures ( I Dynninie Theory of Per-
sonaht trans. by D.K. dams and K.E. Zener, New York,
leGraw-Ilill, 1935), and general behavior theory (John

Dollard and N.E. Miller, Personality and Psychotherapy,
New York, McGraw-Ilill, 1950). Concurrently social
psychologists have developed experimental techniqnes; the
main lines of research concern attitudes and their
determinants, thinking and knowing processes of parti-
cular rdevance for interpersonal relations, and study of
relations in small groups.

Schools of J'svcIzolog

During die first half of die century several distinctive
schools or systems of psychology developed concerning
the subject matter and objectives of psycholog. (See R.S.
Woodworth, Contimtporary Schools of Psychology, rev.
ed., New York, Ronald, 1948.) Many of those schools
have since been abandoned CalthouOi traces persist), and
in general schools of the older type no longer exist. Iii
the sense of clou-aeteristic points of view, however, there
are distinctive groupings of contemporary psychologists.

a) Behaviorism. Many leading American psychologists
today arc sympathetic to some form of behaviorism,
deriving from the early version presented by John Watson
in 1913

-Psychology, as the behaviorist views it, is a
purely objective, experimental branch of natural
science which needs introspection as little as do the
sciences of chemistry and physics ...The behavior
of animals can be investigated without appeal to
consciousness, ...The behavior of man and the
behavior of animals must he considered on the same
plane.. , ." (Watson, 1913, op. cit., p_ 176.)

Watson was interested in giving a motor or
physiological account for Al psychological behavior. His
position is sometimes called "meehmiistic behaviorism"
and has some similarities to Ivan Pavlov's "reflexology."
Another type of behaviorism goes still further. The
"physicalists" search for physicochemical bases for human
behavior and believe that eventually psychology will
become part of physics (i.e., thc -laws" of psychology
will he reducible to physical laws," or the language" of
physics will suffice to "explain" psychological
phenomena, or that in some other way behavior will be
fully describable in physical terms).

Many recent behaviorists take a broader view. Edward
C. Tolman preferred the label "purposive behaviorism"
and emphasized inquiry into goal-directed behavior, such
as that of an animal in a maze. Ile argued that the use of
"intervening variables" makes possible the description of
behavior in terms of functions that are not themselves
directly observable.

Clark L. Hull championed hypotlietical-deductive pro-
cedures allowing for experimental testing. (Hull, op. cit.)
Although much criticized, his work is often viewed as an
excellent example of theory construction in psychology.
Burthus F. Skinner remains the outstanding exponent of
"radical behaviorism" and "operationisrn." (See Verbal
Behavior, New York, Appleton.Century-Crofts, 1957;
"Behaviorism at Fifty," Science, Vol. 140, 1963.) Most
recent behaviorists are willing to make use of intro-

spective data, as lonir as the resulting hivpuutituu are
testable, airectly ir inSireetiv,

Eihvin G. Boring summarizes a widek lutlul

"The fundamental principle here is that science
deals only with public information, and, whatever
private consc iousness may be like, it gets into
science only by publication of sonic sodby the
words or gestures or other behavior of the organism
to whom the consciousness belongs. Even the
loicouseions is tapped by die psychoanalysts only
through the use of words or other behavior. This bit
of behavioristic logic put the American psychol-
ogists at case, allowing, most of them to go all out
for behaviorism." ("Psychology," in James R.
Newman, ed., What is Science?, New York, Simon
and Schuster, 1955, pp. 300.301.)

Behaviorism, in extreme or mild versions, has been
challenged from vadous points of view, Some recent
alternatives to behaviorism are gestalt psychology, psycho-
analysis, existentialist and phenomenological psychology,
humanistic psychology, and transactional psychology.

b) Gestalt psychology. Gc$talt psychologists such as
Max Wertheimer (Productive Thinking, New York, Harper,
1945), Wolfgang Kohler (Gestalt Psychology, New York,
Liveright, 1929), mid Kurt Koffka (The Growth of the
Mind, translated by RM. Ogden, London, Kegan Paul,
1924) denied that psychological processes are composed
of discrete elements that can be discovered by a reductive
analys, mid focused on dynamic processes of integration
and selective organization. Kurt Lewin's work on life
space" and "field theory" generated considerable dis-
cussion. (See his "Behavior Development as a Function of
the Total Situation," in Carmichael, op. cit.)

The language used by the gestalt psychologists to
describe their -holistic" methods was sometimes obscure;
considerable emphasis was given to phrases such as "the
whole is greater than the sum of its parts." Gestalt
inquiry may be more adequately described as inquiry that
focuses attention primarily on relations among things
constituting a presumed whole, as contrasted with
focusing attention on the aspects and phases of
differentiated parts. Functioning systems and subsystems
are eie units observed and described, rather than the
components of those systems. Although there has been
much criticism of gestalt speculation,- the . experimental
work in perception done by gestalt psychologists is useful
and highly regarded.

c) Psychoanalytic psychology. Many psychological in-
quirics are concerned primarily with activities and
processes characteristic of thinking and knowing behavior,
believed to be common to all normal individuals, but
psychoanalysts emphasize the motivational determinants
of behavior and deviations from the norm ("psycho-
pathology"). The term "psychoanalysis" is used in several
ways. It may refer to Sigmund Freud's insistence that
repressed factors in the unconscious account for much
behavior, to his techniques for investigating such
phenomena, to his treatment of his patients, or to the
general proeedures characte6stic of Freud and his
followers.

For Freud human behavior was influenced by con-
flicting impulses of love and hate, sexual motivation, the
"id," 'libido," etc. The motives of human behavior, he
maintained, are biologically generated and undergo
progressive changes as a result of social pressures,
especially in the early years of life as the "superego"
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develops. These processes result in rivalries between children
and puents, between siblings, and so on, and may lead to
neurotic reactions such as substitution, frustration, regres-
sion, and fixation. Neurotic behavior patterns can sometimes
be overcome with great effort, but only if the person becomes
aware of and adjusts to his "true situation. In Freud's
therapeutic method, the patient's free association and his
dreams, humor, slips-of-the-tongue, etc., are interpreted in
order to uncover unconscious moaves and conflicts.

Many later psychoanalysts deviated from some of
Frend's views and interpretative principles. Alfred Adler
founded "individual psychology, a branch of psycho-
analysis that emphasized striving for power and its role in
personality development. Carl G. Jung emphasized the
"collective unconscious" and "archetypes" as part of a
biological inheritance. Karen Homey advocated the
importance of "self-development" in relationships with
others. Erich Fromm stressed social, economic and
cidt111-al factors, and Harry Stack Sullivan adopted
"interactional" procedures. Ruth Monroe's Schools of
Psychcanalytic Thought: An Exposition, Critique, and
Attempt at Integration (New York, Dryden, 1955)
prevides a useful account of the psychoanalytic schools.

Many scientifically oriented inquirers were severely
critical of psychoanalytic conjectures, not least because
those conjectures chaxacteristically, were stated in ways
that were not subject to empirical testing. Recently there
have been attempts to reformulate psychoanalytic prin-
ciples in empirically testable ways. (See especially Albert
Ellis, "An Operational Reformulation of Some of the
Basic Principles of Psychoanalysis," in Herbert Feigl and
Michael Scriven, eds., Minnesota Studies in the Philosophy
of Science, Vol. 1, Minneapolis, University of Minnesota
eress, 1956; B.F. Skinner's critique of traditional
psychoanalysis, Ibid.; and R.R. Sears, "Experimental
Analysis of Psychoanalytic Phenomena," in J. McV. Hunt,
ed., Personality and !he Behavior Disorders, Vol. 1, New
York, Ronald, 1944.)

d) Existential and phenomenological psychology. The
outgrowth of existentialism from phenomenology in
philosophy has been paralleled in psycholog by
phenomenological and existentialist procedures of inquiFy.
For present purposes those developments can be grouped
together. Psychologists supponing this general tendency
oppose the 'objective" procedures of scientific inquiry
and emphasize the inner, subjective world of the
individual. According to Donald Snygg: "Behavior is
completely determined by and pertinent to the
phenomenological field of the behaving organism. By
phenomenological field is meant the universe, includini
himself, as experienced by the behaver at the moment.
("The Need for a Phenomenological System of Psy-
chology," Psychological Review, Vol. 48, 1941, p. 411.)

Frequently human nature is regarded as unique, and man
is viewed as having free will. Some existentialists emphasize
the almost total freedom of the "authentic man from
environmental and even genetic causes and conditions. (See
Rollo May, E. Angel, and H.F. Ellenberger, eds., Existence:
A New Dimension in Psychiatry and Psychology, New
York, Basic Books, 1958; MacLeod, op. cit.; Hitt, op. cit.;
and Cad Ft Rogers, Client-Centered Therapy, Boston,
Houghton Mifflin, 1951.)

e) Humanistic psychology. Htunanistic psycholog is

closely related to existentialistic and phenomenological
psychology. Charlotte Buhler says that "existential
considerations form the underlying philosophical basis of
humanistic psychology," and that to "help the person
experience his exLstence as real is the essential goal of the

humanistic psychotherapist." (Buhler, O. Lit., p. 380.)
The late Abraham H. Maslow was the leading

yn-oponent of humanistic psychology, which he saw as a
"third force" that would build on, but surpass, the
viewpoints of behaviorism and psychoanalysis. In
Maslow's opinion, the psychoanalytic psychologists
derived their notions of human poten6ality from a study
of poorly functioning or pathological people, while the
behaviorists overemphasized statistical averages in dis-
cussing "normal" behavior and minimized the norms of
successfully functioning humans. In contrast to those
views, Maslow advocated inquiry into healthy, self-
actualizing humans, such as "saints, sages, good leaders,
responsibles, ...strong men, winners rather than losers,
constructors rather than destroyers... (Toward a
Psychology of Being, 2nd ed., New York, Van Nostrand
Reinhold, 1968, p. iv.) Maslow's work had considerable
appeal for many psychologists (especially clinical and
applied workers) who believed academic psychology was
becoming increasingly irrelevant, and he was elected
President of the American Psychological Association for
1967-1968.

In his hierarchy of needs, Maslow differentiated
between basic (or deficiency) needs, which include
physiological needs and needs for safety and secmity, love
and belongingness, self esteem and esteem of others, and
growth (or Being or meta-) needs, such as meaningfulness,
self-sufficiency, justice, truth, goodness, beauty, etc. In a
social setting in which the basic needs are easily gratified,
the emphasis can be placed on the meta-needs; Maslow
believed that under those circumstances the good of the
individual and the social good "can come closer and
closer te being synonymous rather than antagonistic."
(Ibid., p. 221.)

Maslow also believed that a normative psychology was
possible in which a study of healthy people would- reveal
the values that should be accepted; there is a scientific
basis for moral principles and responsible behavior. (For a
recent account of Maslow's work and its extension to
"responsthility psychology," see Frank Goble, The Third
Force, New York, Pocket Books, 1971.)

f) Transactional psychology. Stemming from Knowing
and the Known by John Dewey and Arthur Bentley
(Boston, Beacon Press, 1949, paperback ed., 1960),
transactional psychology contrasts markedly with
phenomenology and existenfialism. Transactional psy-
chologists reject self-action and interaction for the view
"that man's thought and behavior can be understood only
as processes of a 'full situation of organism-environ-
ment.' (Hadley Cantril et. at., ,"Psychology and
Scientific Reseach, III: The Transactional View in
Psychological Research," Science, Vol. 110, 1949, p. 517.
See also Franklin P. Kilpatrick, ed., Explorations in
Transactional Psychology, New York, New York Univer-
sity Press, 1961.) Transactionalists emphasize both the
alteration the organism incurs in transacting with other
aspects of the envirortment and the extent to which an
individual's perceptions are influenced by his past
ex pedence.

A similar, "biosociid," point of view about psy-
chological inquiry has been developed by Norman
Cameron. Quoting him at leogth will illustrate many
cument methodological issues:

'We have already wasted years of effort in trying
to work out the internal structure of a fictitious
psyche and its esoteric love life, when we might
better have been working out the dynamics of the
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organization, disorganization and reorganization of
human behavior-of action and reaction, of
thinking, wishing, loving, hating, learning, fearing_
forgetting, avoiding, desiring and hiding-but all
these studied as the activities of a social organism,
not the dreams of a gliost....This is essentially tile
biosocial point of view. It differs radically from tile
contemporary psychosomatic approach to the be-
havior disorders by breaking completely with the
tradition of mind-body dualism. There is no need to
begin by accepting the ancient and gratuitous
assumption that an invisible and intangible psyche
lurks within the soma, or is coextensive with it. We
begin instead with what we find, a biological
organism operating in and by means of a social
environment. We thus create no artificial need to
solve such meaningless conundrums as How does the
soma affect the psyche? How does the psyche
influence the soma? And how is nonpsychic reality
ever contacted and tested by an insubstantial
psyche? These questions are not inherent in the
problems which our patients present. They are the
offspring of psychosomatic dualism and we can
discard them with their parent.

"The point of view which I hsve developed in
this work differs from classical behaviorism in
rejecting reflexes, instincts and emotions as bulletin
blocks out of which human behavior was suppose
to be constructed. It is holistic and analytical rather
than atomistic and synthetic....The biosocial inter-
pretation departs from traditional psychobiology by
dispensing entirely with the concept of conscious:
ness and the distinction between mental and
nommental." (The Psychology of Behavior Disorders,
Boston, Houghton Mifflin, 1947, Preface.)

Types of Specific Methods Used

Psychologists have devoted considerable effort to the
development of suitable expedmental, quantitative, and
observational methods. An account of the major methods
follows.

(1) Genetic methods. From the beginnMgs of psy-
chology as a separate discipline, a major cluster of issues
has centered around the problem of analyzing the
contributions of heredity and environment to behavior.
Initially, relevant information carne largely from family
history studies, an important refinement of which is the
method of co-twin control utilized M efforts to ascertain
the relation of genetic factors to indhridual differences in
intelligence and personality. (H,D. Carter, "Ten Years of
Research on Twins," in 39th Yearbook of the National
Society for the Study of Education, 1940.)

These techniques have been supplemented to an
increasing extent by selective breeding studies with lower
organisms, beginning with relatively crude efforts of R.C.
Tryon and others to develop "maze brighr and "maze
dull" strains of rats ("Genetic Differences in Maze-
Learning Ability in Rats," in 39th Yearbook of the
National Society for the Study of Education, 1940), and
evolving later into more elaborate analyses of genetic
components of variance in simple behaviors of lower
organisms (J.L. Fuller and W.R. Thompson, Behavior
Genetics, New York, Wiley, 1960).

(2) Longitudinal methods. Originally simply observa-
don of children over considerable periods of time in order
to gain information about the maturation of various
capacities, the longitudinal method has become refined in

many respects. Field oluservationis of behavior are often
supplemented by systematic psychological testing at
various ages, as in L.M. Terman's studies of gifted
children. (Genetic Studies of Genius Stanford, Stanford
University Press, 1925.) Scales have been developed that
facilitate quantitative descriptions of the development of
both physical skills and intellectual capacities. (N. Bayiey,
-Mental Growth in the First Three Years," Genetic
Psychology Monographs, 1933, Vol. 14; J. Kagan & H.
Moss, Birth to Maturity: A Study in Psychological
Development, New York, Wiley, 1962.) During the past
few years investigators have become increasingly con-
cerned with designing experiments to trace developmental
changes. (See Estes, 1970, op. cit.; Lipsitt and Spiker, op.
cit.)

(3) Psychological measurement. The concern with
measurement in psychophysics has led to theories and
techniques of scaling, with attempts to make relatively
precise measurements of senscry experiences and of more
complex behaviors (J.P. Guilford, Psychometric Methods,
New York, McGraw-Hill, 1954; L.L. Thurstone and E.J.
Chave, The Measurement of Attitudes, University of
Chicago Press, 1929), and, through the early work of J.
McK. Cattell and E.L. Thorndike (The Measurement of
Intelligence, New York, Teachers College, 1925), to the
development of psychological tests widely used in applied
psychology (L.J. Cronbach, Essentials of Psychological
Testing, New York, Harper, 1949). Associated with the
development of test theory are methodological procedures
for dealing with such characteristics as the reliability and
validity of tests and the development of norms. (H.
Gulliksen, A Theory of Mental Testing, New York, Wiley,
1950.)

(4) Mathematical models. The development of experi-
mental methods in psychology has been paralleled by the
growth and elaboration of- mathematical models. The
earliest models having an important role in guidin
research were the psychophysical "laws of Weber an
Fechner, which led to such contemporary models as H.
nelson's. (Adaptation-Level Theory, New York, Harper
and Row, 1964.) The heavy concentration of research
upon problems of intelligence and the organization of
"mental abilities" during the early years of this century
led rapidly to the flourishing of factor analysis, which has
continued to be a technique widely applied. (L.L.
Thurstone, Multiple Factor Analysis, University of
Chicago Press, 1947.) In the areas of perception, learning,
and communication, much attenfion has been given
during the past two decades to attempted applications of
infonnation theory (W.R. Garner, Uncertainty and
Structure as Psychological Concepts, New York, Wiley,
1962), probabilistic and statistical models, and game and
decision theory (R.D. Luce, R.R. Bush, and E. Galanter,
Handbook of Mathematical Psychology, New York, Wiley,
Vol. I, 1963; Vol. 2, 1965).

(5) Experimental analysis. Specific lines of develo
ment within this broad domain include operant con 1-
tioning proeedures (A.C. Catmia, Contemporary Researez
in Operant Behavior, Glenview, Scott-Foresman, 1968),
the development of multivariate methods (R.B. Cattell,
ed., Handbook of Multivariate Experimental Psychology,
Chicago, Rand McNally, 1966), and the exploration of
the neural correlates of behavior by surgical extirpation
techniques and by direct electrical stimulation of the
brain (S.P. Grossman, A Textbook of Physiological
Psychology, New York, Wiley, 1967).

(6) Field observational studies. Field observation of
both animal and human behavior has been progressively
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improved w.th the development of photogaphic tech-
niques and rating scales methods for quantify ing
observations.

4. RESULTS ACHIEVED

The enorinous number of written reports in psychology
makes summarizing difficult, Even Psychologkal .4h.tiracts
has become volurninous. In this Section we present a
sampling of tile type of results achieved or believed to
have been achieved, classified under some conventional
headings. The results noted should not he confused with
the "wan-anted assertiofts" discussed in clapter I,
although many such warranted assertions have been
developed by psychologists.

Frequently in .a given report we find a mixture of
warranted assertions, apparendy good guesses, and
speculation. Moreover, many research efforts rest on prior
work that may be problematic. To illustrate, reference
will be made to Stanley Schacter's work on obesity, His
research is impressive in many respects and may have
considerable practical importance in the control of
obesity. Ile and a co-worker. decided lo make a
point-by-point comparison of his findings on humans with
the work of others on the hypothalamic obese rat,
Schacter _was not a physlological psychologist, but he
attempted to read everything &bout the appropriate rat
subjects. He says:

"If you've ever made this sort of attem
may have been seized by the same despair as we
were when it sometimes seemed as if there were no
such thing as a fact that someone had not failed to
confirm. ..And it sometimes seemed as if there
were no such thuig as an experiment which
so.-rteonehad not failed to replicate.. , .1 cannot say
that I find this particularly surprising, but if one is
trying to decide what is the fact, it is a depressing
state of affairs." ("Some Extraordinary Facts about
Obese Human's and Rats," Anierican Psychologist,
Vol. 26, 1971, p. 132.)

Later Schacter notes that none of the existing accounts
of obesity fit all the currently available facts (or what
seem to be foes), and he attempts to develop a new
conjecture or hypothesis that doas. also candidly
discusses some of the problems his hypothesis encounters.
He concludes by attempting to sort out "what I believe
we now know, what seems to be good guesswork, and
what is still out-and-out speculation." (kid., p. 137, pp.
142-143.)

In what follows, then, the results that appear promising
may later turn Out not to be useful, and the warranted
assertions achieved are intermixed witl some as yet
speculative material.

Sensatioii arid Perception

The early work of Selig Hecht, followed by the
contributions of G. Wald, 11, Granit, and ILK. Hartiine,
among others, led to more adequate descriptions of the
photochemistry of visin:d reception and other retinal
processes basic to vision. (See Pirenne and Marriott, op.
cit.) The duplicity theory of rod and cone function has
become well established and helps to account for the
processes of light and dark adaptation. The interpretation
of color vision has advanced from Ilehnholtz's triehro-
matic theory and Hering's opponent colors theory to the

1

quantitative theory nif Iluevich and Ilurvich (C.II,
(-,;raliani, "Color Theory," in Koch, 1959, op. cu.) and
the investigation by R. DeValois of the specific neural
mechanisms involved ;11 traiinmiss;on or color information
through several levels of the vertArate nervous system
("Behavioral and. Ehmtrophysiological Stitches in Primate
Vision," in W.D. Neff, ed., Contributions to .'3ensory
Ph yshrlogy, New York, Academie Press, 1965), In
auditimi, much work has been done on spatial localiza.
tion, the cochlear intequetation of frequency discrimina-
60n, arid the volley theory of loudness, (See E.G. Wexer,
Theory of Hearing, New York, Wile), 1949.)

Deveiopments have also occurred in the less frequently
studied sensory areas. In the case of gustation and
olfaction, the earlier preoccupation with classification of
substances giving rise to different experiences bas been
fomlowed by studies of neurophysiological mechanisms and
their connections with motivations. (See C, Hoffmann,
ed., Olfaction and Taste, New York, Rockefeller Univer-
sit), Press, 1969.) Use of systematic observational
techniques indicates that infants discriminate odors at
earlier ages than formerly suspected. (E.g., I Engen,
Lipsitt, & II. Kaye, "011actory Responses aml Adaptation
in the Human Neonate," Journal of Comparative (Ind
Physiological Psychology, Vol, 56, 1963.) The study of
tactual vnsation has possible useful applications in
developing alternative routes of efficient information
input for individuals suffering visual or auditory handi-
caps. (See F.A. Geldard, The Human Senses, New York,
Wiley, 1961)

In psychophysics, the early quantitative work leading
to Weber's and Feehaer's "laws" and the notion of a

noticeable difference" has been followed by a
family of methods for measuring sensoty magnitudes,
based on Thurstone's law of comparative judgment,
Steven's power law, and Luce's choice theory (Luce,
Bush, and Galanter, 1963, op. cit.). Gestalt approaches to
percolation, which led to important findings concerning
figure-ground relationships and perceptual organization,
have neen largely superseded by more behavioral
procedures (Graham, op. cit.) and a general theory of
adaptation level (nelson, op. cit.). D.O. Hebb's neuro-
physiological theory has been a major influence in
research on sensoty deprivation and developmental aspects
of perception. (Organization of Behavior, New York,
Wiley, 1949.) Recent trends include the vfrtnal replace-
ment of classical threshold theory with applications of the
theory of signal detectability (Swets, op. cit.), thework
ofJ.J. Gibson on perception of surfaces (op. cit.), and the
initiation of major research efforts on perceptual learnini
(E.J. Gibson, op. cit.), the perception of speech, al
weial influences on perception (F,11. Allport, Theories o
Perception and the Concept of Structure, New York,
Wiley, 1955),

Learning and Memory

I.P. Pavlov's classic work on conditioned reflexes
Conditioned Reflexes, trans. by G.V. Anrep, London,

Oxford University Press, 1927) has been highly influen-
tial, although his specific notions have largely been
superseded by J. Konorski's neurophysiologieal theory of
conditioning (Integrative Activity of the Brain, Chicago,
University of Chicago Press, 1967) and the behavioral
theories of Hull (op. cit.) and K.W. Spence (Bchavior
Theory and Conditioning, New Haven, Yale Unhlersity
Press, 1956).

Major results include the discovery of the partial
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reinforCIMIeni el feet (that is, increased resist ance to
ex tinction followine intermitter! t rein foreement); the
conditioned emotiorial response, whielt has served widely
as a baseline measure in ,tudies of the emotiola effect in
conditioning, the effects of drugs, aml the like OVA.
Estes and RE. Skinner, "Some Quantitative Properties of
Anxiety," Journal of Experimental Psychology, V ol. 29,
1941); die phenomnon of "blocking otf conditioning" by
L. Kamin; demonstration of the important role of
contingencies in conditioning by R. Reso:oda (see N.J.
Mackintosh and W.K. Honig, eds., Fundamental Lssues in
Associative Learning, 11 ali fax , Dalhousie University Pro:ss,
1969); and work on operant behavior in relation to
schedules of reinforcement (C. Ferster and B.F. Skinner,
ScheLioles of Reinforcement, New York, Appleton-
Century-Crofts, 1957), with its numerous applications to
the shaping of behavior in practical stivations. (in operant
conditioning the subject is presented with a reward
immediately following the desired behavior, as when a
pigeon is taught to walk in a S-shaped path by giving it
food whenever it moves in the right direction.)

The general and somewhat programmatic learning
theories developed by Tolman, Hull, and Guthrie were
important influences upon research in learning during the
period 1930-1950. The difficulty of working with Rich
broad systems and the criticisms they received on
technical grounds (W.K. Estes et al., Modern Learning
Theory, New York, Appleton-Century-Crofts, 1955) led
to the recent trend toward more limited and quantiLalue
theories. Some of these represent specializations of
aspects of Hull's theory (e.g., F.A. Logan and A.R.
Wagner, Rewar'd and Punishment, Boston. Allyn and
Bacon, 1965) and some are variations or Hull's basic
point of view, such as N.E. Miller's "liberalized
association theory" ("Liberalization of Basic S-P Con-
cepts: Extensions to Conflict Behavior, Nlotivation and
Social Learning," in Koch, 1959, op. cit.). Still others,
such as statistical learning theory, involve basically
different points of view. (See, for example, E.C. Neimark
and W.K. Estes, Stimulus Samp:ing Theory, San Fran.
cisco, Holden-Day, 1967.)

The study of discrimination learning has become
increasingly emphasized, leading to the multiple process
theories of E. Lovejoy (.4ttention in Discrimination
Learning, San Francisco, Holden-Day, 1968) and of D.
Zeman and B.J. House ("The Role of Attention in
Retardate Discrimination Learning," ia HAI Ellis, ed.,
Handbook of Mental Deficiency, New York, McGraw-Hill,
1969), which have been applied to the study of learning
in the mentally retarded; to developmental approaches to
discrimination learning involving mediation (see Estes,
1970, op. cit.); and to the notions of "learning set" and
"learning to learn" arising from the work of H.F. Harlow
("The Formation of Learning Sets," Psychological Re-
view, Vol. 56, 1949). The work of D.E. Broadbent
(Perception and Communication, Oxford, Pergamon Press,
1958) and T. Trabasso and G.H. Bower (Attention in
Learning, New York, Wiley, 1968) has attempted to
bridge the gap between the former emphasis on
"attention" and other aspects of discrimination leuning.

The increasingly active research on verbal learning and
memory has y ielded numerous findings concerning
probability learning and probability matching (W.K. Estes,
"Probability Learning." in W.A. Melton, ed., ('ategories o_
Human Learning, New York, Wiley, 1964), the functions
of awareness, task orientation, and information in
determining the effeetiveness of rewards and punishments
(J. Nuttin and A.G. Greenwald, Reward and Punishment
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in Human Learning, New York, Academic Press, 1968),
and the distinction between long and short term memory.
That distinction is found in a number of models for
men ory that are currently influential. (Sec D.A. Norman,
Models for Unman Ment(,n, New York Academic Press,
1970.) Increasing attention is being given to organiza-
tional aspects of learning, particularly with reforence to
free verbal recall. (Sec, for example, W. Kintseli, Learning,
Memory, and Conceptual Processes. New York, Wiley,
1970.)

Major lines of possible practical application of the
results of learning theodes include the study of problems
of mental retardation (Estes, 1970, Op. cit.); computer
assisted education (1LC. Atkinson, "Computerized Educa-
tion and the Learning Processes," American Psychologist,
Vol. 23, 1968), and psychotherapy (Dollard and Miller,
1950, op. cu.).

lion arid Env lion

The t_arly preoccupation with basic emotions fear,
rage, elation, etc.) construed as unitary entities, and with
such questions as the ahility of people to identify
emotions from facial expi-essiGns, has given way to
rescarch on the ncurophysiological hases of emotional
behavior, the tracing of the development of those patterns
in childhood, and in-depth experimental analyses of
selected examples.

The beginnings of a useful description of the
relationship between emotions and bodily states was
expressed in the classic James-Langq theory of emotion.
(See R.S. Woodworth, Experimental Psychology, New
York, Holt, 1938.) Studies of physiological mechanisms
have uncovered the importance of the thalamus as a basis
of primitive patterns of emotional behavior (R.A.
McCleary and R.Y. Moore, Sahrortical Mechanisms of
Behavior, New York, Basic Books, 1%5) and, more
recently, have led to the notion of reticular activation and
the more general notion of arousal, both of which are
gi-ien considerable attention in contemporary work.

Experimental work conducted largely within the
framework of Hull's behavior theory has concerned the
importance of fear as an "acquired drive" in animal
learning and the relations between "manifest anxiety" and
learning and performance in human beings. (E.g., Spence,
1956, op. cit.) The developmentally-oriented study of
emotion is exemplified in J.W.M. Whiting and I. L. Child,
Child Training and Personality: A Cross-Cultural Study
(New Haven, Yale University Press, 1953).

The first steps in quantifying aspects of motivation
were achieved in C.J. Warden s development of the
obstruction method for measuring animal drives (Animal
Motivation: Experimental Studies on the Albino Rat, New
York, Columbia University Press, 1931); later more
derelopcd techniques were worked out within the context
of operant cundicioning (Skinner, 1938, op. cit.) Using
behavioral studies, ex tirpation methods, and direct
electrical stimulation of the brain, psychologists have
studied the subcortical brain processes involved in the
basic drives. (McCleary and Moore, op. cit.; Grossman, op.
cit.) Combinations of behavioral and physiological pro-
cedures have been used to study problems such as the
motivational control of obesity. (E.g., Schacter, op. cit.)
Combinations of experimental and psychological scaling
methods have generated a substantial number of reports
on achievement motives in both children alid adults. (See
LW_ Atkinson, An Introduction to Ifotivation, Princeton,
Van Nostrand, 1964.)
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Cogn ii iu II and Tbnoght

The ilevelt,jiriitiit of the more complex intellectual
processes in human beinifs was for long time dominated
idmost ex cheavely by die work Piaget. (See, for
example, his Language and MI ,;gh I of the (:hild. New
York, Harcourt, 1926.) Nlore rec, i'dy such work has been
supplemented by other work ri Iiti goneral learning
and bib vior theory are titi lisi id 070, lip. .

amt in which combination.s of experimental and ethno-
graphic methods are it:wit (Cole, Gay, (flick, and Sharp,
op. cit.). At the adult level much recent inquiry has lwen
directed toward investigating tile role of strategies and
rules in thinking and problem solviug. (J.S. Bruner, J
Goodnow, and J.A. Austin, A Study of Thinking, New
York, Wiley, 1956; F. Restle, Tile Psychology (If
Judgment and Choice, New York, Wiley, 1961.)

Experimentid work in conjunction with the application
of mathematical models hw been used in an attempt to
bridge the gap between learnicg processes having to do
with discriminatio.: and generalization and the more
complex processes. (See, tor example, R.C. Atkinson,
GM. Bower, and E.J. Crothers, Introduction to Mathe-
matical Learning Theory, iNew York, Wiley, 1965;
Trabassn and Bower, op. cit.) Recently conjectures
derived from linguistics and computer information
processing have also been used. (Noam Chomsky, "Three
Models for the Description of Language in Luce, Bush,
and Galanter, 1965, op. ca.; W.R. Re unan, Cognition
and Thought, New York, Wiley, 1965.)

Personalit y

The study of personality deals with he relatively
general traits or disposikions that characterize an indi-
vidual's responses to a variety of situations. Personality
psychologists have often used interdisciplinary methods,
drawing upon anthropology, sociology, and psychoanalysis
in addition to experimental and devdonmental psy-
chology. In its earlier phases the psychology of
personality was rather tharply subdivided nito the study
of modes or mechanisms of adjustment growing out of
psyclioanaly he notions (for example sublimation, displace-
ment, and projection) on the one hand, and, on the
other, the investigation of individual differences in
temperament, traits, and values.

The first branch led to studies of the processes of
acculturation and socidization of the individual. (See, for
example, I.G. Sarason, cd., Contemporary Research in
Personality, Princeton, Van Nostrand, 1962, and C.S. Hall
and G. Lindzey, Theories of Personality, New York,

1957) The second branch has proliferated into
several distinct ways of attempting to measure personality
variables. One line of development is represented by the
Minnesota Multiphasic Personality Inventory in which the
items comprising various scales are selected solely an the
basis of their ability' to differentiate groups of people
falling in different psychiatric categories (SAL Hathaway
and J.C. McKinley, The Minnesota Multiphesie Personality
Inventory: Mantml, rev. ed., New York, Psychological
Corporation, 1951; W,G, frahlstrom and G.S. Welsh, An
WWI Handbook: A Guide to (Ise in Clinical Practice and
Research, University of Minnesota Press, 1(,60). Efforts
toward extracting major dimensions of personality from
the results of tests and questionnaires depend primarily
on the methods of factor analysis. (See, for example, R.B.
Cattell, Personality: .1 Systematic Theoretical and Factual
Study, New York, McGraw-Hill, 1950; J.P. Guilford and

WS. Zimmermann, "Fourteen Dimensions of Temper'
wilts," Psychological Ahmographs, Vol, 70, 195(i.)

Nlore closely related to sinne psychoanalytic theories
are projective tests in which the individual is presented
with relatively uustructured material, for cxrinple ink
idols, responses to which are assumed to reflect
persooality characteristics. (E.g., 11. Rorschach, Psycho-
diagnostics: A Diagnostic Test Based on P('rception, 3rd
yd., New York, Crime, 1942;11.A. Murray, The Thematic
,tipperception Test Manual, Cambridge, Ilarvard University
Press, 1943.) A relatively new aspect of personality
research deals with the determinants of "creativity,"
utilizing a combination of experimental,_case history, and
measurement techniques. (See J.1), Guilford, "Some
Theoretical Views of Creativity," in II. Belson and W.
Bevan, Contemporary Approaches to Psychology, New
York, Van Nostrand, 1967.)

Problems of the assessment and organization of
"mental" abilities (psychometrics) have traditionally been
treated separately from the psychology of personality.
Principal landmarks are the initial development of
individual intelligence testing by Binet in the ealy 1900's
and the revision and standardization of the scale by Lewis
NI. Terman. (Op. cit.: see also Q. McNemar,_The Revision
of the Stanford-Binet Scale, Boston, Houghton Mifflin,
1942) The same general procedures were extended to the
development of a widely used adult intelligence scale by
D. Wechsler, (The Measurement of Adult Intelligence,
Baltimore, Williams and Wilkias, 1939.)

Group intelligence testing was initialed on_a large scale
with the U.S. Anny's Alpha awl Beta tests during World
War I, and the group technique was subsequently
expanded to provide for mass evaluation of aptitude and
achievement in school children. The two most distinctive
views on the organization of intnlleetuai abilities have
been the notion of a general intelligence ("g" factor),
developed by C.E, Spearman (The Abilities of Matt: Their
iNature and Measurement, London, Macmillan, 1927), and
the multiple factor point of view (L.L. Thurstone,
"Primary Mental Abilities," Psychological Monographs,
No. 1, 1938).

Many of the personality_ and psychometric tests have
been severely' criticized, both as to _details and more
generally, and there is a continuing effort to assess and
assure the reliability and validity of such tests. See
Section on Contemporary Controversy.)

Social Psychology

Considerable effort has gone into the development of
sampling and survey methods for the assessment of
opinions and attitudes, (Sec L. Festinger and D. Katz,
Research Methods in the Behavioral Sciences, New York,
Dtyden, 1953.) A byproduct of practical importance is
the development of public opinion polls widely used in
politics and elsewhere. Extensive results concerning the
modification of attitudes and opinions_ were reported in
die series of _studies by Hovland and associates. (CA.
Hovland, l.L. Janis, and MI. Kelley, Communication and
Persuasion: Psychological Studies of Opinion Change, Yale
University Press, 1953.)

Studies of the ways an individual maintains a
serviceable, self-consistent set of beliefs in social situations
have been made. (See L. Festinger, A Theory of Cognitive
Dissonance, Evanston, Row Petersen, I957.)_ Attempts
have been made to develop mathematical transformations
that will facilitate prediction of small group interactions.
(E.g., J. Criswell, H. Solomon, and P. Suppes, Mathe-
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ma Lira/ Methods in Small Group Processes, Staidord,
Stanford University Press, 1962.) In some instances
experimental studies with animals have yielded apparently
useful results for human social behavior. particularly
analyses of the effects of early social deprivation upon
the development of affeetional systems. llarlow, "The
Nature of Love," American Psychologist, Vol. 13, 1958.)

Physiological Psychology

Developments in biochemistry, parjeularly the "break-
ing" of the genetic code and die discovery of DNA and
BINA, have led to intense activity directed toward
investigating the biological basis of memory by neuro-
physiological methods, but without much progress to date
m terms of die development of warranted assertions. With
respect to receptor processes and basic drive mechanisms,
on the other hand, suhstantial progress has been achieved
in describing specific neurophysiological and biochemical
mechanisms. Investigatioms of the effects of hormones on
behavior have ccrntributed materially to the understanding
of developmental processes and sexual behavior. (E.g.,
Ford arid F.A. Beach, Patterns of Sexual Behavior, New
York, Harper, 1951.) In the rapidly expanding m-ea of
psychopharmacolog, workers have developed such
practical results as tranquilizers used to control neurotic
and psychotic symptoms, and have attempted to develop
useful accounts of psychophysiological processes. (W.
Ilimwich and J.P. Schade, Horizons in Neuro-Psycho-
pharmacology, New York, Elsevier, 1965.)

5. CONTEMPORARY CONTROVERSY

Although the earlier controversies relating to the
development of schools or systems of psychology have
largely been abandoned, some of the controversies of
earlier days persist, usually in modified form.

One can still find numerous instances of the long-
standing controversies between advocates of "hard" and
soft" methodologies, the former amociated with quanti-
tative and laboratory-onented procedures, and the latter
associated with more intuitive and field-oriented proce-
dures. Some of the most severe criticisms have been made
of widely used projective tests. H J. Eysenck, for
example says that in the case of Rorschach tests,
"detailed investigation revealed all dross and no gold."
(Handbook of Abnormal Psychology: An Experimental
Ap roach, New York, Basic Books, 1961, p. xii.)

ysenck comments on his study of tex ts on psychiatry,
abnormal, and clinical pqchology a S follows:

"The perusal of some fifty of these left me in a
state of profound depression, as none of them
contained any evidence of properly planned or
executed experimental investigations, or even the
realization of the necessity for such. Nor did I find
that concise and consistent framing of theories and
hypotheses which usually precedes experimental
investigation; all was speculation and surmise, laced
with references to 'clinical experience.' (Ibid., p.
xiv.)

In general, he believes psychologists have wanted to run
before they can walk:

"In its present humble state, psychology can at
hest support on a factual basis certain ow-order
generalizations; to go beyond these is to court

disaster. Such generalizations are dm building a
for all futu:e advance; lichee the importance of
deriving tlwin from the facts in a proper quantified
maimer." (Ibid., p. xiii.)

The issue of behavior vs. conscious experience as the
basic subject matter of psychology for some time seemed
to have been largely resolved in favor of a
"methodological behaviorism" in which "mental" events
and processes were treated as behavior or inferences from
observed behavior, and introspection was taken simply as
one technique of observation that hcd no privileged
status. However, the recent upsurge of existentialist,
phenomenological, and humanistic psyeholoo has tended
to reinstate subjectivist procedures of inquiry. Such
writers often lMk the methodological issue concerning
consciousness to the alleged behaviorist denigration of
human autonomy, freedom, dignity, etc.

In what probably is his most controversial book, B.F.
Skinner hal; discussed both the methodological issues and
the larger issues concerning what type of organism the
human is. (Beyond Freedom and Diptity, New York,
Knopf, 1971.) His book represents a sharp attack on
subjectivism and mentalism. He argues that tbe behavioral
sciences are a century behind the physical and biological
sciences, primarily because of the persistence of prescien-
tific ways of talking about human behavior. The
attribution of behavior to "states of mind" such as
purposes, intentions, and aims should be replaced by a
direct investigation of the relations between behavior and
environment.

Skinner is especially crifical of the conventional notions
of human freedom and autonomy, and urges that
inquirers study the observed, the natural, and the
manipulable, rather than the inferred, the miraculous, and
the inaccessible. He emphasizes the control of the
environment so that behavior like.), to be punished will
occur infrequently or not at all; more control, rattle; than
less (as advocated by many critics of behaviorism), is what
is needed.

The recent emphasis by some psychologists on
freedom, autonomy, dignity, etc., and Skinner's counter-
attack, suggests that the whole set of controversies
involved will again become a prominent part of
psychological literature.

An issue that has generated some controversy, but
erhaps less than its importance warrants, concerns the

ocus of behavior. The prevailing view is what we called
nteractional in Chapter I: the individual is viewed as
existing separately from his environment and as inter-
acting with it. In contrast, other psychologists argue that
behavior literally cannot be kept within the boundaries of
the skin and that severing the individual from his
environment seriously handicaps inquiry. The transae.
tional procedures emphasize the entire organismic-environ.
mental process in a field of activity. J.R. Kantor has long
maintained a similar view; rather than the name
"transaction," he uses "interbehavior." (The Logic of
Modern Science, Bloomington, Principia Press, 1953, p.
262.)

Many of the controversial issues of a few decades ago
no longer command mach interest or attention, not so
much because ono side or the other "won," but because
the issues became obsolete in the lkiht of advances in
inquiry or were fragmented into a number of more
technical issues. Polemics concerning the relative merits of
behaviorism and introspectionism have become consider-
ably muted, but related differences in orientation
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continue to be visible, for example in behavioral vs.
linguistic approachet to the acquisition of language and
linguistic skills. (See T.R. Dixon_and D.L. Horton, Verbal
Behavior and General Behavior Theory, Englewood Cliffs,
Prentice-11AI, 1961.)

So-called parapsychology, associated with J.B. Rhine
and his Duke University colleagues, produces many claims
and counterclaims. Not only the interpretations of the
findings of the parapsychologists, hut also the findings
themselves, have been critically received. Although souse
prominent psychologists accept the occurrence of
parapsychological phenomena, most contemporary
American psychologists seem highly skeptical. (For
examples of the controversy, see George R. Price,
"Science and the Supernatural," Science,Vol. 122, 1955,
and B.A. McConnell-, "ESP and Credibility in Science,
American Psychologist, Vol. 24, 1969.)

As in many other fields, recently some psychologists
have argued that the dominant methods, problems, and
lindii,gs of psychologists too often lack relevance, or are
tied to the socioeconomic establishment, or are racist, or
are anti-woman, etc. Many pages of articles, comments,
and reports in recent issues of American Psychologist are
devoted to such matters. Whether the.- controversies will
increase or wane in the next few years is difficult to
predict, but at the moment they axe attracting con-
siderable attention.

6. TERMINOLOGICAL PROBLEMS

Compared to workers in many other behavioral fields,
psychologists have given much attention to the technical
language they use. The influence of logical positivists such
as Rudolph Carnap has been strong. (See, for example,
Estes et. ol., 1955, op. cit.). Concerted efforts have been
made to avoid mentalistic arid nonbehavioral uses of
words. (See William S. Verplanck, .4 Glossary of Some
Terms Used in the Objective Science of Behavior,
Washington, D.C., Amelican Psychological Association,
1957.)

Difficulties atise, however. Certain names carried over
from older mentalistic frameworks tend to retain sonie of
their earlier connotations. For example, frequent use of
cognition," "cognitive," etc., is made, apparently to
refer to some sort of knowing behavior, but it is

frequently difficult to ascertaM what is being named.
Verplanck, referring to hinself, says: ..the writer
remains ignorant of what a cognition is. So far as he
knows, he has never had one, and no one has ever been
able to correct him on this, or tell him how to have one,
or how to recognize it if he did." (Ibid., p. ii.)

Perhaps the worst difficulties Occur with "concept,"
which is very widely used by psychologists, including
Verplanck. As Dewey and Bentley comment, often
concept- is "a word that is all things to all sentences.

(Dewey and Bentley, op. cit., p. 21.) Verplanck's own
statement, intended to make "concept" usable, equates
"concept.' to-

'...any mporise, verbal or motor, that is under
the discriminative control of a broad class of
environmental objects or events; the members of the
class may differ from one another in all respects
other than a sinOe quantifiable property. Most
concepts are statements that refer to the common
property: 'hlue,square,veloeity,' 'beauty,'
'length. Pseudoconeepts may depend on a number
df partially overlapping classes of events that do not

share an objective common property: 'honest
'virtue,' (Verplanek, op. i.n., p 7.)

Frequently concepts are viewed as the constituents of a
statement, but here Verplanck says that most concepts
are statements. If honesty" is a psendoconcept became
the members of its class lack an "(Ace

'

t.ve common
property," how can "beauty" he a proper concept? If
velocity" is a concept, why is -rigidity" only a

pseudoconcept? And how does Verplanek's definition fit
with some of his own statements about concepts, such as:
"Some terms are used in two ways: empirically, as a label
for a class of behavior, and theoretically, as the name of a
concept relating that behavior to other classes of events"?
(Ibid., p. ii.) One suspects that Verplanck's comments
about "cognition" apply equally to "concept."

Other names used inconsistently relate to the issues
discussed in Chapter 1 concerning interaction and
transaction. For example, even those who take the subject
matter of psychological inquiry as behavior often disagTee
in important ways about what "behavior" designates.
Verplanck takes "behavior as applying to "the whole
complex of observable, recordable, or measurable acti-
vities of a living animal," and as including skeletal and
muscle movements, glandidar secretions, body chemistry
changes, the making of sounds, etc. (Ibid., p. 2.) Others
focus on "the organism's external activity which interacts
with the environment, as distinguished from the internal
processes of growth and maintenance." (B.S. Woodworth,
Dynamics of Behavior, New York, Holt, 1958, pp. 21.22.)
Yet others, as noted, emphasize the entire organismic-
environmental process and do not restrict the locus of
behavior to within the organism.

Conventional use of stimulus-response notions is
interactional and assumes a detachability or severability of
stimulus from response as well as their ability to interact.
Such procedures frequently lead to incoherence and a
literal inability, to maintain the separates assumed in the
inquiry. To illustrate, one discussion in which a "narrow
de inition" of "stimulus" as a "unit of input is adopted
(e.g., "some definable unit of light falling on and exciting
the receptors in the ret1na of the eye") gets into
difficulty because there seems to be no way to hold as
separate and to differentiate adequately in inquiry the
"environmental object," the "sensory event," and "the
unit as experienced by the observer." (Bernard Berelson
and Gary A. Steiner, Human Behavior: An Inventory of
Scientific Findings, New York, Harcourt, Brace & World,
1964, pp. 87-88.)

Verplanck notes five different uses of "stimulus" and
says:

"Fortunately for the intellectual comfort of the
reader (but for nothing else), in most cases the
ambiguity of this term does not reveal itself, since
most students of behavior have not shown any great
interest in treating the problem of stimulation hi

eat experimental detail." (Verplanek, op. cit., P.
3.)

He differentiates: 1) "a physical event impinging on the
receptors of an animal," and says that usage "is perhaps
always ineoffect"; 2) "a physical event impinging on the
receptors of an animal and capable of exciting those
receptors" 3) "a specified part, or change in a part, of the
environment correlated in an orderly manner with the
occurrence of a specified response" (Skinner's usage); 4)
"an event within the animal hypothesized to account for
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certain complex bc:h av ior"; and ely used as
synonymous with stimulus object (an (rbject which
produces stimuli) and with stimulus e mt (an event which
produces stimuli)." p. 33.)

Oth..r names supposedly useful in the development of
descriptions and warranted asqertions have led to
difficulties and controversies. There has been considerable
discussion of "intervening variable" and "hypothetical
construct." (See Paul E. Mead and Kenneth
MacCorquodale, "On a Distinction Between Hypothetical
Constructs and Intervening Variables" Psychological
Review, Vol. 55, 1948.) Tolman originally proposed the
intervening variable as a construct orrationallv defined
by specific sets of antecedent and consequent (i.e.,
stimulus and response) variables. ln time, "intervenin
variable" was used to refer to many other things an
sometimes was used as a_ magical _device to avoid
enabarmssint! problems. Meehl and MacCorquodA suggest
that "intervening variable" be reserved -for Tolnian's
original usage and that "hypothetical construct" be used
for situations cqntainMg more that a stknulus-response
relationship.

Here we see the interrelations of some of the
terminological problems, including "stimulus," "re-
sponse," and "operational definition." After operationism
was advocated by Percy Bridgman (The Logic of Modern
Physics, New York, Macmillan, 1927), many psychologists
adopted some variant as a useful tool in psychological
inquiry. "Operationism" is a name used in different ways.
Verplanck, for example, although he emphasizes
"objective" and "behavioral" procedures of inquiry, gives
a rather traditional account: "the general point of view
toward the data and concepts of natural science which
holds that the concepts of a science are defined by the
experimental operations involved in investigation and
measurement." (Verplanck, op. cit., p. 23.)

Skinner, on the other hand, emphasizes the reports a
scientist makes about his methods:

"Operationism may be defined as the practice of
talking about (1) one's observations, (2) the
manipulative and calculational procedures involved
in making them, (3) the logical and mathematical
steps which intervene between earlier and later
statements, and (4) nothing else." ("The Operation-
al Analysis of Psychological Terms," Psychological
Review, Vol. 52, 1945, p. 270.)

Some commentary on "theory seems appropriate.
Sometimes psychologists use the word to designate highly
warranted descriptions (as in "theory of evolution");
sometimes to designate an inclusive, but not yet
confirmed, set of conjectures or hypotheses in some area
("learning theory"); sometimes to designate an internally
consistent set of assumptions and logical derivations from
those assumptions ("game theory'); sometimes to desig-
nate speculative systems not likely to be confirmed
("Freudian theory' ); sometimes as equivalent to "con-
jecture" as we used that name in Chapter 1.

Finally, in the clinical and social areas a number of
names ae often used unclearly or ambiguously; for
example, "personality," "normal," "integration," and
"mental health."

7. COMMENT AND EVALUATION

A major contribution of psychologists to the behavioral
sciences has been the development of widely useful

ha

research methods Techniques of measurement and :,cal:ng
devAoped by psychologists are basic tools in many of the
behavioral sciences and are widely used in problems of
selection and evaluation in industry, education, etc. The
adaptation to behavioral inquiry of methods of analysis of
variance, multivariate data analysis, and the principles of
experimental design, has been higlily developed.

Many well-supporied findings have resulted from the
inquiries of psychologists, but those findings often :ke not
integrated in a way useful for the solution of large scale
human problems. Some warranted assertions have been
developed that are as quantitatively precise and as useful
in making predictions a.s are many warrantrA assertions
developed by physical scientists. As noted, however, at
present there is a renewed tendency for some psy-
chologists to advocate the use of nonscientific procedures.
The rapid expansion of both academic and applied
psychology in recent years has had its drawbackschiefly
that attempted applications have outrun well-supported
findings. This trend has been especially conspicuous in
clinical psychology, which during and immediately
following World War II was subject to a demand for
"solations" for which there was no adequate scientific
ground..ork.

Probably the best supporte,1 findings to date have
occurred in the physiologicat --eas of psychology and
with animal subjects. Much of the experimental work of
behaviorists such as Skinner seems comparable in
scientific rigor to the work done in the physical science
fields. However, Mquiries in the more distinctive human
areas (what we called sign-behavior in Chapter 1), seems
far less advanced. Some psychologists hope that even-
tually sign-behavior can be described adequately using the
characteristic procedures of inquiry found in the physical
and physiological fields, hut we suggest that such hopes
are not likely to be realized.

Perhaps the recent upsurge of existential and human-
istic psychologies is to a considerable extent the result of
the failure of behaviorists and others to solve the
problems of sign-behavior using only physical and
physiological procedures of inquiry. The relative failure to
solve such distinctively human problems suggests strongly
the importance of the work of Kantor, Cameron, and
some of the recent transactional psychologists, who do
not sever the organism from the environment, mind from
body, the individual from the social, etc. In short, quite
possibly further "substanthe progress in sign-behavior
will not occur until improvements are made in the
procedures of inquiry.
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ANTHROPOLOGY'

1. WORKING DESCRIPTION OF THE FIELD

ANTHROPOLOGISTS inquire into the behavioral
similarities _and differences of human cultural

- groupings, from earliest man to the present. Th,
major sublichis are: the study of the organization of
cultures and the development, dist.ribution, and funetions
of customs, techniques, and other culture traits (cultural
anthropology); the study of the evolution of human
physical characteristics in their cultoral settings (physical
anthropology); the study of past cultures through the
excavation and investigation of materiA remains (archaeol-
ogy); and _the study of human languages in their eultural
settings (linguistics). The inquiries of anthropologists
overlap considerably with work done by biological and
otter hdaavioral scientists, as well as with work done in
the humanities.

2. OTHER DESCRIPTIONS OF THE FIELD

Clyde Kluckhohn's statement of nearly twenty years
ago is represen tative of the bread th claimed for
anthropological inquiry and the main areas in which
research is conducted.

"Anthropology is the study of the similarities and
differences, both biological and bthavioral, among
the peoples of the world from the dawn of human
history to the present day. Anthropology excavates
and analyzes the remains of past civilizations
(archaeology); describes the evolution and present
biological characteristics of our species (physic-A
anthropology); traces the development and spread
of customs and technologies over the face of the
earth, showing how these forms, arts, faiths and
tools satisfy the psychological needs of individuals
Lnd keep societies together (cultural anthropology);
defines the varieties of human speech and the
relationships among the tongues of men (linguis-
tics)." ("Anthropology," in James Newman, ed.,
What Is Science?, New York, Simon and Schuster.
1955 p. 31).)

Many of the descriptions found in the literature claim
an extremely broad subject matter for anthropolog. In
the 1930's Franz Boas maintained that anthropological
subject matter "includes all the phenomena of the social
life of man without limitation of time and space."
(Encyclopaedia of the Social Sciences, V ol. 11, p. 73.) In
later years, anthropology was viewed as "the science of
man" (Ralph Linton, ed., The Science of Man in the
World Crisis, New York, Columbia University Press,
1945); as "that discipline which claims an interest in 'man
mid his works' at all times and in all places" (Gail Kelly,
"Anthropology," in Bert F. Hoselitz, ed., A Reader's
Guide to the Social Sciences, Glencoe, Free Press, 1959,
p. 189); and as the field dealing with "the origin,
development, and nature of man and his culture" (Allen
H. Smith and John L. Fischer, eds., Anthropology, The

*W e acknowledge with appreciation the critical comments and
westions of Joseph 13, Casagrande. He, of course, bears no

responsibility for the final form of this chapter.
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behavioral lid Social Sciences Survey, Englewood Cliffs,
Prentice-Ball, 1970, p. 5).

As will be discussed more thoroughly later, the broad
range of concerns clainvd for anthropology has had as
one result that ,,adcly varying procedures of inquiry have
been usedsane scientific and some characteristic of
scholarship in the humanities. As Cora Dubois says:

"American anthropologists consider that their sub-
ject properly .-.,,compasses the biologic, psychologic,
social, and cultural aspects of man. Nothing human is
foreign to them. They have embraced enthusiastically
and immodestly the literal meaning of the word anthro-
pologythe science of man. Not satisfied with the
science of man, they honor many in their profession
who are avowed humanists." ("Anthropology: Its
Present Interests," in Bernard Berelson, ed., The Be-
havioral Sciences Today, New York, Basic Books,
1963, p. 26.

And Kelly maintains that:

it [anthropology] cannot demonstrate tha
does, in fact, successfully encompass the study of man
in all aspects of his existence, anthropology can at least
claim that it offers a greater variety of knowledge and
approaches to this study than does any other field.
(Kelly, op. cit., p. 189.)

In practice, anthropological inquiries have tended to be
differentiated from inquiries in other behavioral fields in four
ways. Anthropologists often emphasize: 1) comparative in-
quiries (present men compared to past men; cross-cultural
studies, etc.); 2) relatively small groups, often nonliterate,
which are not as complex as some larger groups, tend to be
isolated in some respects, and tend not to be studied by
workers in other behavioral fields; 3) field work in which the
anthropologist functions as a "participant-observer"; and 4)
the customs, beliefs, rituals, technologies, etc., characteristic
of the group as a whole. However, workers in other fields also
have inquired into the matters just mentioned; and some
work done by anthropologists is not comparative, much
recent anthropological work has been done on literate, rda-
Lively complex cultural groups, inquiry into past cultures
cannot involve the participant-observer method, and a
holistic" emphasis is not always found in anthropological
inquiry.

Anthropological inquiry, then, is not sharply differenti-
ated from work in other behavioral fields either in subject
matter investigated or in methods used. And the grouping of
the four major subfields mentioned within anthropology in
part is accidental:

"This grouping of somewhat disparate subjects
under the banner of anthropology is in part a
response to a special historical situation: the rapid
acculturation and disintegration of many American
Indian tribes during the formative period of
American anthropology before and after the turn of
the century. In their field research the early
anthropologists encountered small neOected groups
of people, apparently about to lose their identity,
who were the last representatives of formedy
flourishing native societies. The investigators felt an
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obligation to science to ncurd 0 possible informa-
tion about these vanishing groups; a complete
naturalistic description of physique, language,
customs, traditions, and even a little of the local
archaeology if possible." (Smith and Fischer, op.
cit., p. 22.)

3. METHODS AND TYPES OF INQUIRY

As was noted earlier, a wide vi'iety of both general
procedures and specific methods of inquiry are found in
use among anthropologists, including psychoanalytically-
oriented inquiry (from the extreme version found in Géza
Ittilicim's Psychoanalysis and Anthropology, New York,
International Universities Press, 1950, to the milder
ersion found in J.W.M. Whiting and Irvin L. Child's Child
Training and Personality Development, New Haven, Yale
University Press, 1933), formal and mathematical models
(Hams Hoffman, Mathematical Anthropolory,- in
Bernard J. Siegel, cd, Biennial Review of Anthropology-
1969, Stanford, Stanfortl University Press, 1970; Paul
Kay, ed., Explorations in Mathematical Anthropology,
Cambridge, MIT Press, 1971; Ira R. Buehler and Henry A.
Selby, Rinship and Social Organization, New York,
Macmillan, 1968), game theory applications (see articles
by Walter Goldschmidt and Richard F. Salisbury in Ira R.
Buehler and 11.G. Nutini, eds., Game Theory in the
Behavioral Sciences, Pittsburgh, University of Pittsburgh
Prez,s, 1969), and a host of other literary and purported
scient;fic methods. In this Section we will onsider first
some oi the general procedures of inquiry used by
anthropologists, and then review some of the more
specific methods used in the four major subfieluis.

General Procedures of Inquiry

In terms of our discussion in Chapter 1, anthropolog-
ical inquiry tends to be partially transactional, in that
typically the focus is on a full process in a field having
many mutually connected aspects and phases. However,
the `holisbc" procedures used by some anthropologists
are also partially self-actional and interactional; warranted
assertions arc sometimes freely mixed with elaborate
speculation, apparently in order to "fill out the picture.

airly often the objective seems to be the development of
a plausible, intecnally consistent "reeonstniction" of a
culture, a developmental stage in human evolution, etc.,
rather than achieving warranted assertions.

There appears to be less interest among anthropologists
than among inquirers in many other behavioral fields in
both the usefulness of applying modern scientific
procedures and in what those procedures are. The
confusion is great; sometimes those criticized as following
unscientific procedures claim that they want to model
anthropology after the physical sciences (e.g., Claude
Levi-Strauss); quite often scientific inquiry is construed as
involving the imaginative elaboration of conjectures
in advance of testing (see trio Rossi, "Reply to Nutini's
'The Ideological Bases of lAvi-Strauss's Structuralism,' "
American Anthropologist, Vol. 74, 1972); and there is
disagreement even about such topics as what an
experiment is (see Hollis D. Paul's review in Behavioral
Science, Vol. 17, 1972, of Michael Cole, John Gay,
Joseph A. Glick, and Donald W. Sharp, The Cultural
Context of Learning and Thinking: An Exploration in
Experimental Anthropology, New York, Basic Books,
1971).

To give only one further example of what we regard as

great confusion, in a recent publication Paul Kay has
defended the objective of studying the human mind."
Ile goes on to say:

"1 am sorry if that word offends anyone, bot to
pm.1. tuiid that human beings do not have min&
because a mind has never been seen or touched
would require that we reject virtually all highly
abstract and therefore useful scientific concepts,
including, for example, gravity, relativity and
prohability. ("Some Theoretical Implications of
Ethnographic Sem an t ics," in Ann Fischer, ed.,
Current Directions in Anthropology, Washington,
frc., American Anthropological Association, 1970,
p. 30.)

Not only is the "therefore strangely placed in his
assertion, but his argument, as stated, is a non-sequitur, as
will be noted if lurniniferous ether is substituted for
human mind. Rejecting one -abstraction" as useless
certainly does not imply that all "abstractions" are
useless. In addition, Kay's statement cenms to require
considerable clarification with reference to what observa-
tion is; surely a restriction to what can be -seen or
teuched by the unaided senses (as is apparently his view)
is not required.

An autobiographical statement by Pertti J. Pelto
suggests that often the formal training of anthropologists
puts little emphasis on scientific method:

"When I embarked on my first major anthropo-
logical re.search venture...I had had no formal
training in the logic and structure of social sciences
research. Many of my peers have described a similar
lack of methodological preparedness in the years of
their doctoral candidacy. Our generation of anthro-
pologists, trained in the 1950s, learned the
descriptive and theoretical contributions of our
predecessors, but riot how these anthropological
cont6biltions were achieved. We were not uncon-
cerned about how field research is eamied outin
fact we were almost frantic to find outbut we
were assured by our teachers that we could learn
the mysteries of field work only through personal
immersion in the practically 'indescribable but
romantically alluring complexities of the field. Much
of the lore about field research that we picked up
informally in our graduate-student days was con-
cerned with the gentle arts of rapport-building and
role-playing in field situations. We were not so
much concerned, nor were our mentors, with rules
of evidence, questions of 'representativeness,"validi-
ty,"reliability,' and the many other related
elements of scientific inquiry with which our friends
in other social sciences seemed to be preoccupied."
(Anthropological Research: The Structure of In-
quiry, New York, Harper St Row, 1970, pp. xi-xii.)

Despite what has just been said, "natural science
procedures of inquiry have been strongly urged by many
major figures in anthropology. A.L. Kroeber, for example,
argued that "culture is "wholly an evolutionary
development within nature, and therefore to be investi-
gated by the methods of fundamental natural science"

nthropology Today:_ ,4n Encyclopedic In ventory,
Chicago, University of Chicago Press, 1953, p. xiv, italics
added), and he believed that the wthropologists of his
time generally followed "naturalistic" procedures:
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"What the past half-century has accomplished
above all for anthropology [is the development of a
common naturalistic procedure I .. It insists on
treating the cirstonts and histories, the ideals and
values, the societies and languages of man as being
phenomena of nature to cxaCtlY the same degree as
the biology of men, or for that matter of animals and
men. This may seem a simple and trite program.
Perhaps it is simple conceptually, but operationally it
has been difficult and hard-won. How far arc men and
their activities actually treated as a part of nature in
most economic and sociological study, in most
history and philology? Hardly at all; in these fields
human activities are consistently set apart front
nature...." (The Nature of Culture, Chicago,
University of Chicago Press, 1952, p. 143.) (Kroeber
also tended to emphasize anthropology as a "historical
science" and was suspicious of the social sciences of his
day. See -The Place of Anthropology in Universities,"
American Anthropologist, Vol. 56, 1954.)

Leslie A. White has argued vigorously and polemically
over a long period for scientific procedures of inquiry
into human behavior, including gyrnbolic behavior. (See
especially his essays "Science is Sciencing" and "Mind is
Minding," in his The Science of Culture, New York,
Farrar, Straus, 1949.) George P. Murdock has urged that
anthropologists become more scientific . In relation to
sociologists, he says, anthropologists are:

.extraordinarily naive in scientific matters.
Many frankly confess a humanistic rather than a
scientific orientation, and not a few arc openly
anti-scientific. Among those who are actuly
engaged in reseuch problems which can he classed
as scientific, only a handful are adequately
grounded in scientific method, and many of these
are committed to one method and are skeptical of
others. Those who, like Kluckhohn, are both
genuinely sophisticated and broadly oriented are
rare indeed. In sociology, men with a flaming zeal
for science are not uncommon. The writer thinks
instantaneously of such diverse figures as Keller,
Lundberg, and Stouffer, but he has never en-
countered such a man in anthropology. The low
status of scientific interest and awareness in
anthropology is assuredly the most serious handicap
to the full participation of this discipline in the
integrated human science of the future." ("Sociol-
ogy and Anthropology," in John Gitlin, ed., For a
Science of Social Man, New York, Macmillan, 1954,
pp. 26-27.)

In uchaeology, the so-called "new archaeologis
argue for explicitly scientific procedures of inquiry that
wi I help "to integrate archeology with the mainstream of
the social sciences." Considerable emphasis is put on the
"hypothetical-deductive" method and the relevance of
prehistoric data to the description of cultures. (See, for
example, Patty Jo Watson, Steven A. LeBlanc, and
Charles L. Redman, Explanation in Archeology: .4n
Explicitly Scientific Approach, New York, Columbia
University Press, 1971, and Lewis R. Binford, An
.4rchaeological Perspective, New York, Seminar Press,
1972.) The "new archaeologists" have not lacked for
critics, mid have been accused of not being scientific
enoughthey are said to have relied on dubious
generalizations from other fields, to have misused
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statistical tecliriiquies, to have reached unreliable con-
clusions on the basis of highly fragmentary data, etc. (For
some such criticisms, see Leroy Johnson, Jr., "Problems
in 'Avant-Garde' Archaeology," American Anthropologist,
Vol. 74, 1972.)

Physical anthropologists have Itasically used, and
continue to use, the general scientific procedures found in
the biological sciences. Linguists for some time were
strongly committed to scientific procedures in their
descriptions of langnages, to the extent that observers
often placed linguistic inquiry as among the most
advanced in the behavioral areas. (See, for example, the
assessments hy Kluckhohn, op. cit., p. 346, and john B.
Carroll, The Study of Language, Cambridge, Harvard
University Press, 1959, p. 66.) More recently, even in
anthropological linguistics, the C:homsky "revolution has
given rise to the adoption of mentn1istic methods. (See
the Chapter on Linguistics.)

As is also characteristic of many other behavioral
inquirers, some recent anthropologists who advocate
scientific procedures put great emphasis on theory-con-
struction -utd the use of formal models elaborated far in
advance of observation and measurement of changes. (See
Chapter 1 for our criticians of such premature "theo-
rizing.") That issue aside, there appear to be two main
points of view opposing scientific procedures: the
-historical" and the 'qualitative."

The strongest version of anthropology as culture
history was developed by the school associated with
Franz Boas. Boas opposed any simplistic determinism
such as the older evolutionism and racial or environmental
determinisms. His skepticism seems to have led some of
his followers to emphasize "particularistic" descriptions
and to avoid more general inquiries. Through the
influence of BOaS and others, the point of view sometimes
called The American Historical School became estallished
as nearly the "official" anthropology. His students, among
them Clark Wissler and A.L. Kroeber, exerted a strong
Mfluence on the subseiquent course of anthropological
inquiry. The American Historical School regarded an ro-
pology as primarily culture history, and was charactetized
by "a straightforward desire to know what happened in
the past, especially in the ages before writing and in areas
without writing." (C.W.M. Hart, "Cultural Anthropolog
and Sociology,' in Howard Becker and Alvin Boskoff,
Modern Sociological Theory, New York, Ctryden, 1957)
Field work was strongly emphasized; workers were judged
primarily on the basis of their field work, rather than on
the general conclusions they attempted to develop from
that work. As Hart observes:

"Nothing better demonstrates the natural-history
birthright of cultural anthropology than the fact
that sheer description of a natural phenomenon, or
of human behavior treated as a natural phenom-
enon, is still regarded as both a primary duty and a
problem in itsel "(Ibid., p. 538.)

Although the disputes between those who saw
anthropoloy as scientific and those who saw it as
"historical' have waned, traces of the histodcal view
remain, and some, such as E.E. Evans-Pritchard, argue
that anthropology should he historical, particularistic, and
"idiographic." (For a general discussion of the alleged
oppositon between science and history, see the Chapter
on History.)

The -qualitative" view appears to have much in
common with the so-cAled "qualitative methodologists"
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in sociology. At least for some problems, it is maintained,
scientific procedures must be snpplemented or replaced
by subjective or introspective procedures. Oscar Lewis has
described the situation of some years ago as follows:

"On the one hand, there are those who would
underscore the kinship of anthropolog with the
natural sciences, would stress the need for quantifi-
cation, objective testa experiments, and a general
develo-ment and improvement of techniques which

ight lead to great precision and objectivity in the
ering, reporting, and interpreting of field data.

n the other hand, there aie thoae Who, though not
denying for a moment the kinship of anthropolog
with the sciences, believe that what needs to be
stressed at th6 time is the kinahip of anthropolog
with the humanities and, accordingly, they would
emphasize the need for insight, empathy, intuition,
and the element of art." ("Controls and Experi-
ments in Field Work," ki Anthropology Today, p.
453.)

More recently, some anthropologists, although insistini
on the scientific nature of theft- work, have emphasize
the use of methods characteristic of some humanistic
scholarship and have relied heavily on mentalistic
assumptions. For example, practitioners of "ethnoscience"
sometimes called the new ethnography," "ethno-

semantics," "emic analysis," etc.) investigate the "mem-
ings." through which a cultural group organizes reality."
Considerable attention is given to the beliefs, expecta-
tions, etc., shared within a culture that help to make the
behavior of the members mutually intelligible. According
to Paul Kay: "The system of meaningsthe tacit theory
of the worldlying behind a language and its usage is a
natural phenomenon worthy of scientific study. (In Ann
Fischer, op. cit., p. 20.)

Such work is similar in certain respects to that done in
sociology by the "saimbolic interactionists" and the
"ethnomethmiologists. (See the Chapter on Sociology.)
Erving Goffman s use of symbolic interactionist proce-
dures has been influential among anthropologists studying
inter-group relations. (Goftman, Relations in Public, New
York, Basic Books, 1971.) There ue also certain
6inilarities to the work done by the "subjective
behaviorists" in psychology, who make use of subjective
methods and talk about the "mind." (George A. Miller,
Eugene Galanter, and Kari R. Pribram, Plans and the
Structure of Behavior, New York, Holt, Rinehart and
Winston, 1960, p. 211) Perhaps because of the
difficulties an "outsider" faces M trying to understand
another culture from the "inside," there also has been
some attention given to presumed fundamental episte-
mological problems in anthropology. (See F.S.C. Northrup
and Elden H. Livingston, eds., Cross-Cultural Under-
standing: Epistemology in Anthropology, New York,
Harper & Row, 1964; Edmund Leach, Rethinking
Anthropology, London, Athlone Press, 1961.)

Claude Levi-Strauss' "structural anthropology" has been
given much attention, and he has been described as "one
of the vital intellectual figures of the contemporary
world." (Smith and Fischer, op. cit., p. 37.) In a series of
books (among them Structurnl Anthropology, New York,
Basic Books, 1963; The Savage Mind, Chicago, University
of Chicago Press, 1966; and The Raw and the Cooked,
New York, Harper & Row, 1969), Levi-Strauss has
attempted to discover the elementary structures governing

language, and understand their world. He regards myths as
ways Ln which humans solve the problems facing them.
He views nature and culture as two different ontological
levels, and sees culture as a way of coding and organizing
natural reality. (Hugo G. Nutini, "The Ideological Bmes
of Levi-Strauss's Structuralism," American Anthropologist,
Vol. 73, 1971.) In general, Levi-Strauss argues, in a
somewhat Kantian way, that man organizes reality
through a binary mode in which dialectically related
opposites" (such as the raw and the cooked) are

extremely important. Despite the freirent praise given
Levi-Strauss for his insights, elegance, and sophistication,
many critics have been harsh. Robert T. Anderson, for
example, says:

"The prominence presently given to structuralism
seems disproportionate to its achievements. It is an
approach that purports to offer an integrated body
of theory. In fact, it is hard to see where it has
done much more than provide a way of looking at
certain phenomena, including marriage alliances in
some societies." ("Recent Trends in Ethnology:
1966-1970," in The Annals, Vol. 401, May, 1972.)

The emphasis on seuching for deep structures
underlying what we can observe more directly is found in
many fields, and recently much excitement has been
generated by such work. Noam Chomsky's transforma-
tional grammu, for example, concerns the trans-
formational rules by which the "surface" structure of the
grammars of specific languages ue generated from
allegedly "deep innate structures. (See Jacques Ehrmann,
ed., Structuralism, Guden City, Doubleday, 1970, for a
deussion of many applications of structuralism.)

Specific Techniques Used

Physical Anthropology. Several conventionally differen-
tiated fields, in addition to physical anthropology, inquire
into human evolution and the structure and operations of
the human body. The general focus of much recent work
in physical anthropology has been on the complex
interconnections of cultural and genetic factors in human
biology, which involves many techniques of inquiry. As
Frederick S. Hulse says:

"Culture is seen as the unifying theme of our
stuclies, whether we are observing the behavior of
baboons, subjecting laboratory animals to environ-
mental stress, operating an electrophoresis appara-
tus, or engaged in statistical calculations. The
cultural nature of man is an aspect and a product of
his cultural nature. Man in nature is not distin-
guishable from man in culture, for our nature is
cultural." (The Human Species: An Introduction to
Physical Anthropology, 2nd ed., New York,
Random House, 1971, p. 485.)

Much attention has been given (by paleoanthropologists
and others) to the "reconstruction" of the biocultural
evolution of man, which involves the use of biological
techniques of inquiry as well as physical science
techniques for dating ancient remains. The older emphasis
on the gross morphological character6tics of humans and
on typologies for racial classification has been superseded
to a considerable extent by a concern for the distribution
of particular traits among human populations, including
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hemoglobin variants, scrum factors, etc. Human growth
and development also is studied, particulasly as related to
environmental stress (extremes of climate, altitude, diet,
etc Techniques of "naturalistic seription" also are

as when the locomotion, dcding habits, social
hthavior, and communication of primates are observed in
order to help describe evolutionary changes.

Recently a technological revolution in physical anthro-
pology has occurred, involving radiographs, reflection
colorimeters, spectrophotometers, paper chromatography,
starch-gel electrophoresis, etc., as replacements for many
older techniques of measurement. (See Stanley M. Gam,
"The Newer Physical Anthropology," American Anthro-
pologist, Vol. 64, 1962.)

Archaeology. H.L. Movius, Jr., summarizes the major
interests of archaeologists as follows:

(0...the establishment of a relative time scale
by means of which the fossil remains of early man
and his cultural relics may be placed in their proper
sequence; (2). ..the study of developing technology
and material culture, as well as the survival(s) of
ancient tool-making habits or traditions; and
(3)...the reconstniction of the changing environ-
mental (biogeographical or ecological) conditions.. ,

which confronted man." ("Old-World Paleolithic
Archaeology," Bulletin of the Geological Society of
.4nzerica, Vol. LX, 1949, pp. 1448.1449.)

In such work, archaeologists have used sciendfic,
historical, and humanistic techniques. As Gordon R.
Willey says:

"To begin, [the ehaeologist] is a historian in
the broader sense of that term. Like the historian,
his studies are directed toward retelling the human
pait, and his study itould be a dynande and
integrated one, not a series of static facts. He is a
scientist, too, or grilles to be one, in that
archaeology is a part of anthropology, and he is
interested in came and effect as well as generaliza-
tions about human social hehavior and the develop-
ment of civilization. Finallyand this is in no way
incompatible with h6 scientific interestshe is a

humanist." ("Archaeology: The Snows of Yester-
year, in Lynn White, Jr., ed., Frontiers o
Knowledge in the Study of Han, New York, Ha Ter,
1956, p. 49.)

Physical science techniques are used in the exploration
and evacuation of sites and the analysis of data. Carbon
14 dating, chemical and geological anWyses of soils and
rocks, and botanical technives such as dendrochronology
are used. Work also is done concerning the application of
electronics and atomic physics to the exploration of sites
from the surface. Computerized analyses of data and
simulation of archaeological processes are also employed.
Many other complex techniques are coming into promi-
nence. (See Raymond E. Chaplin, The Study of Animal
Bones from Archaeological Sites, New York, Seminar
Press, 1971, and the review by Dexter Perkins, Jr., in
Science, Vol. 176, June, 1972.)

The introduction of so many new techniques has
involved new problems. C.C. Lainberg4(arlovsky lists
"cultural ecology, systems theory, computer techniques
for quantification, the many and varied techniques of
&maul-chemical analysis annlied in arehavnInwiral

and explain the history of human adaptadon as among
the techniques that have proliferated faster than "our
ability to find their application or organization within
archaeological research programs." ("Operations Problems
in Archeoloff," in Ann Fischer, op. cit., pp. 111-112.)

Anthropological Linguistics. Our main discussion of
linguistic techniques of inquiry is contained in the
Chapter on Linguistics; consequently only a few points
will be made here. The field often is arided into
descriptive linguistics, in which language systems or
dialects are described at a giyen stage in their histories,
and historical linguistics, in which the history of the
changes, developments, and relationships among languages
is investigated. The latter field has been more speculative
than the former, and conjectures have been extended far
beyond the available evidence. A wide variety of special
techniques has been developed to describe the structure
of languages, considering them primarily as vehicles of
communication. What is communicated in a given
language is only of indirect concern; the emphasis is on
ihe characteristic "patternment" or ways in which the
elements of a language arc combined by native speakers.
A language is often viewed as a particular system for
coding what the language user wishes to say; the concern
is with the code revealed in the utterances of the language
user rather than with the content of the utterances.

Cultural Anthropology. Cultural anthropologists use a
wide variety of specific techniques of inquiry, all of
which probably are found in use in other fields. Perhaps
the main ddference is that cultural anthropologists have
placed much more emphasis than do workers in other
behavioral fields on intensive and protracted field work in
cultures other than theLr own; field work that involves
participation in the culture (the "participant-observer
method"), interviewing, and the systematic collecdon of
life histories, case studies, myths, and many other
materials. (This is not, of course, to deny that
anthropologists also sometimes study their own culture.)
In analyzing and obtaining the field work data, the
techniques, findings, and conjectures from many other
fieldsbehavioral and literaryhave been used.

4. RESULTS ACHIEVED

Surveying the genenA assesaments of what has been
achieved hy anthropologists reveals an interesting alterna.
tion between highly favorable and hieily negative
judgments. To illustrate, since the time of Lewis Henry
Morgan, kinship studies have occupied a central place in
anthropological research, and often that work 6 assessed
as a great accomplithment. (See Priscilla Reining, ed.,
Kinship Studies in the Morgan Centennial Year, Washing-
ton, D.C., Anthropological Society of Washington, 1972
and Meyer Fortes, Kinship and the Social Order, Chicago,
Aldine, 1969.) On the other hand, J.A. Barnes concludes
that only a "few scraps and odd hits" have been achieved
so far in kinship studies. (Three Styles in the Study of
Kinship, Berkeley, University of California Press, 1971, p.
265.) Much well-supported infortnation has been
developed about different peoples and cultures throu t-
out the world, and yet Pelto notes that unfordmately
anthropologists have "not succeeded in eliminating any
except the more outlandishly improbable theoretical
positions," and that most attempts to replicate studies
are utter failures. (Pelto, op. eit, p. 315).

cssrn aro,. 1:nen.:.t:n.
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"It can be confidently stated that linguistic
methodology is so well advanced today that if we
took two fairly bright graduate students, trained
them in linguistic analysis at two different univer-
sities, mul sent them out to make descriptions of a
new and unanalyzed language at two different times
and using two different informants (assuming the
informants spoke the same dialect), the resulting
analyses would be highly similar, differing only in
matters of emphasis and minor detail." (Carroll, op.
cit., p. 30.)

In other areas, far less firm results are found. According
to Paul L. Garvin:

"A look at the development of historical
linguistics will show that there has been no scarcity
of explanatory theories about linguistic history.
Note, however, how most of these explanations, no
matter how attractive they may have seemed at the
time they were proposed, have since been relegated
to oblivion." (Method and Theory in Linguistics,
The Hague, Mouton, 1970, p. 11.)

In archaeology, as was noted earlier, the "new
archaeologists" are highly critical of much prior work, but
in turn themselves are criticized for taking speculations as
wLrranted assertions. And similar differences of views can
be found in the area of physical anthropolog. (See
Gabriel W. Lasker, "Physical Anthropology: The Search
for General Processes and Principles, ' American Anthro-
pologist, Vol. 72, 1970.)

Although some such differences of assessment can be
found in all the behavioral fields, the differences seem
greater in anthropology than in most other areas. A major
reason, we suggest, is that anthropologists so often
attempt "reconstructions" based on insufficiently war-
ranted assertions. Many highly warranted "pieces" of the
reconstruction may be available, but the conjectures often
move far beyond the available evidence. Rather than the
interweaving between conjectures and observation that we
described in Chapter 1, elaborate"theodzing" based on
somehut not enoughevidence often is undertaken. This
is illustrated in the earlier quotation from Pe lto, in which
he complains about the inability to refute any but the
most outlandish theories. In view of the number of
plausible (to someone) conjectures that can be imagined
about the connectiorm among facts and assumed facts, to
constme the task as refuting as many of the conjectures
as possible seems "upside-down"; useful inquiry, we
suggest, involves testing conjectures by repeated return to
observation, rather than the development of elaborate
conjectures that are logically consistent with scanty data.

In the following review of some of the representative
results in the major subfields, we have not attempted to
summarize all the work done by anthropologists.

Physical anthropologists have made progress in helping
to trace the evolutionary development of humans. The
proliferation of fossil discoveries during the past several
decades has aided in the hypothetical reconstruction of
the probable stages of evolution, and improved techniques
of dating have been useful (for example, the development
of potassium-argon dating suggests a time span of
approximately 2-3 million years for the Pleistocene
period). The fossil record suggests a relatively early
development of a bipedal gait, dentition in the human
direction. and the use of stone tools, and a relatively late

brain.
In recent years a widely accepted view of the evolution

of Homo Sapiens has been developed, although much
remains to be ascertained. Rarnapithecus is believed to
have flourished from 14 to 10 million years ago (and
perhaps later) in Asia and Africa; Australopithecus from 6
to 1 million years ago in Africa;* Homo Erectus from 1
million to 200,000 years ago, world-wide; and Homo
Sapiens (including subspecies such as the Neanderthal)
from 200,000 years ago to the present. The tendency has
been for newer evidence to push back the time estimates
for the emergence of the hominids. (For a sampling of
work in physical anthropology, see John Buettner-Janush,
Origins of Man, New York, Wiley, 1966; David Pi lbcam,
The Ascent of Man, New York, Macmillan, 1972; Stardey
NI. Garn, Human Races, 3rd ed., Springfield, Charles C
Thomas, 1971; and Charles Hocken and Robert Ascher,
"The Human Revolution," Current Anthropology, Vol. 5,
1964.)

Anthropological linguists have had considerable success
in analyzing the structures of a large number of languages,
which has been highly useful for fieldwork among the
users of those languages. Much attention has been given
to linguistic "salvage work"; the study of unrecorded or
only partially recorded languages that are in danger of
eLrly extinction. Studies of the distribution of, and
changes in, languages can be useful to nonlinguists; for
example, archaeologists have used the astribution of
Indian languages in South America as one indication of
the movement of peoples. Although, as noted, much work
in linguistics emphasized the structure of languages rather
than what was communicated, recently many accounts
emphasizing "semantic analysis" have been given. Much
recent work has inquired into communicative behavior in
the same general way that other forms of behavior are
studied, and has attempted to place communication in its
full ethnographic context. (For some representative work,

Dell Hymes, ed., Language in Culture and Society,
New York, Harper & Row, 1964; Harry Hoijer, ed.,
Language in Culture, Chicago, University of Chicago Press,
1954; John J. Gumperz and Dell Hymes, eds, Directions
in Sociolinguistics, New York, Holt, Rinehart, and
Winston, 1972; and Benjamin N. Co ly, "Ethnographic
Semantics: A PrelLminary Survey," Current Anthropology,
Vol. 5, 1966.)

Useful discoveries have been made by archaeologists in
practically every region of the world. In recent years
much work has been done in areas somewhat neglected
earlier, such as Africa, Southeast Asia, New Guinea, and
the Pacific islands. Based on the remains, archaeologists
have reconstructed the probable culture history of many
groups. In addition to descriptions of the diet, subsis,
tence, dwelling forms, settlement patterns, etc., of vadous

oups, the "new archaeologists" have also attempted to
escribe general cultural processes in prehistoric popula-

tions, including social, political, and economic behavior.
Hypothetical reconstructions based on the interconnec-
tions of cultural, ecological, and biological systems are
emphasized by some archaeologists. (For some work, see
Gordon R. Willey mid Philip Phillips, Method and Theory
in American Archaeology, Chicago, University of Chicago
Press, 1958; Stuart Struever, ed., Pre-Historic Agriculture,

*Recent work continues to modify earlier tentative conclusions,
For example, as this Chapter was being written (Nov., 1972),
Richard Leakey reported on a skull recently found in Kenya. His
finding casts doubt on widely-held views of human evolution, and
orntirrlif Ihdt A strainnitheellg chntilli he exeluded from
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Garden City, Natural History Prs, 1971; and Don
Brothwdl and Eric Higgs, Science in Archaeology, rev.
ed., New York, Praeger, 1970.)

Cultural anthropologists have studied the "ways of life
of many cultures and subcultures, with emphasis upon
behavior in such areas as socioeconomic organization,
family structures and relationships, personality structures,
mythologies and systems of magic and religion, legal and
other control systems, and art forms. The relation of
particular cultural forms to the maintenance of the larger
culture have been investigated. Cultural change has been
intensively studied. In recent years, considerable attention
has been given to ethnicity, including questions of the
wa s in which ethnic groups maintain a sense of identity
and relate to other groups. Research on contemporary
groups in cities (urban anthropology) has also become
prominent; subcultures, such as a minority group or the
poor, are studied in terms of their adaptive behavior to
their marginal social position. (For examples, see Elliot
Liebow, Tally's Corner, Boston, Little, Brown, 1967;
Oscar Lewis, The Children of Sdnchez, New York,
Random House, 1961.)

A general theme in much of the work mentioned is
that human patterns of adjustive behavior, to a much
greater extent than those of other animals, are socially
transmitted rather than biologically inherited, and may be
considerably modified through the generations. (See Alan
Lomax, with Norman Berkowitz, "The Evolutionary
Taxonomy of Culture," Science, Vol. 177, July, 1972.)
The anthologies edited by Yehudi A. Cohen (Man in
Adaptation, Chicago, Aldine, 3 vols., 1968-1971) provide
a convenient overview of much anthropological work.

* * * *
In addition to the four major subfields, other

specialties are sometimes differentiated, such as medical
anthropology, ethnomusology, historical archaeology,
anthropology and education, and ethnohistory. Such
specialties often are organized in formal professional
groups and publish their own journals. Applied anthro-
pology frequently is considered as a fifth major subfield.
See discussion on applications in Smith andFiaher, op.

cit.; and George M. Foster, Applied Anthropology,
Boston, Little, Brown, 1969.)

5. CONTEMPORARY CONTROVERSY

Certain controversies concerning general procedures of
inquLq were noted earlier. Some anthropologists argue for
a plurality or diversity of methods, on the ground that
anthropology may be enriched thereby and that a

provocative set of competinetheories"may help in the
accumulation of sufficient data to develop "ccimpelling
reconstructions." (Alan How7rd, "Polynesian Social Strati-
fication Revisted," American Anthropologist, Vol. 74,
1972, pp. 821-822.) In his The Dialectics of Social Life
(New York, Basic Books, 1971), Robert F. Murphy has
attempted to reconcile dialectically some of the con-
flicting points of view, by developing a new methodology.
Others oppose the diversity of methods, and there is some
tendency to discuss those issues in the context of
philosophical points of view. Marvin Harris, for example,
in his The Rise of Anthropological Theory (New York,
Crowell, 1968) defends cultural materialism as opposed to
idealistic interpretations of culture. According to Harris,
the materialists emphasize evolution, the "materialistic
reality" of culture, and logico-empirical methods, while
the ..id.e_alists (such as the ethnoscientists and the

. I

Pritchard, and L6vi-Strauss) use nonscientific and sub.
jectivist methods and regard culture as an abstraction.

For some time Leslie White's advocacy of cultural
evolutionary theory was heavily criticized, and an almost
standard point of view was that even the technologically
simplest cultural groups of today could not be taken as
representative of earlier evolutionary stages of develop-
ment. More recently many anthropologists have adopted
an evolutionary point of view, and often emphasize (as do
the "cultural ecologists") the varying human adjustive
responses to changing circumstances. (See Julian Steward,
Theory of Cultural Change: The Methodology o
Multihnear Evolution, Urbana, University of Illinois Press,
1955; Marshall D. Sahlins and Elman R. Service, eds.,
Evolution and Culture, Arut Arbor, University of
Michigan, 1960.)

Some anthropologists argue that cultural phenomena
are "autonomous" or "superorganic." Leslie White has
probably been the strongest advocate of that point of
view:

"Customs and institutionsculture traits in
generalconstitute a distinct class of phenomenc...
culture as culture can be explained only in terms of
culture... An addition to the individual organic
component in human behavior and over and above
the social factor which comes from the interaction
of individuals, there is the influence of the
traditional customs, institutions, tools, philosophies,
tc. These things, these culture traits, have an

existence prior to the birth of any person living.
They exist outside the human organism; they act
upon him from the outside as meteorologic forces
do." hite, op, cit., pp. 78-79.)

Others regard that view of culture as hypostatization or
even mysticism, and maintain that the cultural can be
"reduced to" or "explained by the social or the
psychological. A.R. Radcliffe-Brown, for example, said:

"You cannot have a science of culture. You can
study culture only as a characteristic of a social
system. Therefore, if you are going to have a
science, it must be a science of social systems." (.4
Natural Science of Society, Glencoe, Free Press,
1957, p. 106.)

And Robert S. Lynd notes that "Culture does not
enamel its fingernails, vote, or believe in capitalism, but
people do." (Knowledge for What?, Princeton, Princeton
University Press, 1939, p. 27.)

Recently there have been controversies about the
comparative merits, the relations, etc, of "emic" and
"etic analyses. Both etic and ernic are used in somewhat
different ways, but the main core of the controversies
seems similar to issues found in many of the behavioral
areas of inquiry concerning contrasts between "inside"
and "outside" techniques of observation. Emic analysis
concerns the distinctions, categories, taxonomies, etc.
ce.g., the way the color spectrum is divided) that are

subjectively meaningful' in a particular cultural
grouping, and that may vary considerably from culture to
culture. Itt etic analysis, the distinctions that are found to
be scientifically useful are emphasized, even if they are
not in accord with the subjective opinions of a cultural
group. Ernie inquirers are sometimes alleged to accept
gullibly what they are told by informants, to mista -e
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confuse the objective and the subjective. On the other
hand, defenders of emic inquLey argue that the native's
beliefs, understandings, etc., are important, and need not
be confused with anything else. (See Marvin Harris, op.
cit., pp. 568-604; Gerald D. Berreman, "Anemic and
Emetic Analyses in Social Anthropolog," American
Anthropologist, Vol. 68, 1966; and Paul Kay, "Some
Theoretical Implications of Ethnographic Semantics," in
Ann Fischer, op. cit.)

The controversies just mentioned clearly involve
divergent views about the objectives of inquiry in general,
what "explanation" is, and other issues of the type
discussed in Chapter 1.

Other long-standing controversies center on the degree
of continuity between humans and other primates, with
language being a central issue, inasmuch as humans
everywhere, and almost uniquely, use language. Recent
work on the communicative behavior of primates shows
that an absolute difference between humans and non-
humans is hard to maintain. The chimpanzee, Washoe,
for example, was taught the sign language used by the
deaf, and was able to combine those signs spontaneously
and appropriately in the manner sometimes descnbed as
"true language." To illustrate, when she wanted the
refrigerator opened, Washoe made the hand signs for
open-food-drink, and when the alarm clock went off at
meal time, she made the signs for listen-eat. (See R.A.
and Beatrice T. Gardner, "Teaching Sign Language to a
Chimpanzee,"Science, Vol. 165, August, 1969.)

The controversies now tend to concern the differences
in degree, rather than in kind, between humans and other
'inmates, and how language developed. Some have argued
that the development of lanpage competence in humans
was a gradual process extending over many rnillenia, while
others have defended a single "great leap" view. (See
Charles F. Hockett and Robert Ascher, 'The Human
Revolution," Current Anthropology, Vol. 5, 1964; and
Eric H. Lenneberg, "Language, Evolution, and Purposive
Behavior," in Stanley Diamond, ed., Culture in History,
New York, Columbia University Press, 1960.)

Some inquirers believe they have found evidence
diowing that the members of relatively simple social
groups tend to think less abstractly than individuals in
more complex groups, or simply lack the capacity for
abstract thouOt. (See Brent Berlin, "A Universalist-
Evolutionary Approach in Ethnographic Semantics," in
Ann Fischer, op. cit., pp. 14-15; and John Gay and
Michael Cole, The New Mathematics and an Old Culture,
New York, Holt, Rinehart and Winston, 1967.) On the
other hand, Gary J. Witherspoon believes that the Navajo
have a highly developed capacity for abstraction, and he
suggests that, rather than the thinking of people in simple
societies being primitive, it is our understanding of them
that is primitive. ("Navajo Categories of Objects at Rest,"
American Anthropologist, Vol. 73, 1971, p. 121.)

In addition to the type of controversy just considered,
anthropologists recently have been involved in the type of
heated debate found in many other fields concerning the
possible political uses and releviince of their work, the
ethical responsibilities of anthropologists in relation to the
people they are studying, the question of whether
objective" research is possible in principle, etc. The

Newsletter of the American Anthropological Association,
for example, contained many strongly-worded discussions
of such matters in 1971 and 1972, and at the recent
annual meetings of the Aasociation much time has been
spent in discussion and voting on political matters. (For
the activist nnint ra view Cep the millers hv Gerald 11

Berreman, Kathleen Gough, and Gutorm Gjessing in
Current Anthropology, Vol. 9, 1968.) In addition,
members of some of the cultures much studied by
anthropologistq, such as the American Indians, recently
have protested the "invasion" of anthropologists and have
maintained that the findings of anthropologists have been
distorted, demeaning, patronizing, and chauvinistic.

6. TERMINOLOGICAL PROBLEMS

As in many other areas, there is confusion and
disagreement concerning some of the words used
frequently in general discussions of the procedures of
inquiry. 'Scientific," for example, is used to designate
quite different types of procedures. The British social
anthropologists are sometimes taken as representative of
highly developed scientific procedures, and yet have also
been severely criticized as nonscientific:

"The misunderstanding of scientific method is
perhaps most extreme in that group of anthropolo-
gists which makes the most vociferous pretensions
to being scientific and comparativethe British
structuralists headed by Radcliffe-Brown. The
alleged 'laws' of this school turn out, upon
examination, to be verbal statements like the
equivalence of brothers' or 'the necessity for social
integration' which fail completely to specify the
concomitant behavior of variables.. , ." (Murdock,
op. cit., p. 7.)

"Explanation" has also proved troublesome, egiecially
when an explanation telling why Fomething happened is
opposed to a description telling what happened. Some
"explanations" are tautological, as when Ralph Linton
asserted that the Plains Indians foutt many wars, not to

roobtain hunting gunds or the like, ut because they were
"warlike." (The Study of Man, New York, Appleton-
Century, 1936, p. 461.) Other "explananons," intended
to be scientific and useful, are descriptive in the sense in
which we use that word, for they describe what happens
under specified circumstances.

To illustrate, Leslie White, after criticizing attempts to
"reduce" the criltural to the psychological, says:

"To the culturologist the reasoning that says that
one people drinks milk because 'they like it,'
another does not because 'they loathe it,' is
senseless; it explains nothing at all. Why does one
people like, another loathe, milk? This is what we
want to know. And the psychologist cannot give us
the answer. Nor can he tell us why a people does or
does not avoid mothers-in-law; practice monogamy,
inhumation, the couvade, or circumcision; use
chopsticks, forks, the pentatonic scale, hats or
microscopes; form plurals by affixationor any of
the other thousands of customs....The cultnrol-
ogist explains the behavior of a people by pointing
out that it is merely the response of a particular
type of priniate organism to a particular set of
stimuli. AO he explains culture along the lines
indicated earlier [human behavior has two separate
and independent sourcesthe biological and the
socially transmitted supra-biological, or cultural].
Thus, while the eulturologist is quite willing to
admit that it is people who 'enamel their fingernails'
or chink milk, he desires to point out that whether
thew firs esr nest ;e do! Iar
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by their culture." (White, op. ru., pp. 143-144;
italics added to the long phrase.)

The -why- answer provided by White is no more than
a description of what happens under specified circum-
stances. His argument, if correct, shows that much human
behavior varies according to the cultural field, but it does
not provide an explanation that goes "beyond- descrip-
tion.

The quotation from White also relates to other
terminological problems concerning "levels of behavior."
Some inquirers conclude or assume that there are four
separate but interacting levels: the biological, the
psycholoOcal, the social, and the cultural. Others deny
the existence of the cultural as a separate level, but retain
the other three; while yet others make some other
differentiation. Such procedures almost inevitably involve
the old difficulties of how to provide coherently both for
"separation" and for "interaction," and tend to encourage
futile debate sMiilar to the ancient discussions concerning
hierarchically arranged kinds of being.

Many of the key names used within the field of
anthropology are applied in diverse ways; there is
considerable vagueness and ambiguity in the uses of
"culture," "lineage," "descent," -structure, and "func-
tion." Krocher and Kluckhohn, for example, found 164
"definitions" of "culture." ("Culture: A Critical Review
of Concepts and Definitions," Cambridge, Papers of the
Peabody Museum, Vol. )GVII, No. la, 1952.) And
William E. Mitchell has argued that the different and
conflicting ways of using "kindred" raise serious difficul-
ties, particularly in the cross.cultural description of the
structural aspects of kindreds. ("Theoretical Problems in
the Concept of Kindred," American Anthropologist, Vol.
65, 1963.) Such disagreements about naming are
enmeshed in the controversies about procedures of
inquiry and the objectives of anthropological reseuch.

The situation is exacerbated by the unusually broad
array of methods used by anthropdogists and the
borrowing of names from everyda?, speech ("family,"
"marriage," "function," "pattern,' etc.), often with
relatively little or no progress toward useful scientific
naming or specifying. Moreover, the language system
native to the anthropologist may impose a kind of
"strait-jacker in the study of euJtures very unlike the
anthropologist's own, as is suggested by the Sapir-Whorf
hypothesis. (See Benjamin L. Whorf, Language, Thought
and Reality, edited by J.B. Carroll, New York, Wiley,
1956.)

Comparing highly diverse cultures requires technical
naming and ways of categorizing that are appropriate for
cross-cidtural observations. A beginning was made by
Murdock and others in the Human Relations Area Files,
in which data from a sizeable number of cultures is
classified. However, the categories used reflect the eadier
interests of comparativists, and the Files do not include
much recent data. (See George P. Murdock et. al.,
Outline of Cultural Materials, 4th rev. ed., New Haven,
Human Relations Area Files, 1961.)

7. COMMENT AND EVALUATION

More often than do inquirers in other fields,
anthropologists view human adjustive behavior as bin-
social, thus avoiding considerable obscurantism and many
needless puzzles that follow from dualistic views of
human nature. As was noted earlier, the "holistic"
procedures characteristic of much anthronolorical iliouinr

are partially transactional. In our opinion, however, the
full benefits of such procedures will not be obtained as
long as anthropologists emphasize "hypothetical recon-
structions" based on insufficient data and on the
sclf-actional and interactional procedures -criticized in
Chapter 1.

Another way of making this point is to note the
institutionalized tolerance in the field of anthropology for
subjective and speculative methods. According to Pelto:

"...1 have been suggesting...that the apparent
weaknesses of anthropological work derive much
less from the inherent difficulties of our subject
matter, and much more from persistently nonpro-
ductive features of our anthropological subculture.
These nonproductive features are perpetuated
through direct transmission within our programs of
graduate instruction. They are also perpetuated by
some very general tendencies in the institutional
make-up of the social sciences. I have written this
book with the hope of furthering a patient of
culture change which already seems to be gathering
momentum. Possibly new methodological develop-

nts will arise that can bring about a real
'revitalization movement.' " (Pelto, op. eit., p. 316.)

Although many anthropologists have urged the use of
scientific procedures :_)f inquiry, quite often they include
as scientific elaborate "theorizing" far in advance of
observation. To illustrate, in his final chapter Pelto
advocates the use of multiple hypotheses that
derived from a theoretical point of view. Those alternative
hypotheses are then tested against the data, arid the
process is continued until only one hypothesis remns.
Pelto goes on to complain that so far only the most
bizarre hypotheses have been eliminated, which is about
what one would expect. After all, human ingenuity has a
proven record for concocting plauslile conjectures, and it
seems probable that such conjectures can be imagined
faster than they can be tested.

We suggest that the procedures described in Chapter 1
are more weful and would tend to free anthropological
inquiry from many of the controversies and blind alleys
generated by the self.actional and interactional procedures
now frequently used.

One need not postulate a separate level (logical,
ontological, or other) for culture in order to emphasize
the importance in human behavior of socially transmitted
culture traits and patterns, thereby avoiding a mare's nest
of issues about the possible connections of various levels.
Nor does one have to opt for an "inner," an "outer," or
a combination "inner-outer" procedure for studying
behavior; in knowing-naming transactions the inquirer is
always connected in many ways with aspects and phases
of the field into which he inquiring. Nor, finally, does
inquiry into sign-behavior (so important in the trans-
mission, acquiring, and modification of culture traits)
require procedures relying on subjective "meanings,"
motives, intentions, etc.

To illustrate in one specific instance, some of the
controversies concerning the emic-etic distinction appear
to have little point. Rather than two basically opposed
methods, both may be appropriate and useful in different
phases of inquiry. Ernic xnalyses" may be particularly
useful in "cracking the code" used within a culture, but
because a particular number of gods is differentiated
within a given culture does not demonstrate that those
ends exist. More generally the wayg rf rlifferenti.tirm
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classifying characteristic of any human group may not be
as useful as the ways developed through scientific inquiry.
An "ernic analysis" would presumably show that whales
are classified as fish by many people, but an "clic
arodysis" classifying wilides as mammals is not thereby
refuted. In short, inquiry into the beliefs about the
cosmos shared by a group may be highly useful in
describing that culture, but obviously those beliefs need
not be warranted.

There are some indications that anthropologists are
giving increasing attention to the reqMrements of
scientific inquiry, as noted throughout this Chapter.
Possibly the "mitalization movement" mentioned by
Pe Ito will occur. On the other hand, in many behavioral
fields in recent years a retrogression has occurred in
which many inquirers have turned away from scientific
procedures, and pethaps the most characteristic rine-
dures used in the behavioral fields during the next decade
will be nonscientific ones.
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SOCIOLOGY*
1. WORKING DESCRIPTION OF THE FIELD

SOC1OLOGISTS inquire into the behavior of
people in groups and organizations, including the
patterns, regularities, variations, and developmental

changes in human relations, customs, and institutions.
Sociological inquiry overlaps considerably with inquiries
made by cultural anthropologists and psychologists, and
shares partially the subject matter of many other
behavioral fields.

2. OTHER DESCRIPTIONS OF THE FIELD

Sociology as a distinct field gradually emerged during
the nineteenth century. Auguste Comte was the first to
use the label "sociology" and advocated a scientific
"positive'), rather than a theologcal or metaphysical,

stndy of society. Herbert Spencer applied the theory of
biological evolution to social processes. Emile Durkheim
attempted to deal with "social facts" as an emergent level
of phenomena not reducible to the biological or
psychological levels. Max Weber and Georg Simmel held
that sociology was a "generalizing science" concerned
with "common value orientations" and "ideal types."

Among the early influential sociologists in America
were Lester F. Ward, William Graham Sumner, Albion
Small, Franklin H. Giddings, and Charles H. Cooley.
Sociology was often regarded as the sole social science, as.
a synthesis of the separate social sciences, or as the basic
social science.

Some typical recent efforts to describe the field of
sociology follow.

Sociology is "the discipline that describes the pheno-
mena that are created by the social interaction of human
beings and the manner in which these phenomena affect
the -behavior of individuals." (Don Martindale and E.D.
Monchesi, Elements of Sociology, New York, Harper,
1951, p. 39.)

Sociology is "a body of related generalizations about
human social behavior arrived at by scientific methods."
(George A. Lundberg, C.C. Schrag, and O.N. Larsen,
Sociotogy, rev. ed., New York, Harper, 1958, pp. 6-7.)

Sociology is "the science which studies the structure
and funciion of social relations, customs, and institutions
in different goups, and the processes by which they
change." (Eva J. Ross, Basic Sociology, rev. ed.,
Milwaukee, Bruce, 1958, p. 4.)

Arnold Rose sees sociology as "the science of human
relations" (Sociology: The Study of Human Relations,
New York, Knopf, 1956), and James A. Quinn as "the
eneral science of human social groups" (Sociology: A
ystematic Analysis, New York, Lippincott, 1963).

A report jointly sponsored by the National Academy of
Sciences and the Social Science Research Council
mentions five aspects of social life as constituting "the
major peispectives of sociology": 1) demographic and
ecological patterns of human populations, such as birth,
death, migation, spatial arrangement, etc.; 2) social-

* We are grateful to George A. Theodorson and Martin II.
Neumeyer for their comments concerning this chapter. No part of ;
the chapter, as revised, necessarily represents either of their points
of view.

psychological phenomena, such as small goup interaction
patterns, interacfion of personality and society in
socialization, etc.; 3) collective behavior in groups and
organizations; 4) structural relations arising in social
interaction, as in the patterns of roles in a political
stTucture; and 5) cultural phenomena such as norms,
values, and ideologies that tend to regulate or legitimize
social behavior. They go on to say:

"The subject matter of sociology, then, is found
in the demographic-ecological, social-psychological,
collective, structural, and cultural aspects of social
life. The sociological enterprise is to explain
regularities, variations, and interdependencies among
those aspects. This enterprise has both a static and a
dynamic aspect. Sometimes sociologists ask why
patterns of organized social life persist, but equally
often they are concerned with processes of social
change, which destroy old social forms and create
new ones." (Neil J. Smelser and James A. Davis,
Sociology, Englewood Cliffs, Prentice-Hall, 1969,
pp. 31-32.)

3. METHODS AND TYPES OF INQUIRY

When the first edition of this volume was written, the
procedures of inquiry called the "naturM science
approach" tended to dominate American sociological
inquiry. In the intervening years, sociologists critical of
scientific procedures of inquiry have become much more
numerous, and many controversies concerning scientific
method and its applicability to sociological problems have
again become prominent. Kurt W. Back describes the
current scene as follows:

"From the number of rerneclies reccimmended for
the current situatitm of simicilogy, (me must conclude
that this field is very sick. Advice on diagrumis and
therapy comes from all sides. Some claim that
sciciolog is nizit a strict enough science in killowing
empirical logical procedures, and see the remedy as
improvement of mathematical and logical procedures.
Others accuse socicilogy arid especially scich3logists of
not being sensitive enough to the crucial prc)lakms of
the present tirne, and i3f pursuing the chimera of
value-free science, suggesting instead a methiadoltJgy
of engagement such as Neo-Marxisra or Gouldner s
reflexive sociolc)gy. Still t:ithers loiJk to participant
cilmervatii371 and to extracting the syrnbcilic meaning
frcgn the behavicir and the language of the actcus
themselves.... Of the critics, one side wants to achnit
the metheid and 13rocedure of the hard sciences arid
use the language of mathematics; ancuher wants to
adopt th method arid procedure of social actkm and
Luse the language of the activists and propagandists; anti
the third wants to adopt the philcisojihical apprciach of
the existentialists awl 13hencanenologists and use the
language (4 the novelists." (Review of Robert L.
Burgess and likin BushmAl, Jr., Behavit_md Sociology,
New Y cirk, Columbia tim uiv er. i Lv Press, 1969, in
America/1 SOCiOhvical II V1 )1. 35, 1970, p.
1098.)
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The major controversies will be discussed in more detail
in Section 5 of this Chapter. In the preseot section we
will consider some of the major points of view about the
field and the most useful procedures for inquiry into its
subject matter.

Natural Science Procedures

Defenders of this type of inquiry argue that sociologists
should apply the general methods (but not necessarily thr
specific techniques and instruments) of the natural
sciences to human behavior. Among the leading exponents
were George A. Lundberg, Read Bain, Stuart C. Dodd,
Samuel Stouffer, and Paul F. Lazarsfeld. "Science" and
related names are often used in different ways, and
differing emphases are found within this general point of
view. Some ctitics regarded the natural science sociologists
as "neopositivists," because of certain similarities to
Comte's views and to those of the later logical positivists.

In the 1950's the natural science viewpoint was often
descdbed by both its defenders and critics as the
dominant trend in American sociology. (George Lundberg,
"The Natural Science Trend in Sociology," American
Journal of Sociology, Vol. LM, 1955; N.F. Tirnasheff,
Sociological Theory, Garden City, Doubleday, 1955, Ch.
15.) Even then there were many critics; the earlier critics
often viewed behaviorism, pragmatism, and quantitativism
as the three-fold basis of the natural science trend. (See
Timasheff, op. cit., p. 137, and Preston Valien and Bonita
Valien, "General Sociological Theodes of Current Refer-
ence," in Howard Becker and Alvin Boskoff, eds., Modern
Sociological Theory, New York, Dryden, 1957, p. 86.)

Lundberg pointed out that behaviodsm does not
exclude inquiry into so-called "mentar processes, which
he regarded as symbolic or verbal forms of behavior.
Rather than ignore or declare "unreal" such behavior, the
natural science sociologists tried to describe it scien-
tifically. What the critics referred to as "pragmatism- is
not always clear. Some may have been objecting to
Dewey's insistence that the "mental" can be inquired into
using scientific procedures. Or they may have opposed thc
Peirce-Dewey view that all scientific statements are
subject to possible future modification, correction, or
rejection, and that there are no known absolutes in
science. Broadly speaking, the "pragmatists" insist that all
conjectores or hypotheses are to be tested by reference to
their consequences and that methodological ruies and
procedures are to be evaluated in terms of their usefulness
in inquiry.

Quantification is emphasized by the natural science
socioloOsts in the development of scales and other
measuring devices; the use of statistical analyses, surveys
involving sampling, interviewing, questionnaire construc-
tion, and complex tabulation; and in systematizing
methods of quantitative observation. (See Paul F.
Lazarsfeld and IMorris Rosenberg, eds., The Language of
Social Research, Glencoe, Free Press, 1955.)

As an example of one elaborate attempt to quantify,
Stuart C. Dodd constructed "a quantitative systematics
for the social sciences" in his Dimensions of Society (New
York, Macmillan, 1942). He introduced "the S-theory,"
later renamed the "S-system," for standardized descrip-
tion in algebraic formulae:

"Any quantitatively recorded soci tal situation
can be expressed as a combination of indices of
time, of characteristics of people or of their
environments, of space, and of population, modified

'NT APPRAISAL

by exponents, and by three other scripts specifyin
the kind and number of classes, class-intervals, an
cases of what the index denotes, and combined by
the signs for adding, subtracting, multiplying,

aggregating, cross-classifying, correlating,
and identifying. ' (Ibid., p. 26.)

Dodd later developed his system further; see, for
example, "The Transact Model" (Sociometry, Vol.
LXVIII, 1955).

Despite the strong emphasis on quantification, Lund-
berg cautioned against exaggerating its importance. He
said:

...wc hold that 'quantitativism is merely a
particular way of observing, recording, and mani-
ptdating data. ... Quanfificafion is only a way of
expressing degrees of qualities and relationships....
We have never thought of either quantification or
operationisrn as entirely supplanting or preventing
other forms of thinking.. (Lundberg, -1955, op.
cir., pp, 192-193.)

More recent critics, although making some of the sarne
objections as the earlier critics, emphasize charges such as
that the natural science trend is trivial, artificial, and
distorts, or is a flight from, reality. Some illustrations of
such criticisms follow.

"The import of this natural science approach to
the subject matter of sociology is that sociologists
have tended to bend, re-shape, and distort the
empirical social world to fit the model they use to
investigate it. Wherever possible, social reality is

nored. Most sociologists seem to have forgotten
that reality exists only in the empirical world and
not in the methods sociologists use to measure it, I
can find no methodological or epistemological
justification that would support the natural science
model as being the best model for presentation of
the empirical social world." (William J. Filstead, ed.,
Qualitative Methodology, Chicago, Markham, 1970,
P. 3.)

Irving L. Horowitz criticizes the "transformation of
sociology into scientism," maintains that "methodology
became a substitute for social problems" and empiricism a
way of avoiding moral issues, and argues that the
specialized techniques used often become the end of
research rather than instruments of research. (The New
Sociology, New York, Oxford University Press, 1964, p.
6, p. 9.)

Irwin Deutscher says:

"In attempting to assume the stance of physical
science, we have necessarily assumed its epistemol-
ogy, its assumptions about the nature of knowledge
and the appropriate means of knowing, including
the rules of scientific evidence... . One of the
consequences of using the natural science model was
to break down human behavior in a way that was
not only artificial hut which did not jibe with the
manner in which behavior was observed." c"Words
and Deeds: Social Science and Social Policy, "Social
Problems, Vol. 13, 1966, p. 241.)

Pitirim A. Sorokin, whose views earlier were often
ignored hut who apparently is now regaining influence,



SUCIOLUG Y

notes that in the late nineteenth and early twentieth
century sociologists were synthesizers and generalizers,
but for forty or fifty years thereafter sociologists
emphasized fact-finding. He then says:

'Preoccupied mainly with techniques, narrow
concrete problems and analytical theorizing, de-
tached from empirical realities, recent sociology has
neither produced a great synthesis nor discovered a
great, empidcal uniformity. Its theories and -research
represent mainly reiteration, variation, refinement,
and verification of methods and theories developed
by sociologists of the preceding period. Through
empirical research, recent sociology h.:As given us a
fuller knowledge of a few 'speck' and dimensions
of the total, immense, multidimensional socio-
cultural reality but it has not substantially increased
our understanding of the total `superorganic' reality-
If sociology is going to grow as a basic science of
sociocultural phenomena, rt is bound to 'pass into a
new synthesizing-generalizing phase." ("Sociology of
Yesterday, Today and Tomorrow," American Socio-
logical Review, Vol. 30, 1965, p. 833.)

In many of the "new" sociokgists there is a kind of
romantic voluntadsm. Alvin Gouldner, for example,
emphasizes self-awareness, accepfing the validity of one's
sentiments, and trusting one's authentic impulses. The
"reflexive sociology" he advocates has the following
objective:

"...the historical mission of a Reflexive Sociol-
ogy as I conceive it...would be to transform the
sociologist, to penetrate deeply into his daily life
and work, enriching them with new sensitivities, and
to raise the sociologist's self-awareness to a new
historical level." (The Coming Crisis of Western
Sociology, New York, Basic Books, 1970, p. 489.)

Social-Action Theory

Social-action theory is somefimes labeled analytical
sociology," and focuses on the expenditure of effort by a
group; i.e., on collective endeavor, social interaction, and
social systems. Florian Znaniecki, Robert M. Maclver,
Howard S. Recker, and Talcott Parsons were some of the
leading social-actionists. (See R.C. Flinkle, Jr., and Gisela
J. Hinitle, The Development of Modern Sociology, Garden
City, Doubleday, 1954.) Ends and norms, as well as
means and conditions, were emphasized as basic consti-
tuents of sociA-action systems.

The supporters of social-action theory often were
influenced by Max Weber's versteheade sociology. Such
%niters emphasize the meaning of social behavior through
an understanding of the subjective perspective of the
behaver. According to John C. McKinney: "The emphasis
was on understanding sociA behavior, which meant that
mere statistical regularities had to he supplemented by
knowledge of the subjective motivation before causality
could be imputed on the level of meaning." ("Methodol-
ogy, Procedures, and Techniques in Sociology," in Becker
and Boskoff, op. cit., p. 196.) A decade or two ago
sociologists seemed to be abandoning verstehen proce-
dures, but recently there has been a marked revival. (See
Leonard S. Krimerman, ed., The Nature and Scope of
Social Science, New York, Appleton-Century-Crofts,
1969.)

Talcott Parsons and his followers also advocated

syste atic "theory construction." According to Parsons:

"Theory...in the scientific sense, consists in a
logically related integrated set of propositions about
the relations of variables, that is, abstract concep-
tual entities, in terms of which many statements of
fact can be systematically related to each other, and
their meanings for the solution of empirical
problems interpreted. Besides the all-important
empirical relevance, the principle criteria of good
theory are conceptual clarity and precision and
logical integration in the sense not only of the
logical compatibility of the various propositions
included in a theoretical scheme, but of their
mutual support, so that inference from one part of
the scheme to other parts becomes possible."
Comment" on "Preface to a Metatheoretical

Framework for Soeiolog-y," American Journal of
Sociology, Vol. LXVII, 1961, p. 137.)

Functionalism

Many consider functionalism to be a major tTend
among recent American sociologists, but functionalism is
not always easily distinguishable from social-action and
other types of inquiry. Several important sociologists are
closely identified with functional analysis, including
Robert K. Merton (Social Theory and Social Siructure,
rev. ed., Glencoe, Free Press, 1957) and Talcott Parsons,
as well as others who emphasize social-action. (See also
Marion J. Levy, Jr., The Structure of Society, Princeton,
Princeton University Press, 1952, and F. Stuart Chapin,
Contemporary American Institutions, New York, Harper,
1935.)

A functional analysis is said to be a study of social
phenomena as operations within, or effects of, specified
social structures (e.g., a class system, a kinship group).
Merton says "functions" are "those observed conse-
quences which make for the adaptation or adjustment of
a given system." (Merton, op. cit., p. 50.) The parts of a
social system are viewed as interdependent and rth
contributing, on balance, to the maintenaoce and
integration of the whole system. Merton allows also for
"dysfunctions" in regard to the total system and its
subsystems or parts. l'he "equilibrium" of a system is
emphasized by functionOists. Some interpret an equili-
brium in static terms, others in the form of a dynamic
unity. Merton distinguishes between "manifest functions"
(the objective consequences of a social or cultural unit as
recognized by the participants) and "latent functions"
the unintended and unrecognized consequences). The
unetionalists claim to find iniportant functional analyses

in anthropology, psychology, and other fields.
Sometimes functionalism is said to be a special method

of inquiry, the use of which differentiates the social from
the physical sciences. Ernest Nagel rejects such a view,
pointing out that the type of process the functionalists
emphasize is found also in the physical sciences; e.g., a
thermostat's operation is "functional." (The Structure of
Science, New York, Harcourt, Brace, 1961, Chs. 12, 14.)
Kingsley Davis has argued that all sociologists inquire into
both structures, as found at any given time, and
functions, construed as time series and consequences of
structures. ("The Myth of Functional Analysis as a
Special Method in Sociology and Anthropology," Ameri-
can Sociological Review, Vol. 24, 1959.)

Recently some critic have argued that the function-
alists, with their emphasis on equilibria, give political and
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ideological support to the existmg socioeconomic arrange-
ments. Alvin Gouldner, for example, sees Parsous as
exemplifying establishment sociology and says that the
functionalists "arc conscientious 'guardians' devoted to
the maintenance of the social machinery of whatever
industrial society they are called upon to service."
(Gouldner, op. cit., p. 332.)

Ideal Type Theory

Ham E. Moore says an "ideal type is:

A configuration or gestalt of characteristics
constructed by bringing together those most often
observed in specimens of the category under
consideration.... It must be observed that 'ideal' as
here used carries no connotation of 'better' or
'poorer,' i.e., is entirely non-noimative." (In Henry
Pratt Fairchild, ed Dictionary of Sociology, New
York, Philosophical Library, 1944.)

The development of ideal types was emphasized by
Max Weber in order "to analyze historically unique
configurations or their individual components by means
of genetic concepts." He used the ideal types of church
and sect to inquire into the Christianity of the Middle
Ages and to relate Protestantism to the rise of capitalism.
(The Methodology of the Social Sciences, translated and
edited by Edward A. Shils and Henry A. Finch, Glencoe,
Free Press, 1949, p. 93.)

Howard S. Becker prefers the name "constructed type"
to "ideal type." He regards the types as end products of
research that may have predictive power and that help to
clarify our accounts of the phenomena involved._(Through
Values to Social interpretation, Durham, Duke University
Press, 1950.)

Ideal type theory has recently been viewed by some as
"model building" that specifies in precise detail what the
type is and how it can be applied. Don Martindale points
out that much ambiguity prevails whether the types are
taken as "theories" or models," ("Sociological Theory
and the Ideal Type," in Llewellyn Z. Gross, ed.,
Symposium on Sociological Theory, Evanston, Row,
Peterson, 1959.) For a discussion of some of the uses and
abuses of models, see May Brodbeck, "Models, Meaning,
and Theories" (in Gross, op. cit.)

Joseph Lopreato and Letitia Alston find attempts to
use ideal types are often "self-defeating" and produce
"indescribable confusion." They recommend that "ideal
type be dropped from the vocabulary of sociologists and
be replaced by "idealization," "research model," or
"guiding scheme." ("Ideal Types and the Idealization
Strategy," American Sociological Review, Vol. 35, 1970.)

Qualitative Methods

Much of the opposition to the procedures of inquiry
suggested in Chapter I is illustrated in the boo

ulitative Methodology, edited by Filstead, who says:

"We are gaining technical specialities with little
thought as to their usefulness in terms of assaying
the reality of the empirical social world. This
increasing trend toward quantification has led to a
lessened understanding of die empirical social world.
The artificial conception of reality that is fostered
in present-day theoretical, methodological, and
conceptual schemes results in the paucity of

explanatory schemes of human behavior. In order to
increase their understanding of human behavior,
sociologists must become, not more detached from,
but more involved with the phenomena of the
empirical social world." (Filstead, op. cit., p. 2.)

Filstead mentions Herbert Blumer, Irwin Dentscher,
Marshall B. Clinard, Severyn Bruyn, Howard S. Becker,-
Alvin Gouldner, and Irving Horowitz as important critics
of positivistic sociology, and Harold Garfinkel, David
Sudnow, Donald W. Ball, Howard S. Becker, Sherri Cavan,
Ned Polsky, Barney Glaser, Anselm Strauss, Fred Davis,
and Julius Roth as qualitative methodologists. Such
writers are interested in verstehen, "sympathetic intro-
spection," and the use of participant observer and
phenomenological methods.

Often a sharp separation is made between the physical
and the behavioral sciences, Krimerman (op. cit.) believes
that the explanation of human action is different from
physical science explanations, empha4zes the voluntary
nature of human action, regards verstehen as an
indispensable social science method, sees objectivity as
impossible in the social sciences, etc.

Severyn Bruyn believes that physical science inquirers
use an outer, behavioristic, and phydicalistic type of
procedure, while humanists study human meanings in an
inner, personal-social, experiential way. Sociological in-
quiry, he says, can perform a synthesis; a participant
observer (e.g., a trerson who studies a street gang while he
is a member of it) can emphasize the "inner" as he
studies "lived experience" rather than "scientific abstrac-
tions and reductionisms." (The Human Perspective in
Sociology, Englewood Cliffs, Prentice-Hall, 1966, and
"The New Empiricists: The Participant Obsemer and
Phenomenologist," Sociology and Social Research, Vol.
51, 1967.)

As in psychology, phenomenological and existentialist
procedures of inquiry are also advocated. Edward A.
Tiryakian sees existential phenomenology as related to the
sociological tradition of subjective realism or verstehen.
("Existential Phenomenology and the Sociological Tradi-
tion," American Sociological Review, Vol. 30, 1965. See
also John C. McKinney and Edward A. Tiryakian, eds.,
Theoretical Sociology, New York, Appleton-Century-
Crofts, 1970.) Bruyn notes similarities between the
phenomenological and participant observer methods and
says:

"The phenomenologist and the parficipant ob.
server...are both taking man as he is given in his
lived experience. They are placing the mechanical,
organic, and functional images of man in their
proper perspective--not negating their value' to the
formulation of theory but denying thel: supremacy
in the explanation of society. They are giving
supremacy to an inner perspective of man in society
which ultimately could lead toward a more
comprehensive sociological perspective." (Bruyn,
1967, op. cit., p, 322.)

Such methods are similar in some respects to those
used by the symbolic interactionists (whose work is
discussed in Section 4) and the ethnomethodologists. The
ethnomethodologks, influenced by the phenomenological
philosophy of Alfred Schutz, inquire into the "rational
properties" of the taken-for-granted expectations and
understandings found in the everyday activities of the
members of a particular social group. (See Harold
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Garfinkel, Studies in Ethnornethodology, Englewood
Cliffs, Prentice-Hall, 1967; and the Review Symposium in
American Sociological Review, Vol. 33, 1968, especially
the scathing criticisms by James S. Coleman.)

Until recently, extreme antiscientific views maintaining
that there could be no successful scientific inquiry into
much human behavior because humans are radically
unlike the proper subject matter of scientific inquiry, that
free will makes prediction impossible, etc., were found
primarily in writers outside of sociology (for example,
Peter Winch, The Idea of a Social Science and its Relation
to Philosophy, London, Routledge & Kegan Paul, 1958),
but now such views are re-emerging in sociology. (For a
general critique of such views, see Felix Kaufmann,
Methodology of the Social Sciences, New York, Oxford
University Press, 1944, pp. 141-147, and Rollo Handy,
Methodology of the Behavioral Sciences, Springfield,
Charles C Thomas, 19(4.)

4. RESULTS ACHIEVED

When the first edition of this book was written, there
seemed to be a marked convergence at least in research
methods among sociologists holding diverse opinions on
other matters. In 1955, for example, George Lundberg
was impressed by the convergences in the work of
sociologists such as Parsons, Merton, and Bes and the
work of Stouffer, Lundberg, Dodd, and Lazarsfeld.
(Lundberg, 1955, up. cit.) As we have noted, however,
more recently many sociologists have begun to advocate
and use "inner procedures of inquiry; possibly the
immediate future will show an even greater divergence in
the main procedures of inquiry used by sociologists.

A detailed account of all current research in sociology
is impracticable here. Some of the major lines of work are
indicated below.

Demography and Ecology

Demography is the study of the sizes, distributions, and
compositions of populations. Demographers use precise
quantitative methods and have made predictive extrapola-
tions of population trends based on birth rates, death
rates, and migration patterns. Demographic studies are
related to economics, biology, and medicine; they are also
related to studies of psychological and social procses
associated with population characteristics. The develop-
ment of computers has been highly useful for many
demographic inquiries. (For work in demography, see
Richard N. Farmer, John D. Long, and George J. Stolnitz,
eds., Wotld PopulationThe View Ahead, Bloomington,
Indiana Bureau of Business Research, 1968; Joseph
Spengler and Otis D. Duncan, eds. Population Theory
and Policy, Glencoe, Free Press, 1956.)

Studies in the area of human ecology inquire into the
rOation between important aspects of individual behavior
and spatial areas that are homogeneous in important
ways. For a recent example, see Gerald T. Slatin,
"EcoloFical Analyses of Delinquency: Aggregation
Effects (American Sociological Review, Vol, 34, 196(J).

Much work in urban sociology (concerning the ways
metropolitan areas change and develop) arid in rural
sociology (concerning the diffusion of farm practices,
migration, labor force, etc.) is closely related to
demographic and ecological invmtigations.

Social Psychology
Typically work in this area uses an intrrartiouist
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framework and considers the interactions of personality
characteristics and social and cultural variables, including
studies of attitudes, values, and beliefs. (See, for example,
Arnold Rose, ed., Human Behavior and Social Processes:
An Interactionist Afproach, Boston, Houghton Mifflin,
1962.) Sometimes interaction" is applied as we use the
name in Chapter I, and sometimes as closer to what we
call "transaction." Considerable attention is given to how
children and adults arc socialized, i.e., how they learn to
adjust to the social order through both conformist and
nonconformist behavior patterns. (See John A. Clausen,
ed., Socialization and Society, Boston, Little, Brown,
1968, for a report on much recent work.) A generJ
overview of work in social psychology can be found in
Leonard Berkowitz, cd. Advances in Experimental Social
Psychology (New York, Academic Press, 1967) and in
Henry C. Lindgren, ed, Contemporary Research in Social
Psychology (New York, Wiley, 1969).

Much interest has been shown in "symbolic interne-
tionism." The symbolic interactionists are interested in
how individuals interpret situations and communicate
with each other. They attempt to relate overt behavioral
interactions to covert symbolic behavior, with an
emphasis on the meanings objects acquire in those
interactions. Frequently the self and the subjective are
emphasized, and natural science procedures of inquiry
into human behavior are rejected. There are also links to
social-action theory. (For a sampling of work in this area,
see Jerome G. Manis and Bernard N. Meltzer, eds.,
Symbolic Interaction: A Reader in Social Psychology,
Boston, Allyn and Bacon, 1967; Herbert Blumer,
Symbolic Interactionism, Englewood Cliffs, Prentice-Hall,
1969; Charles K. Warriner, The Emergence of Society,
Homewood, Dorsey, 1970; Hugh Dalzrel Duncan, .Sym-
bats in Society, New York, Oxford University Press,
1968; and Manford H. Kuhn, "Major Trends in Symbolic
Interaction Theory in the Past Twenty-Five Years,"
Sociological Quarterly, Vol. 5, 1964.)

Groups, Organizations, Instit
and Strati ication

A central concern of sociologists is the investigation of
human behavior in organized groups (primary groups,
voluntary associations, formal organizations, and whole
societies), including the roles individuals play, the
stmcture of the groups, stratification and differentiation
within groups, and the influence of social institutions on
behavior.

A great deal of effort has gone into the study of small
groups such as the family. An influential early study was
Jacob Moreno's Who Shall Survive? (Washington, D.C.,
Nervous and Mental Disease Monographs, 58, 1934). A
more recent representative collection of work done is
found in Small Croups, edited by A. Paul flare, Edgar F.
Borgatta, and Robert F. Bales (New York, Knopf, 1955).
Theodore Mills' The Sociology of Small Croups (Engle-
wood Cliffs, Prentice-Hall, 1967) contains a history of
small group research and compares the results of
laboratory studies unfavorably to what can be learned
from the experience of leaders who are part of
"self-analytic" training or therapy 4roups.

Studies of formal organizaticas and bureaucracies have
also received much attention. One procedure involves coc
studies and focuses upon internal comparisons among the
segments of an organization. (See Seymour M. Upset,
M.A. Trow, and J.S. Coleman, Union Democracy: 7'Ire
Internal Politics of the International Typographical Union,
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Glericuc, Free Press, 1956.) Another procedure is to
emphasize a systematic comparison of organizations.
Some have emploisized the development of "formal
theories" of organizations. (See, for example, Peter M.
Blau, -A Formal Theory of Differentiation in Organiza-
tions," American Sociological Review, Vol. 35, 1970.)

Also of intemt are investigations of mass communica-
time propaganda, and persuasion. Mathematical models of
message diffusion have been developed in the context of
air-dropped leaflets. (Melvin 1. DeFleur and Otto N.
Larsen, The Flow of Information, New York, Harper,
1958,)

Ethnic and race relations has been a field attracting
much interest. William I. Thomas and Florian Znaniecki's
The Polish Peasant in Europe arid America (Chicago,

nUniversity of Chicago Press, 1918) was a early licidinark
. -

study. Another influential book was Gunnar Nlyrdal's An
A meriran pilettomi (New York, Harper, 1944). For a
sample of recent work, see Seymour Spilerman, "The
Causes of Racial Disturbances: A Comparison of Alter-
native Explanations" (American Sociological Review, Vol.
35, 1970.)

Many inquiries have been made irito die religiom
educational, political, economic, military, and tither
institutions of contemporary society. In addition, the
relations of man's intellectual efforts to the social setting_
have been investigated in fields such as the sociology ot
science and the sociology of knowledge, subject matters
that now seem to be attracting increasing attention. (See,
for exampl e, hans Neisser, On the Sociology of
Knowledge, New York, Heineman, 1965; Peter L. Berger
and Thomas Luckman, The Social Construction of
Reality, Garden City, Doubleday, 1966; and Gunter
Reminling, Road to Suspicion, New York, Appleton.
Century-Crofts, 1967.)

Inquiries into social stratification investigate the ways
in which people are ranked according to some character-
istic regarded as important, such as wealth or influence;
the differential distribution of rewards; the effects on
behavior patterns of such differentiations; the relation of
stratification to social mobility, stability, conflict, and
change; and related matters. Connections are found
between sociai stratification and a very large number of
behaviors; e.g., patterns of crime, divorce, recreation, and
religion. (See Richard tl. flail, Occupations and the Social
Structure, Englewood Cliffs, Prentice-Hall, 1969; Jack L.
Roach, Llewellyn Gross, asul Orville R. Gursslin, eds.,
Social Stratification in the United States, Englewood
Cliffs, Prentice-Hall, 1969; and William A. Rushing, "Two
Patterns in the Relationship between Social Class and
Mental Hospitalization," American Sociological Reciew,
Vol. 34, 1969.)

Social Deviance and Soc jl Problems

Many early American sociologists were involved in
social reform movements and hoped to find ways of
ameliorating social ills. As the field developed, consider-
able emphasis continued to be placed on problems such as
crime, prostitution, alcoholism, drug addiction, etc.
Deviant behavior often is investigated in terms of the
development and enforcement of social rules, the
circumstances and conditions under which those roles will
probably be challenged, the study of subgroups condoning
or approving deviant behavior, and the relations of
deviant behavior and the measures by which the larger
groups try to control it. Currently attention is also given
to eollectiv . deviant behavior, as is found in youth

"eonnter-cultures.- In inquiry into social disorganization,
the focus is not on the individual's deviant behavior, but
on the breakdown of institutional processes and the loss
or decreased acceptance of group codes of behavior,
attitudes, etc.

Albert K. Cohen, Delinquent Boys: The Culture of
the Gang, Glencoe, Free Press, 1955; Robert K. Merton
and Robert A. Nisbet, eds., Contemporary Social
Problems, New York, Harcourt, Brace, 1961; F. James
Davis, Social Problems, New York, Free Press, 1970; and
Simon Dinitz, Russell R. Dynes, and Alfred C. Clarke,
eds., Deviance: Studies in the Process of Stigmatization
and Societal Reaction, New York, Oxford University
Press, 1969.)

Social Change

Considerable sociological effort also has gone into
inquiry into the processes of social change and the
problems associated with those changes. Vadous ways in
which change occurs are studied, such as assimilation,
diffusion, innovation, competition, conflict, etc. William
F. Ogburn was among the first of modern sociologists to
attempt a systematic analysis of social change; he
emphasized the notion of 'cultural lag." More recent
inquiries focus on large scale institutional changes that
occur when a society is modernized; on social movements
such as reform and radical groups, religious cults, new
political parties, ete.; and on historically oriented
descriptions of major social changes.

(See, for example, Robert A. Nisbet, Social Change and
History, London, Oxford University Press, 1969; Kai T.
Erikson, Wayward Puritans, New York, -0.Tiley, 1966; W.G.
Runciman, Relative Deprivation and Social Justice,
Berkeley, University of California Press, 1966; and Werner
J. Cahliman and Alvin lloskoff, eds., Sociology and
History, New York, Free Press, 1964.)

St * St * * * *
The foregoing survey of the range of sociological

literature includes rcsults ranging from warranted asser-
tions about human behavior to what die investigators
regard as highly plausible statements about social
phenomena. As an example of the former, John A.
Clausen reports on predictions made on the basis of
questionnaire and attitude scales of what fields of
endeavor would be entered by veterans returning to
civilian life. The predictions made generally proved to be
reliable and accurate. ("Studies of the Post War Plans of
Soldiers: A Problem in Prediction," in Samuel Stouffer et.
al., eds., Measurement and Prediction, Vol. IV of Studies
in Social Psychology in World War II, Princeton,
Princeton University Press, 1950, Chs. 15, 16.) Some
sociologists regard such results as relative!): trivial and
believe "explaining" and "understanding' are more
important than prediction, which returns us to the topic
of controversies among sociologists.

5. CONTEMPORARY CONTROVERSY

An interesting development already noted is the
re-emergence of controversies that formerly generated
much discussion but which seemed to have abated. The
main thrust of recent criticisms of the natural science
trend is little different from the criticisms made in the
1930's and 1940's. In that period George Lundberg and
Read Bain (among others) replied in detail to nearly all
the arguments currently found that human behavior is
laNt studied in some nonscientific way. (Lundberg,
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Foun(1atiows of Sociology, New York, Macmillan, 1939,
and Can Science Save Us?, New York, Longmans, Green,
1947, 2nd ed., 1961; Bain, "Sociology as a Natural
Science," American Journal of Sociology, Vol, 1.111,
1947)

Perhaps the most important current controversies
concern methodological issues. Those issues often overlap;
for convenience they will be diseassed under several
headings.

Theorizing and Observation V Data

Some sociologists have attempted to concentrate almost
exclusively on the collection of data without using
explicit conjectures or hypotheses. Such "descriptive
empiricists" have been criticized on the grounds that

unrecorized "theory may bias the results, that
their findings are random, petty, and helter-skelter, that
the mere collection of facts is only part of scientific
inquiry, etc. (See Robert Bierstcdt, "A Critique of
Empiricism in So.-'ology," American Sociological Review,
Vol. 14, 1949; McKinney, 1957, op. cit.)

There are also sociologists who regard conclusions
based on experiments in laboratory situations as unlikely
to apply to "natural" situations because of the
artificiality of laboratory settings. Sometimes such critics
urge that natural social behavior be investigated by a
phenomenological or panicipant observer method (for
example, see Theodore Mills, op. cit.)

Other sociologists, those whom C. Wright Mills called
the "grand theorists," developed obscure notions that
were either untestable in principle or at least beyond our
present capability of testing. (The Sociological Imagina-
tion, New York, Oxford University Press, 1959.)

Arthur L. Stinchcombe, while not defending "grand
theoriai," argues that "a sociologist is ordinarily con-
fronted with phenomena for which there are no theories,"
and that under contemporary conditions it is more
important for sociologists to invent than to test theories.
(Constructing Social Theories, New York, Harcourt, Brace
and World, 1968.) And Barney Glaser and Anselm Strauss,
although urging that theory be derived from a close
familiarity with data, also separate sharply the "genera-
tion" and the "verification" of theory. They maintain
that too much attention has gone into testing, and regret
that too often young sociologists are tanOit that they arc
not functioning as sociologists unless they are involved in
verifying their "theories:" (The Discovery of Grounded
Theory, Chicago, Aldine, 1967.)

Some sociologists emphasized the development of
"middle range theories" that are testable but not triv:al.
(Thomas K. Marshall, Sociology at the Crossroads,
London, Longmans, Green, 1947). Robert K. Merton
believed that middle range theories were the most
productive and argued (in 1949) that theoretical und
empirical work were being united in sociological inquiry:

"The stereotype of the social theorist high in the
empyrean of pure ideas uncontaminated by mun-
dane facts is fast becoming no less outmoded than
the stereotype of the sociai researcher equippe(l
with questionnaire and pencil hot on the chase of
the isolated and meaningless statistic. For in
building the mansion of sociology during the last
decades, theorist and empiricist have learned to
work together. What is more, they have learned to
talk to one another in the process." (Merton, Op.
cit., P. 97.)

elle recent literary, voluntaristic, and subjectivist
procedures of inquiry being emphasized may lead to an
even greater split between the development of conjectures
(hypotheses) and the collection of data than that
claraeterizing earlier sociological inquiry. (For an account
of what we believe is the most useful relation between
conjectures and data, see the closing section of Ch. 1 on
the course of inquiry.)

Priority of Problems

One group of sociologists has advocated work on
important human problems for which techniques 01
desirable rigor rue not yet available, much along the lines
argued by Robert S. Lynd (Knowledge for What?,
Princeton, Princeton Univerrity Press, 1939). Other
sociologists emphasized the difficulties that can result
from such attempts and advocated concentrating on
problems that can be handled with the methods now
available. C. Wright Mills was strongly critical of the
members of the latter group, whom he called "abstracted
empiricists." Mills held that they tended to select their
problems solely on the basis of methodologicA criteria,
rather than on the basis of human significance. (C. Wright
Mills, op. cit.) Some of the naturrd science sociologists
(perhaps Lundberg most prominently) advocated an
attack on the urgent problems of men-in society, but by
the nse of hard" methods and with the recognition that
at any given time some urgent problems cannot be
satisfactorily solved because we simply do not have the
required infonnation to do so. (Lundberg, 1947 & 1961,
op. ('it.)

ln the last few years, some sociologists have not only
urged that the "burning issues" be treated, but maintain
that conventional sociologists cannot do so because they
only function in trivial ways or as ratiomdizing agents for
the group holding power in our society. A radical
sociology is cAled for in which sociologists side with the
down-trodden, the dispossessed, and the exploited. (See
Steven E. Dettisch and John Howard, eds., Where ii s A t:
Radical Perspectives in Sociology, New York, Harper and
Row, 1970; Gouldner, op. cit.; J. David Colfax and Jack
L. Roach, Ms., .Ka(lical Sociology, New York, Basic
Books, 1971; and Norman Birnbaum, Toward a Critical
Sociology, New York, Oxford, 1971.)

Operalionista

In many behavioral science areas operationism and
related issues have generated much controversy, even
though often what "nperationism" names is not clear.
(See Chapter on Psychology.) Operationists often regard
their procedures as highly useful in guarding against
subjectivity and untestahility. Their opponents often
claim that operatiomsm unduly narrows the range of
nquity, that the "essential meaning" of terms is missed,
or that manly useful scientific terms cannot he given a
direct operational interpretation.

By the middle 1950's the controversies about opera.
tionism had diminislred among sociologists. In 1957, for
example, MeXinney believed that "instrumentalism'
to he confused in this context with ail adulation of
scientific equipm('nt) was a variety of operationism that
was accepted by most soriologists:

"Originally formulated by Dewey, it is now a
prevailing orientation of both the theoretically and
the empirically inclined, instrumentalism (often still
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travelnig under the label of operationism simply
maintained that concepts shoald be made subject to
inquiry and suscept ibh to hypothetical s t ate nie nt
for purposes of examination. A loreove r, instru
mentalism asiseris that theories, discrete or system-
atic, must he evaluated in terms of their researeh
adaptability, veri fiability , and fruit ful !less." lc.
Kinney, 1957, op. cit., pp. 208209.)

'More recent tly the pnnedures of inquiry Dewey
defended as useful have been challenged IT rna my

sociologists, and one cannot say that contemporarv
sociologists by and large accept those procedures.

Sociology us NI.

Nlany sociologists have argued that scientific inquiry is
'value free- in the sense of "morally neutral.- Lundberg,
for example, said:

both physical and social science
have a common iUra'ljoti, niunely, to aruwer
scientific qiutions. These answers will always be of
an impersimal, conditional type: the temperature
falls to 32°F, then water (1190) will freez.e.' 'If a
certain type of tax is adopted, then certain types of
indnstriai ac tivity will decrease.' Neither of these
statements carries any implications as to whether or
how the knowledge should be used. Far from being
a weakness, this characteristic of scientific knowl.
edge is its greatest strength. [T I hose scientists
and others who try to identify science with some
particular social program, sect, Or party runs t he
regarded as the most dangerous enemies of science.
They are more dangermis than its avowed enemies,
because the defenders of 'democratic,' 'communist,'
'reli 'oils,' or 'moral' science pose as defenders of

and carry on their agitation in the name of
ofty social sentiments. . Unfortunately, the same
has been said for prominent proponents of the
Inquisition.- (Lundberg, 1%1, op. cit., pp. 4041.
lic makes the same poin in Foundations of
Sociology. revised and abridged cd., New York,
David NicKay, 19(i4, pp. 24-35.)

That view has come under strong attack from many
iters. Irving L. Horowitz, for example, associatts value

neutrality with moral aloofness and says: "The truth of
course is not that values have actually disappeared from
the social sciences, rather that the social scientil has
become so identified w ith the going val ne-system."
(Horowitz, op. uiL, p. 10) Richard 1,_ Means argites, as
have others before him, that sociologists must adopt
ethical positions if they are to study a society in which
ethical issues are central. (The Ethical imperative, Carden
City, Doubleday, 1%9.) A.R. Louill maintains that the
social sciences are necessarily moral and that therefore
social scientists most openly adopt a moral perspective.
(Explanation and Hu ma n lion. Berkeley, University, of
California Press, 1967.) Iloward S. Hecker emphasizes the
influences of values on "objective- work and Illientiolls
that every inquiry is made from a point of view. (-Whose
Side Are We On,- Social Problems, Vol. 14, 19(i7.)

;Many other works on similar themes mild be cited. In
addition, there are discussi ons of the possible moral
damage research may inflict 011 the subjects by tampering
with their lives, belief systems, etc. (John It. Seeley, The
1rnerieonizalion tf Ow Unconscious, New York, Inter-

national Science Press, 1.9(i 7), and discussi Or l of Imre(
nized logical in Olen ces on sociologicad conjectures (I.
NI. Zcitlin, Ideology mu! iii e Iterelopincat of Sociological
Theory, Englewood bliiis, Prentice-Hall, 1968.)

Sitnil ar issues have been heatedl y discussed throughim t
much of the history of sociology. Undedying many of the
iSS a (lispl to as to w he the r the objective of
soviologists is the development of warranted assertions
that describe what happens tinder specified circumstances,
or is the developnient of a moral, political, religious,
literary, etc., standpoint on human affairs that will lead
to "gianr action. To illustrate, in the editorial foreword
to the journal Sociologic Intericaiotuilis, one finds the
following:

'At present two major schools of thought.
e a t acr.itr:confronting each other. One is the

verstclicude type of sociology. . The other is the
prac tic al, the empirical or the observational
type- . Only when the synthesis of both these
Inc Lii ods comes toge the r on the highest level of
human action eau we proceed in the fundamental
task of sociology which may be called Lehenskunst
or 'art of living.' Lehenskunst must be based upon
both truthful thinking und correct action.-

This type of issue apparently is deeply enmeshed in

sstotactit7l,o,tgiscoalciotllowg7shaty,s;the

Smelser-Davis report on the

". -sociology overlaps with religious, moral, and
political doctrines because all involve general
assertio ns about man 's relation to man. A conse-
quence of this is that much of what is called
'theoretical analysis' in sociology is, in fact, an
effort to relate the work of a sociological theorist
to some epistemological, moral, or political posi-
tion... . Iii any case, given sociology 's kinship with
political and moral preoccupations, it is reasonable
to expect that scientific sociology will not soon be
wparated from man's propensity to politicize and
moralize.' Su-miser and Davis, op. cit., p. 36-)

6. TERMINOIA)GICAL PROBLEMS

As in any field, there are difficulties With the more
ter !laical and specialized terms used in sociological
inquiry. In our opinion, however, of far greater
importance are the problems concerning key names
bearing on the methods used and the subject matters
chosen for investigation. Some problems of that type will
he discussed here.

John Dewey and Arthur F. Bentley described three
types of procedure for inquiry, the selfacilanal, the

limo!, and the transacnowil, and they analyzed
with care the defects in the first two as used in inquiry
into human behavior, (knowing and Ow Known, Boston,
Beacon Press, 1949; reprinted in its entirety in Rollo
!land y and K.C. I I arwood, Ilsepil Procedures of Inquiry,
(reat l3arriugtomi, Behavioral Iteseardi Council, 197 3.) MI
three procedures ean he found in contemporary socio-
logical inquiry.

Self-aetional assumptions long have been abandoned in
most scientific fields; the attribution of events to the acts
of independent entities, powers, or selves, as in
"explaining" thundetholts as the result of Zeus' anger, has
not been melt& But some sociologists use self-actional
procedures of inquily; many symbolic interactionists place
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eotesid erahlc emphasis On self.actional notions and teN
innidogy, as illustrated in the statement that at "the
heart of group life his a series of social selves that have
been lodged in that strueuire." (Norman K. I)enzin,
"Symbol ic In terac tionisni and E th wine thodology : A
Proposed S yil thesis ," I inericon Sociological Review, V ol.
34, 1969, p. 923.) Other sociologists also stress the acts
of actors, sometimes in a way suggesting entirely free
actions, and at other times using an interactional
procedure in which Puht1tiV1i independent actors, selves,
(37 persons arc brooght into some kind of i'aiial relation
with other actors.

The extremely heavy use of meaning among sorne
sociologists also gives rise to problems. Duncan, for
example, after saying that "'it is impossible to talk about
human rdationships without saying something about
nneaning, goes on to conclude:

".Sci unless we assume that action is 'patterned'
by some ex trasyntholic 'force' or is 'determined' by
a past, or a future, or is simply a random activity,
we must assume that action is determined by the
form in which men communicate as they act
together, and that the ,!reation of such forms is,
therefore, the creation of ways in which we relate
in society." (Duncan, up. cit., p. 5, p. 48.)

'Pie widespread use of mentalistic language among the
symbolic interactionists is interesting mu that they often
trace the origin of their procedures of inquiry from
George R. Nlead through John Dewey, but apparently
without being aware of the criticisms Dewey made of
"meaning," "self,' "concept," "definition," and related
names. Many of the symbolic interactionists apparently
are groring for procedurt% something like those Dewey
and peridey used in their inquiry into sign-behavior, but
they rely on terminology that Dewey and Bentley
demonstrated was worse than useless for inquiring into
behavioral transactions.

Interaction" is widely used as a key name by
sociologists of many points of view_ Thomas P. Wilson,
for example, says that sociological inquiry fundamentally
depends upon descriptions of interactions," and that
large4c ale social phenomena" can be viewed as "pat-
terned relations arriong the actions_ of individual actors in
interaction with one_another." ("Conceptions of Interac-
tion and Forms of Sociolo4ical Explanation," A Inerican
Soc. .11ogical Review, Vol. 35, 1970, p. 704, p. 698.)
Sometimes "interaction" is used in a way suggesting that
separate "reals" causally affect cad' other within some
system, as .in a reaction away from, or an action toward,
something else. At other times, it is used as "transaction"
is used in Chapter 1, to name mutual, reciprocally
influenced, connections within a field of activity.
Inconsistency and incoherence frequehtly are found,
weeially in attempts to specify what the interacting
units are.

The current controversies about value neutrality in
behavioral inquiry are intermeshed with conflicting and
amhipous uses of value, which Variously names
preferences, convictions, goals, criteria, approvals, desires,
nohons of the dish-able as contrasted to the desired, etc.

7. COMMENT AND EVALUATION

The extent to which many recent sociologists have
rejected thc so-called natural science procedu res of
inquiry has been noted repeatedly in this Chapter. Nlany

other sociologists on the other hand, do emphasize
scientific procedures, and possibly a _renewed interest in
scientific sociokgy will be seen in the future. (See, for
exarupk, Fact. Park's call for scientific procedures in his
Sociology Tomorrow: An Era/nation_ of Smiological
Theories in Terms of .5cien(e, New York, Pegasus, 1(_l69.)

Perhaps much of the dissatisfaction with (AC' oti lie
procedures of inquiry occurred because many of the
residts obtained were fragmentary a ml lacked wide
application. George Murdock, in a comparison of
anthropology and sociology, says:

[Sociology] gives the impression,
by the periodical literatnre rather than the tom
the system-builders, of being composed of a very
large number of fragmentary and isolated proposi-
tions each tested and at icast tentatively validated,
which are mainly of a relatively low order of
generality... ," ("Sociology and Anthropology," in
John Gitlin, ed., For a Science of Social Man, New
York, Macmillan, 1954, p. 24.)

The remedy for such fragmentary warranted assertions,
according to many sociologists, is the further development
of integrating theory. Recently, for example, Lee Freese
has complained that sociological inquiry has not resulted
in ''cumulative knowledge' of the type found in the
phycal sciences. He suggests that even the development
of "tested theories" will not suffice, unless such theories
have a "common theoretical denominator," which will
not be potnible "without applying formal rules for
systematizing verbal propositions." ("Cumulative Socio-
logic al Knowledge," American Sociological Review, Vol,
37, 1972, pp. 472473, 481, 481)

But past attempts to develop integrating theory (often
formalized), in advance of testing, has not led to useful
results, and has been followed by many criticisms that
such work wi-6- only pseudo-scientific. The door was then
opened to the use of allegedly superior nonscientific
procedures. We suggest that probably a major reason
useful solutions to the "burning issues" have not been
found is that the relevant sign-behavior has been
investigated either by using inappropriate scientific
procedures copied from physical and physiological
inquiries, or by using traditional mentalistic and subjec-
tivistic procedures.

Many sociological writings do not appeal- to reflect a
high level of familiarity with the development of modern
scientific inquiry. In 1955 Lundberg found it lamentable
that "a field of study as prominent as sociology...and
making such vigorous claims to the status of science,
should have paid so little attention to a formulation of its
basic postulates, its logic, and its methods." (Lundberg,
1955, op. cit., p. 197.) And many years later we still find
sociologists relying on traditional epistemological formula-
tions of what is involved. David Willer and Judith XViller,
for example, say: "Scientific knowledge consists of a
eembination of empirical and theoretical knowledge, The
former is the result of research or the collection of sense
Ata, while the latter is concerned with die inerztal
relations of nonobstrvable constrtict&" ("Why Socio-
logical Knowledge is Not Cumulative: A Reply to
Professor Freese, American Sociological Review, 'Vol, 37,
1972, p 483. Italics added.)

Some comments in the Smelser-Davis repo.: also may
be pertinent, Relying on Ethridge Sibley's survcv (The
Education of Sociologists in the United States, INeW
Russell Sage Foundation, 1963), they note that many
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PhD's in suciul ogy believed that their doctoml education
had been deficient in research train Mg, mathematics and
stotis ties, training in rdatcd inv.,- and t raining in
theory, plide,sopIly, and logio. They also, say:

eat erges as a di,scoline wil ow poten-
tial recruik are ex possed ti its prrifess io rail and
o( : ial-sewlilifte uslierts less and later than iri other
behavioral and N oial sciences.. , .Wi th respect to
sociology, women entering ti c. fidd are somewhat
less able than women entering other g-raduate fields;
mul men planning gradvate study in soc iology are
not only less able than men iri other behavioral and
social sciences., but also 1,elow LEar c,d au of
graduating seniors in general:- and Davis,

- 1p. 141-112, p. 110.)

Inn ir opinion, the problem ncitiLllogitils are grappling
with are roost usefully investigated by trousactional
procedures of inquiry, a method used irmlicitly by sonic
sociologis ts and more explicitly by those "in teradionists
who emphasize the inutnal, remprocal relations in what
they call interactions. Sonic of the controversies about
special methods also can be resolved in the transaction
f rattle ork.

For example, the emphasis funetionidists place on the
notions of adjustive behavior, the interdependence of the
parts of a system, and dynamic unity, fits nicely within
tratwactiojial procedures, arid there appears tc he HO need
to regard functional iso as a special forrn or rnethod of
description diat peellijarly uppropriate to behavioral
inquiry as contrasted to physical inquiry. And the
symbolic interattionists' emphasis on the importance of
communication and "'meaning" in describing human
behavior ean, we bdieve, be more usefully handled by
inquiring into sigmbdiavior transactions withou t reifying
selves, meanings, etc.

Similarly, once i t is recognized that in behavioral
inquiry the inquirer is in cornmon process with what k
being inquired into, participation in wh at is being
observed is neither to he deplored (as some critics 01
participrit observation claim) nor to he acclaimed as a
method superior to ordinary scientific observ ation
some _supporters of participant observation nnalotain
Arthur F. Bendel noted as long ago as 1935, in th
typical sulajec t matters sociologists investigate die observer
is necessarily a partic ipant:

"Alie must face the condition tbat we, the
investigators, are participants in what !owe investigate;
that our participation is local within ; that
the definite determination of snch locializations,
however diffictdt, is 4uential to tile interpretation
of what we, thus localized, observe;. .and that the
two-fold constniction of the observation, in terms,
on the one side, of what is observed, and, on the
other side, of the position (rom which the
observation is made, is essential to any dependable
knowledge of tile Icind we call scientific." (lielzavior,
Silo zeledge, Fact, Bloomington, Prineipia Press,

1935, p.38L)
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V.

POLITICAL SCIENCE*
1. WORKING DESCRIPTION OF THE FIELD

pOLITICAL scientists inquire into the behavior of
human individuals and groups, with an emphasis
on the distribution and attainment of political

influence and power, and the functioning, organization,
and connections among the political units, the institu-
Com, the laws, and the customs by means of which
lnunans are governed.

Political science inquiries overlap inquiries in many
other behavioral fields, including sociology, psychology,
economics, anthropology, history, and jurisprudence.

2. OTHER DESCRIPTIONS OF THE FIELD

Political inquiry has had a long history and not
surprisingly many different viewpoints have developed as
to what the field is or should he. For some time, the
emphasis was on the state, often interpreted according to
some metaphysical system.

In recent years, the descriptions offered of the field
frequendy emphasize inquiry into governmental processes,

to power, and influence. For example, according to the
Report by The Behavioral and Social Sciences Survey
Committee (sponsored hy the National Academy of
Sciences and the Social Science Research Council):

"Political science is concerned with government
in all its aspects, in both theory and practice:
political parties, interest groups, public opinion and
communication, bureaucracy, administration, and
international relations." (The Behavioral and Social
Sciences: Outlook and Needs, Englewcod Cliffs,
Prentice-Hall, 1969, p. 38.)

Peter Odegard says:

"The political scientists' special preoccupation is
'th those aspects of human behavior having to do

with the exercise of politicM power as a means of
social control.... It is therefore with the nature,
basis, structure, scope, and dynamics of political
power that the political scientist is mainly, Athough
not entirely, concerned." ("Politics: A New Look at
Leviathan, ' in Lynn White, Jr, ed., Frontiers of
Knowledge, New 'York, Harper, 1956, p. 96.)

And V.O. Key says:

-Broadly, die study of politics is concerned with
the institutions and proceses of governance. The
study of the structure of government, of constitu-
tions, of administration, of international relations,
of the legislation proces, of the dynamics of the
political struggle, all revolve around the problem of
the governing of men.... A single thread runs
through all the areas into which political scientists
divide their subject for study. That thread is
power." (Politics, Parties, and Pressure Groups, 2nd

*Samuel I(risloy critically analyzed an earlier version of this chapter.
We appreciate his help, but emphasize that he is not responsible
for the contents of this chapter.
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ed., New York, Crowell, 1947, pp. 1-2.)

Others, such as George E.G. Catlin, emphasize the
general notion of social control:

"We can call politics, if we like (along with
Professor V.O. Key), 'the study of government,'
provided that we bear in mind that 'government'
here must be used as a synonym for 'control,' and
carries no necessary implication of presidents and
cabinets; that our theory has to cover the arguments
of anarchism; and that we must beware of the
fallacy of loaded tenns and of packing into our
definition an authoritarianism at the beginning
which we hope, as I have said, to pun out of the
hat at the end. We can also call it 'the study of
power and influence' if, with George Washington,
we bear in mind that 'influence is not govern-
ment' .... The field of political science is the field
of study of social controls, or, more specifically, of
the control relationship of human, and even arimal,
wills.... The unit of °ham' science is the
individual act of control.' "Political Theory: What
Is Jt?," Political Science Quarterly, Vol. LXXII,
1957, pp. 6-10.)

Sometimes influence is emphaeized. Darold Laaswell,
for example, distinguishes between the "science of
politics," which "states conditions," and the "philosophy
of litics," which "justifies preferences," and says: "The
stu y of politics is the study of influence and the
influential.... The influential are those who get the most
of what there is to get. Available values may be clasified
as deference, income, safety." (Politics: Who Gets What,
When, flow, New York, MeGraw.Hill, 1936, p. 13, p,
187.)

David Easton reviewed the many different tasks and
objectives exhibited in politica science literature to see if
they had anything in common around which a compre-
hensive framework could be developed for ordering
institutional data as well as data about individual
behavior. He concluded that all political scientits share a
concern with the same basic problem, which he described
as "the authoritative allocation of values for a society."
(The Political System, New York, Knopf, 1953, p. 129)

Many political scientists describe their field broadly
enough to include what ordinarily may not be regarded as
political. Robert A. Dahl, for example, says: -A peliVcal
system is any persistent pattern of human relationships
that involves, to a significant extent, power, rule, or
authority," and thus not only businesses, religious
organizations, private clubs, etc., but "perhaps even
families" have political systems_ Modern Political Analy-
sis, Englewood Cliffs, Prentice-Hall, 1963, p. 6.) Charles
Merriam suggested that political inquiry is directee ...oward
the structure of organizations in general, not only toward
governmental organizations, and other political scientists
also have followed his lead. (Public and Private
Government, New Haven, Yale University Press, 1944.)

In recent years there has been an emphasis on inquiry
into political events viewed as inLeractiorial processes.
Felix E. Oppenheim, for example, says:
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"Social science in general has become the science
human interaction, and political science in

particular, that of political interaction. Key con-
cepts such as influencE, control, power, authority
are now interpreted as relationships of interaction
among persons or groups." Dimensions of Free-
dom, New York, St. Martin's Press, 1961, p. 4.)

In the 1950's arid 1960's the behavioralists became an
influential group within political science. They maintained
that -the ,cience of politics is a science of behavior.-
(James G. Marsh, "An Introduction to the Theory and
Measurement of Influence," American Political Science
Review, Vol. 49, 1955, p. 431.) Begincing as a protest
against the nonscientific procedures f inquiry then
prevalent, the "political behavior movement" now often is
regarded as a major, if not the dominant, trend in the
field.

Some political scientists have emphasized applying the
fi_ndings of political inquiry to administrative and other
relevant needs of the time, as in Lasswell's call for a
"policy orientation." ("The Policy Orientation," in Daniel
Lerner and Harold D. Lasswell, eds., The Policy Sciences,
Stanford, Stanford University Press, 1951.) Some policy
science advocates maintain that in addition to describing
political processes, political scientists can also help to
prescribe what shoiAd he done.

3. METHODS AND TYPES OF INQUIRY

In this Section some of the major emphases in the
procedures of inquiry used by political scientists are
discussed. Those emphases are not necessarily to be
identified with schools of thought, and there can be
overlapping among the themes, which were chosen simply
for convenience.

Philosophical Methods

The recent emphasis on political inquiry as scientific
has been criticized by numerous authors. Some entics are
still concerned primarfly with the history of ideas. Some
consider politics as a practical art, not a science. Others
regard it as a branch of history that describes unique or
particular events in political history. Some pursue the
quest for a satisfying ideology. Some argue that political
philosophy must raise "basic" questions diout the
"nature of the state" and the "nature of justice."

Leo Strauss and his followers criticize present-day
scientifically oriented inquirers for rejecting the aims of
classical political philosophy and for being too much
absorbed in method. Clamical political philosophy, Strauss
claims, was essentially "practical" and was concerned with
normative questions such as the nature of virtue and "The
best polidcal order. Strauss maintains that political
philosophy is an essential part of the study of politics,
and that political scientists who believe their inquiries can
be value-free or ethically neutral are mistaken. Essays on
the Scientific Study of Politics, edited by Hj. Storing
New York, Holt, Rinehart & Winston, 1962), reflects a

Straussian method and attacks the various notions of
scientific inquiry held by A.F. Bentley, Harold Lasswell,
and Herbert A. Simon.

Erie Voegelin's work is an extreme instance of the
revolt against "positivism," "relativism," and scientific
inquiry. His many-volumed Order and History attempts a
comprehensive synthesis in the grand style: "Every society'
is burdened with the task, under its concrete conditions,
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of creating an order that will endow the fact of its
existence with meaning in terrns of ends divine and
human.- (Order and History, Vol. 1, Baton Rouge,
Louisiana State University Press, 1956, p. ix.)

Others, such as Herbert Marcuse, have offered a more
ideologically and less metaphysically oriented philo-
sophical critique of contemporary society. (One Dimen-
sional Man, Boston, Beacon Press, 1964: and, with ltobert
Paul Wolff and Barrington Moore, A Critique of Pure
Tolerance, Boston, Beacon Press, 1)65.) Mulford Q.
Sibley adopts a utopian approach in his recent book; his
work is a link also to "natural law" views. (Political
Ideas and Ideologies, New York, Ilarper and Row, 1970.)

Procedures Emphasizing Theories and Models

Along with workers in other fields, politicd scientists
use "theory" in diverse ways. Confusion may result from
an oscillation between "theory" as applied to highly
warranted scientific findings, as in "theory of evnlution,
and "theory" as applied to untestedor only partially
testedconjectures of broad range, as in "psychoanaly tic
theory of polities." (One suspects that sometimes the
oscillation is only too convenient.)

Many political scientists, although sympathetic to
scientific inquiry and wary of metaphysics, place a strong
emphasis on theorizing. Arnold Brecht, for example,
argues that althouh political science should avoid any
simple dependence upon "the history of ideas," theory
should be emphasized. (Political Theory: The Foundations
of Twentieth-Century Political Thought, Princeton, Prince-
ton University Press, 1959.)

-3avid Easton also advocated that point of view and
complained that political science has lagged behind
sociology and economics in achieving a general or
systematic theory. Easton wants political scientists to
develop a great integrating theory like Einstein's in
physics or Darwin's in biology. He urges a comprehensive
theoretical scheme that will guide, measure, and stimulate
research, along the 1Mes of Talcott Parsons' work in
sociology. He advocates a system of working hypotheses
that is "adopted and used only as long as it helps orient
empirical research in such a way that socially significant
problems are better understood." His general system
would consist of postulates from which narrower
generalizations would be deduced. From these, in turn,
specific generalizations "capable of empirical proof'
would be deduced. (Easton, op. cit., pp. 57-58.) In his
later presidential address (American Political Science
Review, Vol. LXI!1, 1969), Easton calls for behavioral
precision in dealing with important policy questions and
the synthesizing of some of the conflicting tendencies in
political science.

Harold Lasswell and Abraham Kaplan attempted to
construct a "conceptual framework" for political inquiry
that would advance political theory, and insisted that
"theorizing, even about politics, is not to be confused
with metaphysical speculation in terms of abstractions
hopelessly removed.- from empirical observation and
control." (Power and Society: ,4 Framework for Political
Inquiry, New Haven, Yale University Press, 1950, p. x.)
Like workers in many other fields, they apparently
believed that elaborate conjectures can usefully be
developed in advance of testing. Their general aim was:

elaborate a conceptual framework within
which inquiry into the political process may
fruitfully proceed. For, at bottom, it is only on the
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basis of such inquiry that political policy can he
intelligently selected and applied.... Our purpose is
primardy to advance political theory.... In thcse
tenns, the present work is an attempt to formulate
the hat-ic concepts and hypotheses of political
science." (Ibid., pp. x-xi.)

Others have attempted to develop maul models for
political inquiry from game and decision theory. For
example, R. Duncan Luce and Aniold A. Rogow argue
that mathematical models are useful in politied science,
with the -theory of games providing a model for conflicts
between intelligent and goal-seeking agents," and they
outline a possible application to the congressional power
structure. ("A Game Theoretic Analysis of Congressioncl
Power D6tributions for a Stable Two-Party System,'
Behavioral Seience, Vol. I, 1956.) Another example is
L.S. Shapley and M. Shubik's endeavor to apply game
theory techniques to concrete problems such as the
distribution of power in a committee system. ("A Nlethod
for EvaluatMg tile Distribution of Power in a Committee
System," American Polit;cal Science Review, Vol. 48,
1954.)

William Ul. Riker and William J. Zavoina reliew so
of the disputes about "rational behavior" and "utilities"
and believe they have found at least indirect evidence that
in situations where the participants can make choices,
"utility maximization is the theory that fits folitical
behavior best." ("Rational Behavior in Politics: Evidence
from a Three Person Game, American Political Science
Review, Vol. 64, 1970, P. 60.)

Riker has been one of the major exponents of
analytical mathemafical models. (Theory of Political
Coalitions, New Haven, Yale University Press, l962.)
Gordon Tulloch has emphaAzed logical model building
and the use of economic models in political inquiry.
(Toward a Mathematics of Politics,Ann Arbor, University
of Michigan Press, 1967.) Other mathematical procedures
are Aso found, as in, for example, Douglas Rae and
Michael Taylor's The Analysis of Political Cleavages (New
Haven, Yale University Press, 1970), and Brian Barry's
Political Argument (London, Routledge and Kegan Paul,
1965).

Comparative Method

There is a Joni tradition in political science, going back
to the claffiical Greeks, of comparing aspects of differing
political systems. Often the "comparative method" was
viewed as a separate or special method, although all
behavioral inquiry involves comparisons, and comparisons
of political phenomena may use a vadety of scientific and
unscientific procedures. According to Roy M. klacridis,
contemporary comparative inquiry proceeds as follows:

"(1) the collection and description of facts on
the basis of carefully constructed and generally
adhered to classificatory schemes; (2) the discovery
and description of uniformities and differences; (3)
the formulations of interrelationships between
component elements of the political process and
other social phenomena in the form of tentative
hypotheses, (4) the subsequent verification of such
tentative hypoduNes by rigorous empirical observa-
tion for the purpose of amplifying the original
hypotheses and ultimately verifying them; and
finally, (51 the slow, cumulative process of
'acceptance of certain basic proposi ions." (The
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St udy of Comparative Government, New York, Random
I louse, 1955, p. 4.

Three types of comparison axe frequently found: (I)
the configurational, in which comparisons arc made of
entire political systems; (2) the institutional, in which the
structures of particular institutions are compared (e.g.,
judicial systems); and (3) the functional, in which the
various operations of a system or institution are compared
(e.g, the methods of judicial review).

Comparative studies, as thus viewed, do not use a
"speciA" method, but rather use regular investigative
techniques of classification and comparoo to develop
and test conjectures or hypotheses about possible
connections.

The work of Gabriel Almond and the Social Science
Research Couned's Committee on Comparative Politics
may alc,o be mentioned. Almond has emphasized
evolutionary models for societies, as opposed to a single
model, and the need for the clarification of key processes.
(Gabdel Almond and LS. Coleman, eds., The Politics of
the Developing Areas, Princeton, Princeton University
Press, 1960; Gabriel Almond and G. Powell Bingharn,
Comparative Politics: A Developmental Approach, Boston,
Little, Brown, 1966.)

Behavioralism

A group of contemporary political scientists, usually
called behavioralists, have adopted scientific procedures of
inquiry. Broadly speaking, they continue some of the
earlier scientific emphases as found in Graham Wallas
Human Nature in Politics, New York, Appleton-Century-
rofts, 1908) and Charles E. Merriam (New Aspects of

Politics, Chicago, University of Chicago Press, 1925). A
major influence WAS that of Arthur F. Bentley's now
famous but long neglected work of 1908, The Process of
Government: A Study of Sodal Pressures. Bentley said:

"[W]e have a dead political science. It is a formal
study of the most external characteristics of
governing institutions. It loves to classify govern-
ments by incidental attributes, and when all is said
and done it cannot classify them much better now
than by lilting up bodily Aristotle's monarchies,
aristocracies, and democracies which he found
significant for Greek institutions, and using them
for measurements of all sorts and conditions of
modern governments." (Bentley, op. eit., 1935 ed.,
Bloomington, Principia Press, p. 162.)

Bentley maintained that to describe governmental
processes as they operate, one must inquire into the
group interests at work: "MI phenomena of government
are phenomena of groups pressing one another, forming
one another, and pushing out new groups and group
representatives (the organs or agencies of government) to
mediate the adjustments." (Ibid., p. 269.) He rejected
teleological explanations of why men behave, argued that
mentalistic and subjectivistic entities such as feelings and
motives impede rather than advance useful inquiry and
concentrated on observed group behavior: ".61e raw
material for the study of goverment...is first, last, and
always activity, action, 'something doing' .... It must be
taken as it comes in many men together. It is a 'relation'
between men." (Ibid., pp. 175-176.) For a sympathetic
appraisal of Bentley's influence on a variety of behavioral
fields, see Life, Language, Law: Essays in Honor of
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Arthur F. Bentley, edited by Richard W. Taylor (Yellow
Springs, Antioch Press, 1957).

David B. Truman, following Bentley's general proce-
dures, has studied "the role of political groups in the
governing process." (The Governmental Process, New

ark, h.nopf, 1951.) Although Truman, like Bentley,
focuses on interest groups, he is far more concerned than
wa't Bentley with unorganized interests or "rules of the
game." Such unorganized interts are attitudes or
systems of belief rather than groups of people. They
become part of our habit patterns as a result of early
family and school experiences and exert a restraining
influence on organized interest groups. Exainples are the
notions of justice, fairness, majority rule, etc. Bertram
Gross attempted to descrthe on the basis of observed data
the way in which bargaining and log-rolling elements
function in the legislative procs. Ile gave more attention
to the role of individuAs (their personalities, strategies,

than did Bentley. (The Legislative Struggle, New
Jork, McGraw-Hill, 1953.)

For good accounts of the type of behavioralism that
developed in the 1950's and 1960's,
Behavior, edited by Heinz Eulau, Samuel J. 17.1d.trsveld,
and Morris J&nowitz (Gkncoe, Free Press, 1956);
Legislative Behavior, edited by John C. Wahlke and Ileinz
Eulau (Glencoe, Free Press, 1959); and Essays on the
Behavioral Study of Politics, edited by Austin Ronney
(Urbana, University of Illinois Prcss, 1962).

Such behavioralists focus not on the form and legal
powers of government but on the politically oriented
behavior of individuals and groups. They warn against
premature system building and hold that the estrangement
of theory and empirical research, even on lower levels of
invmtigation, is a crippling flaw in much political inquiry.
Recent behavioralist procedures of inquiry do emphasize
the fonaulation of conjectures or hypotheses: "Its
empiricism is, therefore, quite unlike the 'brute facts'
approach of an earlier descriptive empiricism. It is
self-consciously theory-oriented." (Eulau, Eldersveld, and
Janowitz, op. cit., p. 3.) At the same time, the
behavioralists wish to be "a:ianfitative wherever possible."
In general, the behavioral trend:

...tries to develop rigorous research design and
to apply precise methods of analysis to political
behavior problems. It is concerned with the
formulation and derivation of testable hypotheses,
operafional definitions problems of experimental or
post-facto design, reliability of instruments and
criteria of validation, and other features of scientific
procedures." (Ibid., p. 4.)

Pofifical science inquiry is viewed as centinuous with
other behavioral inquiry:

"Although the study of political behavior is
concerned with the actions of men and groups
of men in politics, there are basic similarities
between the actions of men and groups of
men in other social institutions and situations.
Consequently, many of the techniques and
concepts developed, particularly by psycholo
socid psychology, and sociology, for the stu y
of human behavior in general are applicAde to
the study of human behavior in politics."
(Samuel J. Eldersveld et. al., "Research in
Political Behavior," American Political Science
Review, Vol. 46, 1952.)

Beginning as a small protest movement, recent
behaviorAism rapidly became a major influence within
political science, and is now sometimes criticized as being
an "establishment" point of view. The prestige of
presumed scientific procedures may be related to the
recent emphases on the formal, logical side of scientific
inquiry, as found, for example, in The Methodology of
Comparative Research, edited by Robert T. Holt and
John E. Turner (New York, Free Press, 1970). Such
writers put much more emphasis on the logical empiricist
notions about inquiry as developed hy Rudolf Carnap,
Carl Hempel, and others than on the Dewey-Bentley
transactional procedures, which are opposed to formalism.

4. RESULTS ACHIEVED

What the problems and results of political science
inquiry are is frequently a matter of dispute. As Heinz
Eulau notes, there are not only many differing views as to
what the field is, but disagreement as to the criteria by
which conclusions are to be tested:

"The history of political science as an independent
field of inquiry can be written as a history of succes-
sive emancipations from earlier limitations and false
starts. Yet, these successive emancipations have been
additive rather than cumulative; the old survives with
the new, and the old acquires new defenders as the
new relies on old apostles. It is impossible to say,
therefore, that anything has been disproven as long as
conventional tests of proofthe requisites of scientil.
ic status in any field of knowledgeare not common-
ly accepted by political scientists, or, in fact, are re-
jected Liz some as altogether irrelevant in political
inquiry.' ("Political Science," in Bert F. Hoselitz,
ed., A Reader's Guide to the Social Sciences, rev. ed.,
New York, Free Press, 1970, p. 135.)

In what follows, the major subfields of political science
are reviewed to indicate the type ,sf work being done and
the type of conclusions reached.

Political Theory

As noted earlier, "theory is used in several ways in
the political science literature. Those adopting scientific
procedures often use "theory" to refer to scientific
conjectures, and emphasize testing, die emergence of
theory out of observations' data, etc. Some political
scientists engage in the analysis of the work of famous
writers in the history of political theory. In that context,
"theory" usualy refers to discussions of issues associated
with traditiorml and speculative political philosophy, such
as the ends of government, the nature of sovereignty, the
types of political authority, and the analysis of ideologies.

Other inquirers have attempted to develop a general
theoretical system or framework that is linked deductively
to observable events. George E.G. Catlin, for example,
earlier used a postulational method something like that of
Spinoza and Hobbes in his The Science and Method of
Politics (New York, Knopf, 1927). That procedure was
elaborated in his Systematic Politics (Toronto, Universi
of Toronto Press, 1962), which encompassed bo
political science and political theory (viewed as a study of
vAues). The volume is prefaced hy fifty-three proposifions
progessing through the scientific aspects to the value
aspects. Although there was 'considerable emphasis on
logic, Catlin also attempted to relate the logical
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implications to observational data. As noted eadier, other
political scientists also have emphasized deductive models,
particularly those from economies and game theory.

In recent years, the rise of "new left" criticisms of the
rdevance of most work in political science has been
associated with a strong intemt in the developrmmt of
"normative theory" and a qumtioning of the basis for
obedience and loyalty. Muth interest has been shown in
anarchist views.

There ids° has been an attempt to combine work on
relevant and normative quistions with logical analysis, as
in Robert Dald's Preface to Democratic Theory (Chicago,
University of Chicago Press, 1956); Hannah Pitkin's The
Concept of Representation (Berkeley, University of
California, 1967); and David Braybrooke's Three Tests for
Democracy (New York, Random House, 1968). Recently
some political scientists have argued that normative
theory and scientific inquiry are compatible. Ithiel de
Sola Pool, for example, holds that "normative political
theory and empirical political science are not contestants"
and should be viewed "as a team in tandem when brought
to hear on public policy." (lthiel de Sola Pool, ed.,
Contemporary Political Science: Toward Empirical
Theory, New York, McGraw-Hill, 1967, p. 230.)

Public Administration

In tin_ field of public administration there are at
leas! three major areas: (1) organization of govern-
mental structures; (2) behavioral, sociological, and
psychological aspects of administration; and (3) rela-
tionships of politics, administration, and policy
formation.

Among the problems investigated are the ob-
jectives, goals, and motives of personnel, the
specialization and division of labor, authority and
control, communication, c-Tanizational decision-
making, etc. The administrati importance of small
groups and informal face-to-face associations is
studied. Psychological and aptitude tests have been
widely used for assessing qualifications. Administra-
tive studies are often elient-oriented and directed
toward specific problems in a particular context.
Frank G. Goodnow, Frederick W. Taylor, Leonard D.
White, Luther Gulick, and John M. Baus, among others,
made significant ealy contributions. For a review of
those developments, see Dwight Waldo, The Administra-
tive State (New York, Ronald, 1948),

The most influential recent figure probably has been
Herbert A. Simon, who was one of the original
popularizers of the language of decision-making and who
tried to provide a scientific basis for "efficient" and
"rational" decisions. Simon's account of administration
regarded organizationW leaders as continually striving, to
adjust to the political context and to achieve an
equilibrium. His work draws from many other behavioral
science areas. (See Simon's Administrative Behavior, 2nd
ed., New York, Macmillan, 1957, and James G. March
and Herbert Simon's Organizations. New York, Wiley,
1958, which summarizes many of the types of inquiry in
this Held.)

In recent years there has been strong interest in
comparative problems of public administration, especially
in devdoping areas (see Fred Riggs, Administration in
Developing Countries, Boston, Houghton Mifflin, 1964),
and a renewed interest in budgeting processes (see Aaron
Wildavsky, Politics of the Budgetary Process, Boston,
Little, Brown, 1964).

6

Voling
Ilany voting studies use panel surveys based on

repeated interviews and rely upon sociological and
psychological techniques and findings. Voting often is
related to relatively localized conditions, mid the
generalizations reached often have only restricted appliew
lion. Predictions derived from public opinion polling are
apt to be highly limited.

Among the important studies of voting behulor are
Voting, by Bernard 1. Berelson, Pard 1'. Lazarsfeld, and
William N. McPhee (Chicago, liniversity of (Anew l'ress,
1954), and The Voter Decides, by Angus Campbell,
Gerd Gurin, and Warren E. Miller (Evanston, Row,
Peterson, 1954). The American Voter, by Angus Camp.
bell, Philip E. Converse, and Donald Stokes (New
York, Wiley, 1960), tries to account for voting decisions
and to discover the connection between public opinion
and antecedent conditions. The earlier work of Campbell
and others in the Survey Research Center at the
University of Michigan is elaborated in Elections and the
Political Order (New York, Wiley, 1966), which also
contains comparative materials. Data banks have been
developed on both the national and international levels.
(See Stein Rokkan, ed., Comparative Research Across
Nations and Cultures, New York, Humanities Press,
196B.)

V.O. Key, Jr, attempted a broad synthesis of voting
behavior findings in his Public Opinion and American
Democracy (New York, Knopf, 1961). His posthumous
book, The Responsible Electorate (with Milton Cum-
mings, Cambridge, Harvard University Press, 1966) argues
that "the voter is no fool"; Key is critics] of the
"irrational voter" notions held by some inquirers.

Legislative Behavior

"By legislative behavior is meant not only conduct in
the performance of the legislative role, but also those
attitudes and perceptions which_ relate to the process and
substance of legislation." (Wahlke and Eulau, op. cii., p.
a) Numerous studies have been made of the psycho-.
logical and sociological bases of legislative behavior and of
the historical and institutional backgrounds. Considerable
attention has been given to the origins, backgrounds, and
attitudes of legislators and their occupational, ethnic,
income, class, sex, and age distributions. Also studied are
legislative practices, the influence of pat-ties and pressure
group, representation systems, etc.

On the national level, Richard Fenno studied the relation
of the committee system to the larger legislative process in
Power of the Parse (Boston, Little, Brown, 1966). For
other developments, sec Robert L. Peabody and Nelson
W. Polsby's New Perspectives on the House of fiepre.5.ea1a-
rives (2nd ed., Chicago, Rand McNally, 1969).

The Legislative System, by John C. Wahlke et. al. (New
York, Wiley, 1962) explored state legislative processes and
the self-images of _legislators. Politics _in the American
States, by Herbert Jacob and Kenneth N. Vines (Boston,
Little, Brown, 1965) compares many aspects of state
governments. Studies of the links of public policy in the
states to population, wealth, etc., are contained in Austin
Ranney, ed., Political Science and Public Policy (Chicago,
Markham, 1968.)

Judicial Behavior

Jack IV. Peltason's study, Federal Courts in the Political
Process (Garden City, Doubleday, 1955), was Bentleyan
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in orientation and related judicial decisions to the judges'
interest affiliations. Clement Vose, Joel Grossman, Samuel
Kris lov, and many others have inquired into group
influences on judicial selection and judichil decisions.
Others, such as Gkndon Schubert, have attempted to
apply psychometric models to judicial attitude; and
decisions. There have been studies of state, federal, and
Supreme Court judicial behavior. For some representative
recent work, see Stuart Nagel, Legal Process
Behavioral Standpoint Olornewood, Dorsey, ,
Kenneth Dolbeare, Trial Courts in Urban Politic (New
York, Wiley, 1967), Glendon Schubert and David
Danelski, eds., Comparativ Judicial Behavior (New York,
Oxford Univenity Press, 1969), and Walter F. Murphy
and Joseph Tanenhaus, The Study of Public Law New
York, Random Home, 1972).

Parties, Pressure Groups. Public ()pinion

The various groups and processes linking the fomlal
machinery of govenunent to the individual citizen have
been invitigated by many inquirers.

111 studies of political parties and pressure groups,
topics similar to those mentioned under voting, legislative,
and judicial behavior are investigated. For example, in
Politics, Parties and Pressure Groups (4th ed, New York,
Crowell, 1958), V.O. Key, Jr. deals with agricultur,
labor, business, and other interest groups; the nature and
functioning of the party system; party organization,
machinery, and leadership; citmpaigns, elections, and the
electorate; the political aspects of administration; etc.
Other political scientists have used organizational theory
in studying political parties, and considerable work has
been done on compara6ve party systems (for example,
Leon Epstein, Political Parties in Western Democracies,
New York, Praeger, 1967).

As noted, considerable work on interest groups was
stimulated hy Bentley's work (e.g., Truman's The
Governmental Process). The pluralistic approach of
Truman, Dahl, and others has been criticized in works
such as Theodore Lowi's The End of Liberalism (New
York, Norton, 1969) and Grant McConnell's Private
Power and American Democracy (New York, Knopf,
1966). Mancur Olson reexamined die relation of individual
and group intensts in The Logic of Collective Action
(Cambridge, Harvard Univerty Press, 1965), in a way
opposed to many Bendeyan notions.

Public opinion research has become a sizable field and
involves interdisciplinary inquiry into individual and
group attitudes, preferences, etc. (See, for example, Lloyd
A. Free and Hadley Cantril, The Political Beliefs of
Americans: A Study of Public Opinion, New Brunswick,
?tutgers Univerty Press, 1967, and John P. Robinson,
jerrold G. Rusk, and Kendra B. Head, Measures of
Political Attitudes, Institute for Social Research, Univer-
sity of Michigan, 1968.)

Psychology, Sociology, arid Anthropology
of Politics

Harold D. Lasswell's introduction of psychological and
personality theories into political science materials had
considerable influence. In Psychopathology and Politics
(Chicago, University of Chicago Press, 1930), Lasswell
gave a psychoanalytic interpretation of "political man,"
who was viewed as fundamentally abnormal. His Power
and Personality (New York, Norton, 1948 ) discussed
"politicized" human relations. Numerous o _er studies

focu5ing n p crsonalt ty and leadership have been made,
Lewis J. Edioger sumn arizes many such studies in his
biography n Schumacher (Stanford, Stanford Univcr.
sity press, 190 fi),

Nlanx psyd-lological investigations of propaganda and
perstiasiork 1t:6o been made. Content unalytis studies,
aided bY c-_,onifivoter technology, have been widely used.

Political sociology focuses on groups, organizations, and
instittitiorti os influences on political life. See, for
exaMple, Seyrriour NI. Upset's Political Man: The Social
Bases of p0diiics (Garden City, Doubleday, 1960).
Consideratik emplias is found on participation in
politics; sve Litobert E. Lane, Political Life: Why Peopl
Get invalried el Pdit ics (Glencoe, Free Press, 1959) and
Joseph, Schksoinger, mbition and Politics (Chicago, Rand
McNally, 1966 ).

There have also been studies relating political science
and anth topology, including work on the political
structures of afereat cultures and on the influence of
cultural POterrts on political processes. See, for example,
Ccogca t3olarolier, Political Anthropology (New York,
Pantheon, 191i), arid Claire Holt, ed., Culture and
Polities i 're lacjone (Ithaca, Cornell University Press,
1972),

Covip tralive Studies

W t inoted artier the work sponsored by the Social
Science Ittscarell Council's Committee on Comparative
Politics. Nine zoos symposia on topics such as develop-
ment, commonication, and parties have resulted.
Almond's advcpaacy a,f anthropological and sociological
techniques and perspectives in the comparison of political
systems, Lend the necessity to go beyond the regional,
democratic.- or dictatorial, two-party or multi-party type
of classificatic u, has been influential. (G.A. Almond,
"Comparative Political Systems," Journal of Politics, Vol.
18, 1956.)

Work has also been done on relating types of
governaiic to econcunic development by Barrington
Moore (Sc_lciat Origins of Dictatorship and Democracy,
Boston, Bcacoci Press, 1966), See also Samuel Hunting-
ton's politica/ 40rder in Changing Societies (New Haven,
Yale Iluiversit," Press, 1968), and Zbigniew Brzezinski's
Between T200 Met (New York, Viking, 1970).

Urban Gonrarnent arid Community Studies

The corircprary concern with urban problems has
revived irkteret in this area. Robert Wood's 1400
Governatertu (Cambri(Jge, Harvard University Press, 1961)
is an ocannple of a systematic examination of relevant
problems, -especially in the New York metropolitan area.
The question of the degree to which power is
concentratud or dispersed has also attracted much
attentiorli Robert Dahl, in Who Governs? (New Haven,
Yale Urtiversity Press, 1961) found a pluralistic dispersal
of power, whiLe others argued there was a control by
elitiN (for exarriple, see Robert Agger, Daniel Goldrich,
and Bert Swarison, The Rulers and the Ruled, New
York, Wiley, 19.61),'

American GOUCrILrnCIi

This earion,ts field of investigation encompasses all
American governmental levels (federal, state, local) and
branches c ecintive, judicial, legislative). In American
State NA Now Y ork, Knopf, 1956), V,O. Key, Jr,
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used he iavioral and analytic teelmiques to study the role
of state governments, state politics,_ party organization,
political leadership, primaries, etc. The Presidency has
been a favorite topic. See Edward S. Corwin, The
President: Office and Powers (4th ed., rev., New York,
New York University Press, 1957) and Richard Neustadt,
Presidential Power (New York, Wiley, 1960).

International Relations

lii [erriatioiial tensions siiier World War I have helped to
make this an extensive area of inquiry. Sonic writers
approached their materials from a particular ideoloeical
viewpoint, such as a "one world" commitment. Others
have been concerned with the "realities" of politics. Hens
Morgenthau, George F. Kerman, and others have been
concerned with the conduct of foreign policy, the
techniques by which it is executed, and ways to adjust
and accommodate power conflicts among nations.

Recently efforts have been made to apply behavioral
procedures of inquiry to international tensions aud
relations. J. David Singer, for example, discussed the uses
and limits of sociology, anthropology, and psycholo
("The Relevance of the Behavioral Sciences to the Study
of International Relations," Behavioral Science, Vol.
1961.) Others have been interested in decision-making and
anie theories. See, for example, Richard C. Snyder, li.W.
ruck, and Burton Sapin, eds., Foreign Policy Decision-

Making (New York, Free Press, 1962). Karl Deutsch has
inquired into communication and other phenomena as
indices of interaction. (Nationalism and Social Communi-
cation, Cambridge, M.I.T. Press, 1953, and The Nerves of
Government, New York, Free Press, 1963.) Quantitative
research has been done on a cross-national scale. See A.S.
Banks and R.B. Textor, .4 Cross Polity Survey (Cam-
bridge, M.I.T. Press, 1963); Ted R. Gurr, Why Men Rebel
(Princeton, Princeton University Press, 1970); and John
V. Gillespie and Betty A. Nesvold, eds., Alacro-Quantita-
tive Analysis Beverly Hills, Sage, 1971).

5. CONTEMPORARY CONTROVERSY

In a field such as political science many controversies
asise; our emphasis will be on general methodological
disputes.

The Extent to Which Pclitical Science
Can Be Scientific

Some believe that political science inquiry can be
entirely scientific, others that only certain aspects of the
field are amenable to scientific inquiry, and still others
that by far the most important aspects of the field are
best investigated ift some nonscientific fashion.

The controversy is exacerbated because of different
applications of the name "science." Certain writers
maintaining that political science is or has been scientific
mean primarily that work in the field has been carefully
done, that great efforts have been made to achieve
internal logical consistency, and that the speculative
system developed is relevant to the problems that it was
intended to cover. Others emphasize deductive model
building and consider that scientific. Yet others emphasize
the type of modern inquiry discussed in Chapter 1 of this
book.

More than in many other fields, there is a related
disagreement about the role of the history of political
thought. Sheldon Wolin argues:

PM IS

"In studying the writings of Plato, Locke, or
Marx, we are in reality familiarizing ourselves with a
fairly stable vocabulary and a set of categories that
help orient tit; towards a particular world, the world
of political phenomena. But more than this, since
the history of political philosophy is au intellectual
development wherein successive thinkers have added
new dimensions to the analysis and understanding
of politics, an inquiry into that development is not
Sui much a venture into antiquarianism as a form of
political education." (Politics and Vision, Boston,
Little, Brown, 1960, p. 27.)

Others, primarily the hehavioralists, strongly criticize
such historical emphases. They may make considerable
use of historical data, and have no_ objections to using
promising materials from political theory or elsewhere,
but they reject the notion that historical insights can be
accepted without scientific confirmation.

Theorizing and Observation of Data

Within the group of political scientists who attempt to
adopt scientific procedures of inquiry, roughly the same
range of opinions are found about the relation of
theorizing to observation that are found in other
behavioral fields.

Some political scientists advocate the formulation of
general theories of broad potential application, analogous
to the theory of relativity in physics. Such formalized
political theories are partially based on the observation of
data, but often also are partially derived from what are
believed to be sound general assumptions concerning
human behavior, and are intended to be testable in
principle. Emphasis on such formal theories (whether ui

the form of deductive theories or of mathematical or
statistical models) has been challenged by critics who are
not impressed either by the possibility of testing the
conjectures involved or by the predictions that are
deduced from them. Some of the critics emphasize what
sociologists call "middle range theories,' which are
intended to be testable and yet not trivial. Others take
the point of view suggested in Chapter 1 of this book, and
believe that the continuous interweaving between de-
veloping conjectures, on the one hand, and observation,
measurement of changes, etc., on the other band, is the
most useful procedure.

In view of such controversies, the remarks of a
sociologist reviewing some recent methodological work by
political scientists is of interest. Sanford Labovitz notes
that some political scientists:

" ...write as if they have just discovered
axiomatic theory, the philosophy of science,
paradigms, models, logic, and mathematics (not
including statistics). The authors overstress these
aspects in their attempt to refocus political science
along the scientific images of physics or biology.
They emphasize, for the most part, only the formal
or theoretical side of science and neglect...the
research and data analysis dimensions!' (American
Sociological Review, Vol. 36, 1971, p. 329.)

Labovitz also suggests that "perhaps a fairly large
number of political scientists have just moved into a stage
that many sociologists have been in for 10 to 20 years or
more." Of those who "emphasize formal axiomatic
theory, model building, taxonomies, and paradigms,"
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Some traditionalists believe that political scientists can
ascertain in some nonscientific way what the good society
is; they v iew political scieiwe as basically a normative
discipline.

Within the group advocating scientific methods, practi-
cally all agree that political values, in the sense of the
preferences, objectives, etc., actually held by persons or
groups, can lw investigated scientifically. Many maintain
that scientists qua Eicicutists eannot determine what
political values ought to be ehosen; thaL seientie
inquiry is ethically neutral. Snell a view has b. cri
criticized by some who regard themscly-s as scientific,
often in the context of advocating a "policy science"
point of view. Policy science supporters sometimes
emphasize the importance of a study of probable
consequences for the selection of policy, which is

with the "ethical neutrality" point of view,
but sometimes believe that normative political decisions
themselves can he made within scientific inquiry. The
entire issee is complicated by vague and inconsistent uses
of "value" and "science.

in toxin years, value-h-e" behavioralisin has been
attacked by "new left" critics on the ground that ethical
neutrality masks value commitments and that behavior-
alists ia practice are irresponsibly or cyrnically serving the
nterests af dominant social groaps. (See Charles McCoy

and John Playford, eds., Apolitical Politics, New York,
Crowell, 1068; and Philip Green and Sanford 1.-winson,
vds., Power and Community, New York, Pantheon, 1970.)

Is Political Science a Separate Field?

Political inquiry generally has been closely connected
with work done in other fields. Recent developments have
led both some political scientists and other behavioral
scientists to maintain that political science is not a
separate area of inquiry and that the problems investi-
gated by political inquirers fall logically into other
behavioral fields such as sociology, psychology, and
aothropology. The most important of such developments
was the success of the behavioralists in using the
techniques of other behavioral areas to inquire into
political processes; another factor was the widening of the
description of the field of political inquiry to include
behavicr that conventionally would not be regarded as
primarily political. Other observers, especially those who
deity thn usefulness of scientific procedures. insist that
political science is fundamentally an autonomous field,
however much it may draw upon other areas. (For
hscussions about the relation of political science to other
hehavioral areas, sec Seymour M. Lipset, ed., Politics and
the Social Sciences, New York, Oxford University Press,
1969.)

Such controversies are related to a tnore general
problem in behavioral inquiry about the division and
specialization of labor. Both the investigative techniques
and the descriptions of presumed subject matters cut
across the conventionally differentiated lwhavioral fields;
inquiry into the bhavior of men-in-society cannot be
compartmentalized into separate fidds requiring differing
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methodologies, The division of research along the lines of
separate disciplines often tends to impede inquiry.

l'erhaps most con temporary scien tifically inclined
inquirers would agree with the thrust of Lipset's
comments:

'Many political scientists, particularly in_ recent
years, .have argued, sometimes _with others iti their
own field, that it is impossible to study political
processes except as special cases of more general
sociological and psychological relationships. The
increasing collaboration, as well as the acceptance of
coflimnonl concepts and methods, among_ those
studying political behavior within the fields of
political science, sociology, psychology, and anthro-
pology, (each of the latter three now having a
recognized sub-discipline dealing with politics) is
new evidence of _the basic unity of the social
sciences. The study of man in society cannot
fruitfully be compartmentalized according to sub-
stantive concerns.' (Lipset, 1960, op. cit., P. 9.)

6. TERMINOLOGICAL PROBLEMS

Despite the many efforts to clarify terminology
throughout the history of political science, problems
abound. Often clarification meant only making the
terminology consistent within some speculative system.
The earlier emphasis on notions such as "state" and
"sovereignty" yielded many conflicting descriptions of
what was involved, and often the processes being named
were reified. As an illustration of the disagreements, CIL
Titus found 145 separate "definitions" of "state." ("A
Nomenclature in Political Science," American Political
Science Review, Vol. 25, 1931.)

The recent emphasis on political behavior as the
subject matter of inquiry has called attention to the
importance of terminology referring to behavioral pro-
cesses. Felix Oppenheim, for example, says that probally
the most important task of political scientists is the
development of a "satisfactory vocabulary for the
description of human behavior." (Oppenheim. op. cit., p.
5

As is the case in other behavioral fields, there are
roblems about the basic terminology for describing
ehavior. As discussed in the Chapter on Psychology and

elsewhere, there are disagreements as to whether behavior
should be viewed as overt only, and an "belonging to" the
organism involved, or is more usefully viewed as including
all organic-environmental adjustmental transactiona.
Oppenheim, for example, takes behavior as overt arid as
excluding processes such as preferring and believing,
although others would use "behavior" to include what he
excludes:

"Behavior may be defined as any bodily
movement of an organism, animal or human-
including, of course, verbal behavior. Behavior, by
definition overt, must be distinguished from mental
processes-for example, believing, inferring, prefer-
ring, intending-which may or may not terminate in
sorne physical doing." (Ibid., p. 15.)

Given the important difftrences and confusions about
basic nomenclature that arc closely connected to
disagreements about methods, the terminology used in the
problems political scientists are most interested in is
almost certain to be involved in controversy also.
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klthougli many illustrations could be given of ter-
minological disagreement within charaeteristic
nrience inquin, only (dne will be mentioned here. ks
noted. many (Ipet not all) political sientists emphasize
-power" as basic to their subject matter. Aceounts of
what -power" most usefully names van widely. Some are
nonformal, Charles Liseninann's statement is rrpr'siiila-
ti\I, of such approaches. Ile sw,s that political power is
-the effective ability to regulate human eondoet with the
lce'king of sanctions, implying, where neci'ssary, recourse
to force." (-On thy Matter of Methods of the Political
Scienet's," in ( lit (Inp(?rurc Political Scienc(, Park
UNESCO, 1950, p. 82.)

Others find such accouuts somewhat vague and Offer
more formalized statements. Lasswell and Kaplan, for
ceample, give a partially formalized account of power as
die -participation in the making of decisions: G has
power over II with regard to value k if G participate's in
the making of decisions affecting the k-policies of II."
(Lasswell and Kaplan, op. cit., p 75.)

Others believe a more rigorous formulation is necessary
so that [precise rankings in power can he made. Robert
Dahl, for example, developed a symbolic notation for
his nion of power as a relation between people, and
then ranked U.S. Senators according to their power over
legislation. (-The (oncept of Power," lPhavioral Science,
Vol. 2, 1957.) Numerous other formulations can be.

found, and doubtless additional ones will continue to be
developed. Political scientists often have not focused on
names that are useful in describing observable behavihr,
but on -definitions" that make for neat, consistent, and
comprehensive systems.

7. COMMENT AND EVALUATJON

A s noted in other Chapters, a strong movement
favoring a return to subjective methods has occurred in
recent years in. several fields iii which purportedly
scientific procedures of impiiry had been dominant, or at
least influential, for some time. Although similar
tendencies are found in political science, at least on the
surface the commitment to scientific inquiry still is
widespread and the "return to subjectivism" movement
may be less influential than in some other fields.

If one looks more carefully, however, some of the
allegedly scientific procedures of recent years have been
primarily concerned with "theory development" far in
advance of the available observational data, and there
seems to be a strong tendency to "test" theory by the
intellectual satisfaction or initial plausibility it may have.
Sometimes, indeed, the gap betwtten available data and a
model i regarded as a virtue. For example, in a review of
Tulloek's Toward a Mathematics of Politics, Joseph I.
Bernd says the following about logical model building:

"A chief advatita6e of this approach, whether in
behalf of pure science or policy formulation, is that
the variables which are fed into the model may be
derived from the entire range of hugical possibilities
and are not narrowly limited to the usable data
which fall to hand in the world of sensory
ex perienee." (Political Science Quarterly. Vol.

',A X V , 1970, 12(i.)

Much the same might be said ii) behalf of traditional
"theories" in politieal philosophy. At a given moment there
may be insufficient reliable data to allow the development
of a conjecture that can be thoroughly tested, hut the

T .11'111:11.SAL

remedy hardly tire1118 (0 be an emphasis "theorizing
per se. Before rolled balls down an inclined plane,
impinws did not have the data enablina them to
formelate warranted assertions about falling rbodies. The
traditional Aristotelian doctrine had the "advantage" of
llowing "the entire range of logical possibilities" to be
fed into it, amid was not restricted to 'sensory
experience,- but also failed to lead to prediction and
control. Galileo's achievement was to get appropriate data
for the problem at hand and then to formulate a
eencrilization that could be tested further.

Moreover, even when there is an emphasis on deriving
predictions about the "real world" from a formal model,
often what is taken as a confirmation of the model is not
adequate. In view oil the prominence of models in recent
political science inquiry, looking at one example in sonic
&tail may be useful.

In the work by Riker and Zavoina cited earlier,
subjects (primarily college students) were involved in a
three person game in which coalitions were formed after
negotiations between pairs of the subjects. The coalitions
received $6.00, $5.00, and $4.00 if three types of
coalition were formed; otherwise nothing. Tile subjects'
behavior in the game very often conformed closely to the
von Neumann-Morgenstern solution for the type of game
being played. Overall, from 92% to 95% of the subjects
"tried to maximize the probability of winning," and the
majority of the others "were apparently trying to
maximize where some alternative other than winning
stood higher in their order of preference." (Riker and
Zavoina, op. cit., p. 56.)

We have, then, a situation in which observed behavior
conforms to some notions about rationality and utility
maximization; how does that behavior comp0 to the
behavior of politicians? The authexs admit that, their
study deals only with "surrogate politicians in a surrogate
political setting." They discuss many of the ways in
which the analogy between their game and politics fails,
and they tried to make their game as realistic" as
possible by introducing "putative equivalents" for what
would be found in politica: situations. They also say,
however, "we know, of course, that these putative
equivalents are pretty pale imitations of these forces in
political life." (Ibid., p. 59, p. 52.)

Given all those considerations, the authors still
conclude that "it is safest to assume that politicians are
calculating maximizers"; that although their evidence is
indirect, the "message" from the evidence IS "crystal
clear" that in situations where choice is possible "utility
maximization is the theory that fits politiec1 behavior
best," and that until politicians can be induceii to answer
what they "would surely regard as silly" questions,
"games in the laboratory are about the hest we can do to
study political behavior int exhaustive detail." (Ibid,, p.
60, p. 52.)

Many logical models are faced with a similar type of
problem. If the behavior of interest cannot be inquired
into directly, a model presumably analogous to that
beh-vior in important ways may be constructed ari a
g'irrogate. But if the "target behavior" cannot be inquired
into how can the predictions from the model be
con?irmed? If it turns out that the "target behavior" can
bc studied directly, as would be required to confirm
predictions, perhaps an elaborate model was not necessary
or even useful in the first place.

The recent emphasis on theoretical maids among
political scientists has some similarity to the older
nonscientific procedures of inquiry. The importance of



POLITICA L SCIENCE 57

many policy decisions for so many humans obviously
makes it desirable to base policy on the best findings
available. But fairly often the warranted assertions
necessary for reliable practical use simply have not been
developed as yet. Then looking for a "short cut" through
imufficiently tested conjectures is tempting.

In general, in the last two decades there has been a
marked shift among American political scientists away
from a focus on legal forms and the structural aspects of
institutions to a focus_ on behavioral processeS. Sin+
processes have been investigated by inquirers wino'
transactional, interactional, and sometimss self-actiona7
procedures. The scientific results to date have been
limited, but the prospects seem promising, especially if
political scientists do not succumb to the temptation
(seemingly attractive_ to many) of focusing their efforts on
the formulation of elaborate conjectures far_ removed
from observation of facts and measurement of changes.
The "behavioralists" qoparently Imve abaoloned many of
the outmoded procedures of inquiry; if they focus inquiry
on the relevant sign-behavior and avoid the pitfall of
formulating pseudo-scientific conjectures, progress may
become. rapid.
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VI.

ECONOMICS
L WORKING DESCRIPPION OF THE FIELD

ECONOM1STS inquire into human behavior in-
volved in obtaining and modifying things that can
be used for food, clothing, shelter, and other

purposes; behavior that includes the processing of things,
including distribution and exchange, and the consumption
of scarce commodities and services, most of which have
alternative possible uses. Many aspects of economic
behavior overlap with inquiries made by sociologists,
psychologists, political scientists, anthropologists, his-
torians, and other behavioral scientists.

2. OTHER DESCRIPTIONS OF THE FIELD

The field of economics has been described in many
different ways. At times a broad view of the field is
taken. For example, Alfred Marshall viewed ecoromics as
a study of man's actions in the ordinary business of
life." (Principles of Economics, Vol. 1, New York,
Macmillan, 1890, p. 1.) Ludwig von Mises said:
Economics, as a branch of the more general theory of
human action, deals with all human action, i.e., with
man's purposive aiming at the attainment of ends chosen,
whatever these ends may be."(flunion Action: 4 Treatise
on Economies, New Haven, Yale University Press, 1949,
p. 830.) Other wnters have described the field more
narrowly.

According to L. M. Fraser, there are two marr groups
of descriptions found in the literature: 'The first
connects the concept with wealth, or welfare, the second
with scarcity." (Economic Thought and Languoge,
London, Adam and Charles Black, 1947, p. 21.) The
emphasis on wealth is characteristic of many early
economic treatises; e.g., Adarn Smith viewed eL...enontic s as
the "science of wealth," or as an "inquiry into tile nature
arid causes of the wealth of nations." (The Wealth. of
Nations, 1776.) More recently, scarcity often has been the
focus of attention; e.g., Lionel Robbins held that
economics "is the science which studies human behavior
as a relationship between ends and scarce means which
have alternative uses." (An Essay on the Nature ond
Significance of Economic Science, rev. ed., London,
Nlacmillan, 1935, p. 16.)

Sometimes the notion of maximizing is made central:

"Economics is the study of the principles
governing the allocation of scarce means among
competing ends when the objective of the allocation
is to maximize the attainment of the ends." (George
J. Stialer, The Theory of Price, New York,
Macmillan, 1946, p. 12.;

And Bert F. lloselitz says:

4,One central feature of all economic problems,
theoretical and applied, is that they all involve a
process of maximization (or minimization) in the
redni of social action. This may be expressed
differently by saying that an economic problem
exists if some social end is given and has to be
achieved with a minimum of expenditure of means,

or if a set of means is given and a maximum result
is to be achieved. Thus, an economic problem arises
whenever scarce resources must be allocated among
alternative uses." ("Economics," in Bert F. Hoselitz,
cd., A Reader's Guide to the Socia( Sciences, rev.
ed., New -York, Free Press, 1970, pp. 241-242.)

The institutionalists emphasized the influence of other
social institutions on economic institutions and behavior:

define economics as the study of man's
behavior in making a living, if would seem relatively
easy to designate tine relevant institutions. But man
doesn't divide Ids life into separate compartments.
His activity in politics, religion, and social life
cannot be completely disassociated from his eco-
nomic activity. He acts as an entire organism, and
the influences of one sphere of activity do not
completely disappear when he goes into other
activities. Consequently, the realm of pure economic
institutions cannot he isolated.' (Donald W. Me-
Comte!! et. A, Economic Behavior: An Institu-
tional Approach, rev. ed., Boston,liooghton Mifflin,
1939, pp. 902-903.)

Some authors attempt to describe the field so as to
include not only market economies in which prices play a
rullior role, but also relatively simple and unindustrialized
systems and collectivist economies. Morris A. Co eland,
for example, suggests that "economies should be defined
as the study of economies," and further says:

"An economy is a particular type of social
structure, a type that is concerned with the
problems of social organization arising out of...the
dWision of labor. . EThel division of labor
consists in the fact that the work to be done in the
community or society is divided up so that different
specialists do different parts of it.. .. An economy,
then, is a social structure that coordinates the
activities of the various specialists in a community
or society. And by conunwiity or society.. .we
mean a social pomp living in a particular geo-
graphical area=a group that is inclusive enough to
be more or less self-sufficient, so that the most of
those wants of its members that other people are
expected to satisfy are satisfied through the labors
of other members of the group rather than
outsiders." (Our Free Enterprise Economy, New
York, Macmillan, 19(35, pp. 15-16.)

Other descriptions focus attention on behavior more
characteristic of economic systems similar to our own.
Nancy D. Ruggles, for example, says:

"Since [Adarn Smith ] , economists have sought to
explain the behavior of the economic system as an
interacting tnechanism. SIM th concerned himself
with the interdependence of wages, profits, rents,
prices, money, and capital accumulation. These are
the sante tupics which printarily interest economists
today. The long-range goal most economists recog-
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nise as central to the discipline is the development
of an understanding of precisely how the economic
system operatesthe mechanisms by which re-
sources are allocated, prices determined, income
distributed, and economic growth takes place."
("The Goals and Achievements of Economics," in
Nancy D. Ruggles, ed., Economics, The Behavioral
and Social Sciences Survey sponsored by the National
Academy of Sciences and Social Science Research
Council, Englewood Cliffs, Prentice-Hall, 1970, p. 3.)

Paul Samuelson, in his widely-used texthook, says that
contemporary economists "agree on a general definition
something like the following":

"Economics is the study of how men and society
end up choosing, with or without the use of mone
to employ scarce productive resources which con d
have alternative uses, to produce various com-
modities and distribute them for consumption, now
or in the future, among various people and groups
in society. (Economics, fith cd, New York,
McGraw.flill, 1970, p. 4.)

3. METHODS AND TYPES OF INQUIRY

Various ways of classifying economists methodologi-
cally can be found. Classifications may he based on
relatively speciEc techniques rather than general proce-
dures of inquiry (e.g., when mathematical economists are
differentiated ftom others); on the methods and tech.
niques associated -with a particular economist or group of
economists (e.g., when the neoclassical methodology is
differentiated from others); or on some cornbination of
procedures and leading conclusions (e.g., Keynesian
economics vs. other economics).

For present purposes, we will emphasize issues
concerning the general procedures of inquiry, and
consider specific techniques only in relation to those
general procedures. From our perspective, procedures that
often are regarded as distinctive methods (e.g., much of
mathematical economics) are viewed instead as a
continuation of certain traditional procedures. We also
should note that a particular economist may con.bine

onsistently or inconsistently) various aspects of the
different procedures we discuss.

The Quest for Certainty

Although Adam Smith and otter early classical
economists frequently described economic events and the
connections among them in a manner that would qualify
as excellent work to-jay, they also attempted to develop
mutually consistent and presumed basic assumptions from
which further conclusions Omut behavior could he
logically derived. In the late nineteenth and early
twentieth centuries, the neoclassical economists empha-
sized the logical implications of assumptions based on
common sense, introspection, and presumed universal
traits of human behavior. Often their confidence in the
"certainty" of the assumptions and the deductive rigor of
their arguments was so great that they believed their
conclusions did not require observational confirmation in
order to be accepted.

Many later economists, who often disagree strongly
about their findings and policy recommendations, also
em hasize logical deductions from plausible premises. J.

eynes, for example, said:

"For if orthodox economics is at fault, the error
is to be found not in the superstructure, which has
been erected with great care for logical consistency,
but in a lack of clearness and of generality in the
premises." (le Ceneral Theory of Ernployrizent,
interest end Money, New York, Harcourt, Brace &
World, 1949 ed., p. v.)

According to Leland B. Yeager:

"Often we cannot check economic the9rerns in
the complex, 'real,' or 'macro,' world because the
ef fects of numerous influences are hopelessly
intemingled. Fortunately, however, we can check
economic theorems in another wy--a way not
available to natural scientists. We check the
postulates directly. That is, we start the chains of
deductive reasoning from dependable knowledge, as
of the scarcity of productive resources in relation to
practically unlimited human needs and wants, of the
law of diminishing returns, and of human motives
and wants and choices- .. in forming theories, we
can sort out the influences of various factors on
economic affairs because we know from personal
experience how people react." ("Measurement as
Scientific Method in Economics," American Journal
of Economics and Sociology, Vol. 16, 1957, pp.
342-343.)

Perhaps the strongest recent confidence in rational
certainty has been expressed by Ludwig von Mise

"What assigns economics its peculiar and unique
position.. ,is the fact that its particular theorems
are not open to any verification or ralsification on
the ground of experience.... The ult re ste yardstick
of an economic theorem's correetnes or incorrect-
ness is solely reason unaided by ear erience." (Von
Mises, op. cit., p. 858.)

Other writers, although arguing in favor of observa-
tional testing in economics, also believe that certain
assumptions about behavior will be acceptable to nearly
all "normal" humans Robert H. Strata, for example, in a
discussion of some "'mionis" assumed in the measurement
of utilities, says th ,t the "axioms have strong intuitive
appeal. It would suern that every normal person would
clearly accept them as precepts of behavior." He admits
that possibly a hwnan might behave in a way inconsistent
with the axioms, but adds that "it would be a staange
man indeed who would persist in violating these precepts
once he understood clearly in what way he was violating
them." ("Cardinal Utility," in Papers cosd Proceedings,
American Econcnnic Review, Vol. UHL No. 2, 1953, p.
391, p. 393.)

In its strongest form, the quest for certainty can be
described as follows: At least some important "knowl-
edge" about human economic behavior can be aehievcd
by beginning with premises known through "reason" to
be true," and then rigorously deducing consequences
from those premises that will be as certain as the premises
were. In weaker versions, there may be no requ;rement
that the initial premises are "absolutely true,' and the
logical consequences derived may be said to be testable in
principle by observation, but there still is confidence that
the deductive elaboration of apparently sound and
mutually consistent premises can lead to useful conclusions,
even though the conclusions eannot be tested adequately.
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older economists, in which the emphasis is on deduction,
not on observational tests or measurements of change.
According to Richard C. Bernhard:

In the social sciemlees, many mod els are
mathematical formulations using type equations
without specific numerical content. The most
eminent of these is the Walrasian pure theory of
economics, a logical structure of manielous intricacy
and great beauty, but hy itself not based on
measurements nor leading to experimental verifica-
thou of deductions from its postulates." ("Mathe-
matics, Models, and Language in the Social
Sciences," Symposia Studies SeTies No. 3, [National
Institute of Social and Behavioral Science, George
Washington University, 1960, p. 2.)

Sometimes the language used ( tested against reality,"
"observation of behavior ') suggests that a model is being
tested by something external to it, when actually the tests
are primarily internal. E.F. Beach, for example, says:
"Mathematical models are theoretical constructions which
are tested against reality mainly on grounds of con-
sistency and reasonableness." (Economic Models: An
Exposition, New York, %Icy, 1957, p. 3. Italics added.
And Fritz Machlup, in a criticism of an article by
Samuelson, says:

". Samuelson.. .characterized the problem as 'a
purely logical one'. .. . But he sometimes uses
language of empirical operations, for example, when
he speaks of 'observing the behaviour of a
representative firm.' It should be clear, however,
that what he 'observes' is merely the logical
consequence of a set of assumptions; that the
'behaviour' is purely fictitious; and that his
representative firm is only an ideal type, a
theoretical construct." ("Professor Samuelson on
Theory and Realism," American Economic Review,
Vol. L1V, 1964,-pp- 734-735.)

b. Game theory. The founders of game theory, John
von Neumann and Oskar Morgenstern, were critical of
many of the older mathematical models: "frequently one
is offered not proofs but mere assertions which arc really
no better than the same assertions given in literary form.
Beginning with problems in gaine, of strategy such as
chess and poker, they attempted to develop models for
"rational" economic behavior iii which ` mathematical
treatment can be brought beyiaid the mere formalism to
the point where it yields complete numerical results." A
major objective was "to establish satisfactorily. that the
typical problems of economic behavior become strictly
identical with the mathematical !lotions of suitable games
of strategy." (Theory of Gaines and Economic Behavior,
3rd cd, Princeton, Princeton University Press, 1953, p. 5,
p. 32, pp. 1-2. Italics added-)

Solutions to a great many games have been developed.
To illustrate briefly, in two-person "constant-sum" games
(in which the algebraic sum of the gains and losses is
cimstant), the solution involves each player's adopting the
strategy in which minimal gain is at least as great as that
provided by any other strategy.

Among the objec tions that have been made to game
theory as descriptive of behavior is that assumptions
necessary to the solutions offered are inconsistent with
the actual situation (e.g., that the players have "complete
knowledge" of the preference patterns of the other

Introspection Mil EnziiinlIzY

The quest for certainty just described often is
accompanied by an ilisistene that economists, unlike
natural scientists, earl arrive at some important "knowl-
edge" about their field thraugh introspeetion and the
empathic interpretation of other people's behavior.
Friedrich A, llayek, for example, viewed economies as a
subjective discipline on the groonds that human behavior
must be understood from "within," anti that Nic must
interpret other people's behavior in "the light of our own
mind." (The Counter-tlevolutieni of Science, Clencoe,
Free Press, 1952, rp, 44-45, p. 77.)

Sennetimes a Kantian view of "mind is adopted in
which all human !minds are said to have Ole same logical
structure. Ludwig von Mises says that 'It is impossible for
the human mind to conceive logical relations at variance
with the logical structu re of oar lai nd. There fore, he
goes on, to understand human behavior "there is but one
scheme of interpretation and analysis available, namely,
that provided by the cognition arid analysis of our own
purpose fill behavior.- (V on Nises, op, cit., p. 5, p. 26.)
And Yeager says:

t is understandable that to people trairid in
natural scieo co-; the me thodd f Cann&

Ifi 'urY may smock of KaMianisrn and 4,6 synthetic a
... A otli ropornorphisrn, righ tly scorned in

'i rii,j sciences as pre.scientific metaphysics, is
justified ir czonorrics because smonornics is about
human action." (Yeager, op. cit., p. 344.)

A i other times, the emphasis is out on assumed a priori
Arm:tares or on the "mind" per se, but on gaining
presumed "knowledge" through imaginatively placing
yourself in another s position. According to Samuelson:

"In a sense, precisely because, wc aro ourselves
men, we have an advantage over the natural
scientist- Ile cannot usefully say, 'Suppose I were all
Bali molecule; what might I do ia such a
situation?' 'The social scientist often, knowingly or
unknowingly, employs such introapetive acts of
ernpa thy." Samuelson, op. eit., p. 9 -)

Afodel Building

a. Mathematical models. Although mathematical models
of some sort have been used by economists for a long
time, in recent years a substantial portion of the work in
economic -theory has coasisted in developing such
models. Wassily Leontief says:

"[I!! 19511 high school calculus was viewead by
most economis ts as advanced mathe mat ics arid

inatria algebra was still relegated to the pages of the
journal called Erna ometrica. Now, lea, than fi fteen
years later, mathematics bas without doubt Leen
reeognized as the lingua franca of eemiomie th cory
and most of the current wor t-. iri the field of
economic theory is El evia ted to pr rofs of fo rmal
thee -ems derivable from more m lesa arbitrarily
eh user! sets of axionla CI. assumptions a nil, wil at is
via-wilt-idly tire same, a large-scale produe thin of new
nniallcIrli hical "-wick" ft:move-5 in Ccorremnied, Nw
York, ford University Press, On(a P. vii.)

wtcli tile general prned (lure otilizca is that cii the

7 1
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players and that the analogy between the games and
typical economic behavior fails (e.g., in many games
whatever one person gains must be lost by others, hut in
many economic transactions there is a net gain for all
participants). In recent years, defenders of game theory
often have argued that the solutions are prescriptive, not
descriptive; the solutions show how a rational person
should behave in certain circumstances, not how humans
do behave.

Game theory is discussed in more detail in Chapter X.
For present purposes, we conclude by noting that
whether game theory is viewed as descriptive or
prescriptive, the main procedure of inquiry used in
developing solutions is the deriving of consequences from
assumptions in the hope that the consequences somehow
will be useful for desciibing actual human behavior.

c. Simulation models and computers. Computers and
other technoloOcal aids are increasingly used by econo-
mists. The following quotation from Robert M. Solow
illustrates how far in advance of observation sonic
economists are willing to proceed, and the relative
importance they give to "theory":

"...as economic theory is forced into models too
complicated for mathematical solution, even the
pure theonst will have to turn to computer
experiments to discover implications of his
assumptions, and to compare them with the crude
facts. .. . The need for computation services on the
part of microcconornic theorists can arise in another
way. When one formulates a theoretical description
of the behavior of a single firm or household, there
is likely to be an enormous variety of behavioral
assumptions that can be made with some degree of
plausibility. The choice among them cannot wait for
empirical research, which is likely to be difficult
anyway. It is often the case, however, that the end

roduct of the theory is insensitive to certain of the
ehavioral assumptions. It is important to find out

which of the assumptions fall into that category,
and sensitivity analysis through computer simulation
is a k ;. al way to do ( `Microeconomic
Theory," ;11 Ruggles, op. cit., pp. 42-43. Italics
added.)

In an effort to make elaborate conjectures more
"realistic" and "scientific," considerable attention has
been given to the development of computer simulation
models of a firm, an industre, or a nation, (Thomas H.
Naylor, Computer Simulation i3xperiments with Models of
Economic Systems, New York, Wiley, 1971.) Much effort
has gone into aggregate models of the United -stes
economy, such as the Social Science Research 1.,,tocil-
Brookings Institute model, the construction of which
involved the cooperative efforts of many well-known
economists. (For a brief description of some recent
large-sce models, see Carl F. Christ, "Econometrics and
Model-Building, 1967-1972," The Annals of the American
Academy of Political and Social Science, Vol. 403, 1972.)
The hope is that the models can be made useful enough
so that important policy recommendations can he soundly
based on the simulations. One important technique used
in evaluating and improving a model is to simulate past
periods of economic events and see how close the
resulting predictions are to what actually happened. At
times the predictions are confirmed, but at times great
discrepancies are found. In his report on the Brookings
model, Robert Gordon says of the simulation for the

7 2

1953-1962 period:

"The results are very discouraging. While the
model is able to generate the 1953-54 recession, it
completely misses both the 1957.58 and 1960-61
recessions. The predicted change in real GNP
between 1957:3 and 1958:2 is an increase of $6
billion, compared to an actual decline of $16
billion." ("The Brookin_s Model in Action," Journal
of Political Economy, Vol. 78, 1970, p. 521.)

Apparently many recent economists agree that although
in principle the consequences of deductions made from
premises should he tested observationally, and that
economic "knowledge" cannot be based on deduction and
ratiocination alone, considerable emphasis may still be

laced on the deductive elaboration of conjectures.
muelson, for example, after criticizing the "exaggerated

claims" made for the "power of deduction and a priori
reasoning" by many earlier oomomists through von Mises,
says that "we have left tha behind lie then discusses
critically some ct his !,)'rt, aarlier 1948) work as follows:

"From certair erniorical hypotheses taken as
postulates, by znt logic I deduced as theorems
certain other empirical properties.... When one
looks at the complicated real world, one finds it
obvious that the hypotheses of the syllogism are far
from valid, and, also, the consequences are far from
valid. This is indeed a matter for regret and full
disclosure of inaccuracy should be medi._ Neverthe-
less...a strong polar case like this oat,
shed useful light on factual rearty..
constantly utilize parables, oaradignas, strong polav
models to help understand more complted
reality. The degree to which these do more good
than haim is always an open question, more like an
un than a science.. Nature [sometimes] seems to
show an inexpliciible . As a result, the
working scientist ?earns as a matter of routine
experience that he should have faith that the more
beautiful and more simple of two equally (inac-
curate) theories will end up beinf a more accurate
describer of wider experience, ("Theory and
Realism: A Reply," American Economic ftcvi-iv,
Vol. UV, 1964, p. 736, p. '737, p. 739.)

In passing, we note our difficulty in understanding
Sarnuelson's assertion that of two equally inaccurate
conjectures, one may be a more accurate describer of
behavior, unless accurate" designates two different things
in the same sentence. (More will be said on semantic
problems in Section 6.) In any event, some economists
who reject "rationalism" continue to apply "rationalistic"
rreth.30.6

Attempts to Use Scientific Procedures
in Economics

Unfortunately, science" is a label that has been
applied in such diverse ways that communication often is
impeded. Il' the recent literature of the methodology of
economics, scientific inquiry frequently is linked to
observational testing, although major importance may still
be given to "theory" development. A typical statement is
from Bert F. qoselitz:

Economists today tend to proceed in their
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research by a common_ method, which is in its chief
aspects identical with _the procedures of any
empirical science, i.e., the testing of theories by
relating them to empirically observable data.-'
(Roselitz, op. cit., p. 264.)

At times the tentative character of all scientific con-
clusions is stressed. Andreas G. Papandreou, for example,
says:

...hypotheses which occur in the theory as
theorems must be capable (in plinciple) of being
refuted by reference to empirical evidence. If the
predictions incorporated in the hypotheses are not
falsified by the empirical evidence, they may be
adopted by the theoristbut in a tentative man-
nerfor they are always capable of being refuted,
by new empirical evidence." (Economics as a
Science, Chicago, Lippincott, 1958, p. 7.)

Some writers emphasize what we call the interweaving
of conjectures and observation. Leontief says:

...advance can he achieved only through an
iterative process in which improved theoretical
formulation raises new empirical questions and the
answers to those questions, in their turn, lead to
new theoretical insights." ("Theoretical Assumptions
and Nonobservcd Facts, Arrzeriecin Economic Re-
view, Vol. LXI, 1971, p. 5.)

Other economists have adopted views of scientific
inquiry in which the importance of observation is
minimized. For present purposes, we have selected for
commentary sorr of the views in which observational
esting is emphasized, although (as we shall see) there are

important differences of opinion about what constitutes
adequate testing.

Institutionallsrn and related developments. Certain
American economists, who often are called institu-
tionalists, severely criticized many traditional economic
procedures and conjectures as pre-Darwinian. Although
often disagreeing with each other, and sometimes engaging
in the "quest for certainty," the early institutionalists
attempted to bring together observation and conjecturing,
argued for the importance of applying the findings of
ot er behavioral sciences to economie,, and emphasized
the role of institutions (habitual and organized modes of
conduct) in economic behavior.

That point of view was more fully developed by Wesley
C. Mitchell, who urged a fundamental reconstruction of
economics as a science:

"If my foreca t is valid, our whole apparatus of
reasoning on the basis of utilities and disutilities, or
motives, or choices, in the individual economy, will
drop out of sight in the work of the quantitative
analysts, going the way of the static state. The
'psychological element in the work of these men
will consist mainly of objective analysis of the
economic behavior of groups. Motives will not be
disregarded, but they will be treated as problems
requiring study, instead of being taken for granted
as constituting explanations." ("Quantitative Analy-
sis in Economic Theory, American Economic
Review, Vol. XV, 1925, p. 5.)

Although Mitchell used a different terminology than we
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do, his procedures of inquiryunlike those of sorne of the
more recent quantitative economistsagree with our
suggestions in Chapter I concerning the interweaving of
conjectures and observation. The National Bureau of
Economic Research, which Mitchell founded and directed
for many years, was concerned with the collection of data
and the measurements of changes that would facilitate the
developrnem of conjectures closely linked to careful
observations. Pure spmulation, or only casually checked
speculation, was rejected. For example, in a report
relating the work of the Bureau to Keynesian notions,
Arthur F. Burns said:
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"Fanciful ideas about business cycles are widely
entertained both by men of affairs and by academic
economists. That is inevitable as long as the
problem is attacked on a speculative level, or if
statistics serve merely as a casual check on
speculation.... there is no reliable short cut to
tested knowledge." (The Frontiers of Economic
Knowledge, Princeton, Princeton University Press,
1954, p. 19.)

More recently, the National Bureau appears to have
departed from the line of advance exemplified by Mitchell
and has begun to support elaborate conjectures developed
tar in advance of observation. (See Rollo Randy and E.C.
Harwood, Useful Procedures of Inquiry, Great Banington,
Behavioral Research Council, 1973, pp. 204-205.) The
procedures of inquiry used by Mitchell have been
continued and further developed by the American
Institute for Economic Research:

'clic methods of conducting inquiries applied by
the Keyriezians and to a substantial extent by the
classical ecmornists were ae older, now oltiolete
methods. Briefly, those methods included Aristote.
lian logic, in.,rospection, what may be called set ulir
revelation (a tirocess at which Lord Keynes wa
especially adept), and the quest for certainty so
long persisted in aiso hy philosophers. Such
me ods give great weight to the internal logical
consistency and general pIauidillity of an !I,j.rotfic;is
but accord little weight to the desirability of testin
its logical implications against measurements o
economic changes before offering the hypothesis as
a warranted assertion applicable to the problems of
men." (E.C. Harwood, Reconstruction of Eco-
nomics, 3rd ed., Great Barrington, American Institute
for Economic Research, 1970, p. 12.)

Ecorzometricians. The work of the econometricians is
sometimes viewed as the mathematical-statistical link
between the development of conjectures and a thorough
test of those conjectures. According to Nancy Ruggles:

"Econometrics represents the application of
mathematical and statistical methods to the testirN
of hypotheses and the analysis of economic data. It
has encouraged the mathematical formulation of
economic theories so that hypothese;4 can be
presented in a more rigorous form, capable of being
tested. .. . Econometrics has thus ji.en th o. econo-
mist a tool that bridges theory and empirical
observation, making possible the testing of hypoth-
eses concerning economic behavior and the opera-
tion of the economic system." (Ruggles, op. cit., p.
6.)
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Some observers, however, have been critical of the

testing. Harry G. Johnson, for example, says:

"Another [revolution in economies] was the
empirical or econometric revolution, with its
insistence initially on the measurement of economic
relationships and, subsequently and more ambitious
ly, on the testing of economic hypothesesthough
t e 'testing of hypotheses' is frequently a euphe-
mism for obtaining plausible numbers to provide
ceremonial adequacy for a theory chosen and
defended on a priori grounds." ("The Keynesian
Revolution and the Monetarist Counter-Revolution,"
in Papers and Proceedings, American Economic
Review, Vol, IOU, No. 2, 1971, p. 2.)

Tjalling C. Koopmans described the task of econo-
metrics as follows:

"(1) to formulate all relevant hypotheses to
which the available data may conceivably make an
answer possible; (2) to extract from those data all
informafion bearing on these hypotheses; (3) to
select from the set of competing hypotheses the one
hypothesis best supported, or the set of those
hypotheses equally well supported, by the data; (4)
to evaluate in some way the degree of confidence
which can be placed in the rejection of the
hypotheses not so selected." ("The Econometric
Approach to Business Fluctuation," in Papers and
Proceedings, American Economic Review, Vol.
XXX1X, No. 3, 1949, p. 70.)

However, the number uf possible conjectures to which
available data "may conceivably make an answer possible"
can be large for many problems in economics, such as
that of business fluctuations; moreover, often progress
requires the gathering of additional data, or the correction
of available data, hi order to test a conjecture. In general,
all too often we find a situation in which the available
data are inadequate for choosing among the conjectures
deemed plausible by some economists. (For a discussion
of the types of error found in economic data, see Oskar
Morgenstem, On the Accuracy of Economic Observations,
rev. ed., Princeton, Princeton University Press, 1963.)

Some econometricians have been highly critical of
much work done in their field and object to the use of
dubious assumptions. Leontief says:

lEconometnes] can be in general characterized
as an attempt to compensate for thc glaring
weakness of the data base available to us by the
widest possible use of more and more sophisticated
statistical techniques.... However, like the eco-
nomic models they are supposed to implement, the
validity of these statistical tools depends itself on
the acceptance of certain convenient assumptions
pertaining to stochastic properties of the
phenomena which the particular models are in-
tended to exRlain; assumptions that can be seldom
verified." ("Theoretical Assumptions and Non-
observed Facts," pp. 2-3,)

Much work in econometrice, then, rather than leading
to warranted assertions, is subject to the difficulties of
the mathematical models discussed earlier.

Experirnen economics. An assortment of inquiries
into econoreic problems has been described as experi-
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mental, including work in testing aspects of game theory
and utility theory; work in computer simulation; and
"real world" experiments. (For numerous examples, sec
Thomas H. Naylor, Experirnental Economics Revisited,"
Journal of Political Economy, Vol. 80, 1972.)

The critics of such work argue that the controlled
laboratory situations are unlike typical economic behavior
outside the laboratory, that the alleged control of
variables in many experiments is defective, that typical
important economic problems involve so many vanahles
that the requisite control for an experiment is not
possible, etc.; and that as a consequence the Its fres11. 0,
experimentation have only a limited significance. Barry
Castro and Kenneth Weingarten have argued that the use
of inf.ahuman subjects would make possible the necessary
controls and that animal experiments may provide useful
information concerning human behavior- ("Toward
Experimental Economies," Journal of Political Economy,
Vol, 78, 1970.)

Although we do not oppose the use of experimental
rocedures anywhere they may prove useful, sone
efenders of experiments seem to overemphasize the role

of experimentation in scientifie inquiry. In many
instances (with astronomy being the classic instance)
warranted assertions may be developed through the
measurement of changeschanges that the investigator can
neither initiate nor otherwise control in the manner of a
laboratory experimenter.

4. RESULTS ACHIEVED

The body of literature in economics is vast. Economists
appear to discuss earlier work in their field more
frequently than do inquirers in many other behavioral
fields, and the current output of literature is sizable. In
1969 an estimate was made that from 1,300 to 1,500
hooks "associated in some significant sense with the
discipline" are published each yea, and more than 5,000
major articles. ("Editor's Note," Journal of Economic
Literature, Vol. VII, 1969, p. iii.)

Numerous classifications of the major subfields of
economies can be found. The American Economic
Association currently uses the following major divisions
for classifying the economic literature:

General economics; Theory; History; Systems
Economic growth; Development; Planning; Fluctuations
Economic statistics
Monetary and fiscal theory and institutions
International economics
Administxation; Business finance; Marketing;

Accounting
Industrial organization; Technological change;

Industry studies
Agiculture; NaturiA resources
Manpower; Labor; Population
Welfare programs; Consumer econo i ; Urban

and regional economies

In view of the extens:Ne literature in economics, our
comments in this Section must be highly selective. We
shall first sketch some of the historical developments in
the field, then consider soine overall assessments of what
has been achieved, and finally look at some of the recent
work in economies.

Some Historical Aspects
Although discussions of economic topics earl be found
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in much earlier writers, the French physiocrats (Francois
Quesnay and disciples) and Adam Smith usually are
regarded as the founders of economics as a specialized
field of inquiry. The economic systems discussed by the
classical economists were technologically undeveloped,
primarily agrarian, and strongiy controlled by national
governments. The early economists offered both descrip-
tions of observed connections among events and policy
recommendations. They devoted much attention to the
harmful effects of government intervention and to a
defense of "laissez-faire" as the most effective way of
promoting economic efficiency and developire They
emphasized the benefits of free trade and discussed the
advantages of a domestic and international exchange
system based on a gold standard.

The classical economists attempted to formulate a
system of fundamental and consistent premises from
which further conclusions could be developed logically-
Thomas Malthus was one of the first to conjecture about
the causes of economic crises. In his An Essay on the
Principles of Population (1798), he argued that the
population ter,,Is to increase geometrically and the means
of subsistence only arithmetically, and he concluded that
most of the population therefore must live in misery at
the bare subsistence level, unless disasters such as war and
famine, or moral restraints such as deferred marfiage,
reduced the population. Jean Baptiste Say (Treatise on
Political Economy, 1800) argued that for the economy as
a whole, the demand for commodities and the supply of
commodities are different aspects of the same process
(supply creates its own demand). David Ricardo
(Principles of Political Economy and Taxation, 1817)
discussed the distribution of wealth and income within
a society, and formulated a "labor theory of value" in
which labor was viewed as the major factor underlying
exchange value. John Stuart. Mill (Principles of Political
Economy, 1848) argued that the laws of distribution are
not as immutable as the laws of production, and in
general his conclusions suggested that the pessimistic
consequences envisaged in Malthus' "dismal science"
would not occur.

Although Karl Marx argued that capitalism would be
superseded by socialism, which would then develop into
communism, and thus rejected a basic tenet of classical
economics, he adopted the general procedures of inquiry
followed by the classical economists. Ells use of Ricardo's
labor theory of value is an example of the way Marx
attempted both to use and to transform traditional
economics. According to Marx, workers proauce more
value than they receive in wages. The surplus value thus
created is appropriated by the capitalists in the form of

ofits and becomes the basis for capital accumulation.
Marx argued that cyclical depressions were intrinsic to the
capitalist system and that inherent contradictions would
lead to the ultimate overthrow of capitalism and the
establishment of a classless society. His Capital (1867)
also excoriates the working and living conditions of the
laborers of the time. Marx transformed Ilegers dialectical
idealism into a dialectical materialism in which the course
of human social development is largely determined by the
economic and material conditions of life.

Henry George (Progress and Poverty, 1879; The Science
of Political Economy, 1897) had a considerable impact on
the social thought of his time, although he was far less
influential on academic economists. George criticized
conventional economists for the looseness with which
they used technical terminology. lie was one of the
foremost proponents of free competition or voluntary

cooperation, and urged equality of opportunity for all
and special privileges for none. George supported a "single
tax" on land values that was intended to force those
holding such special privileges to pay the competitive
market price for their privileges an 't thus to help restore
equality of opportunity.

Several neoclassical schools of c,onomics developed in
the period from 1870-1914, including the Jevonsian
school (William S. Jevons, Philip Wicksteed, F.Y.
Edgeworth). the Austrian school (Karl Menger, Eugen von
Bolini-Bawerk, Frederick von Wieser), the Rralrasian
school (Leon Walras, Vilfredo Pareto), the Sc&ndinavian
school (Knut Wicksell, Gustav Cassell), and the American
school (John B. Clark, Irving Fisher, Frank Fetter). The
neoclassicists tended to make economic inquiry even more
deductive than it had been.

A major figure is Alfred Marshall, who attempted to
extend the range of economics beyond the study of
wealth and to unify the economic "theories of his time.
His The Principles of Economics (New York, Macmillan,
1890) contains a detailed discussion of the business and
industrial developments characteristic of the industrial
revolution. He extended and coordinated the prevailing
views about supply and demand, marginal utility, gener
equilibrium, and substitution and marginal productivity;
and emphasized the diagrammatic method of presenting
economic analyses. His work served as a basis for much
subsequent economic inquiry.

The early American institutionalists, such as Thorstein
Veblen and John R. Commons, in many respects strongly
opposed the doctrines of the tradifional economists (see
our prior discussion in Section 3). The institutionalists
adopted a point of view that was emerging, although not
always coherently, in many fields; their work has
similarities to that of Roscoe Pound in jurisprudence, J.H.
Robinson in history, William F. Ogburn in sociology,
Arthur F. Bentley in political science, and Charles S.
Peirce, William James, and John Dewey in philosophy.
Attenfion was directed to the observable behavior of
social man, rather than to the deductive elaboration of
assumed "fiuths." An evolutionary perspective was often
adopted, and "human nature" was viewed not as fixed,
but as molded by changin§ sociocultural circumstances.

John Maynard Keynes views have been heralded as
revolutionary and as initiating a "new economics," but his
procedures of inquiry were basically those associated with
the traditional economists. Although many of the earlier
writers had been concerned with "macroeconomic"
problems, Keynes believed that none of them had dealt
adequately with overall or aggregate output, income, and
levels of employment. Basic to his system is the notion of
gross notional product (the total value of all final goods
and services). Although Keynes has been severely
criticized by those who object both to his procedures of
inquiry and his conclusions, his work has been extremelr
influential on recent economists. (For one such criticism,
see W.H. Hutt, KeynesianismRetrospect and Prospect,
Chicago, Regnery, 1963.) Probably it is no exaggeration
to say that most English-language economics taught today
is at least partly Keynesian.

Overall Assessments of the Field

There are strongly divergent assesrments of the merits
of what has been accomplished in t' e field of economies.
Both economists and non.cconomists often view eco-
nomics as the most advanced of the behavioral fields;
Samuelson's statement that economics is "the queen of



ECONOMICS 65
the social sciences" is typical of those assessments.
Economics, p. 1 ) According to F.A. Olafson:

"Among the sciences generally, physics of course
offers the supreme example of success in the
discovery of such laws [predictable regularities that
hold for all such phenomena wherever and whenever
encountered]; and it is a debatable question
whether any of the social sciences have really
discovered any comparable regularities. Nevertheless,
there is wide agreement that economics has
progressed further in this direction than any other
social science. This means that economists have
been more successful in isolating those features of
human behavior that are relevant and fruitful for
the kinds of prediction they are interested in
making than have the other social scientists...."
("Some Observations on Area Study Programs,"
American Behavioral Scientist, Vol. 8, 1964, p. 12.)

The wealth of "theory" (i.e., elaborate conjectures)
developed by economists often is offered as proof of the
progress that has been made. The mathematical con-
jectures so prominent in recent years perhaps are the
most admired of such conjectures, although even the
earlier deductive procedures are sometimes suggested as
models for work in other behavioral areas. (Arnold Rose,
for example, urged his fellow sociologists to copy the
method "so brilliantly employed" by the classical
economists. See his "A Deductive Ideal-Type Method,"
American Journal of Sociology, Vol. 56, 1950.)

Other commentators take a much more critical view:

"The apparatus of economics is very flexible:
without breaking the rules of the professionby
being illogical or even by denying the validity of the
traditional theorya sufficiently clever person can
reach any conclusion he wishes on any real problem
(in contrast to formal problems). In general there is
no position...which cannot be reached by a
competent use of respectable economic theory."
(George Stigler, "Politics of Political Economists,"

uarterly journal of Economics, Vol. LXXIII,
1959, P. 531.)

"That economists frequently do not agree has
become so commonplace that some economists no
longer seem to be troubled by the sugestion that
such a state of affairs is scandalous. That many
economi9ts do agree on certain analyses and
coneluLions is equally scandalous from the view-
point of ruodern science, however, because that
agreement ruts on methods of inquiry that have
been found unreliable and have been discarded by
capable scientists." (E.C. Harwood, op. cit., p. 3.)

'The achievements of economic theory in the last
two decades are both impressive and in many ways
beautiful. But it cannot be denied that there is
somethirg scandalous in the spectacle of so many
people refining the analyses of economic states
which they give no reason to suppose will ever, or
have ever, come about. It probably is also
dangerous. It is an unsatisfactory and slightly
dishonest state of affairs." (F.11. Hahn, "Some
Adjustment Problems," Econometricd, Vol 38,
1970, pp. 1-2.)

"Economics today rides the crest of intellectual
respectability and popular acclaim.... And yet an
uneasy feeling about the present state of our
discipline has been growing in some of us.... The
uneasiness...is caused...by the palpable inadequacy
of the scientific means with which they try to solve
[practical problems]. The weak and all too slowly
growing empirical foundation clearly cannot support
the proliferating superstructure of pure, or should 1
say, speculative economic theory." (Wassily
Leontief, "Theoretical Assumptions arid Nonob-
served Facts," p. 1.)

Some Recent Work

Economic inquiry sometimes is divided into micro-
economics, the study of the economic behavior of firms
and households, and macroeconomics, the study of the
overall behavior of economic systems. Although the
usefulness of the distinction is open to question, we
follow that division here for convenience.

Microeconomics. Workers in microeconomics frequently
assume that the objective of firms is to maximize profits,
and the objective of households is to maximize
satisfaction. Given those assumptions, analyses are made
of how producers and consumers presumably will behave
under specified sets of circumstances. Considerable work
since the time of Marshall has been devoted to
conjectures about equilibria. For example, the neoclassical
economists held that as more of a particular commodity
was possessed, the smaller the "utility yielded by gaining
an additional unit of that commodity; they argued that
an equilibrium for a consumer is achieved when the ratios
of the marginal utility to unit cost are equal for all the
goods purchased. Many other possible equilibria (not
necessarily relying on marginal utility notions) also have
been discussed, for firms and for the whole system, with
a key notion being that once an equilibrium is
established, the situation tends to remain stable unless
disturbed from the outside.

The distance between the usual conjectures about
equilibria and the observation of behavior is considerable.
To illustrate, after claiming that.the "rigorous foundation
of the theory of general competitive equilibrium is one of
the major achievements of economic theory during the
past fifteen years," Solow discusses several questions not
answered by the "theory," and goes on to say:

"...the theory of general economic equilibrium is
far from complete. Indeed, only sketchy results are
known, and active research is being carried on by a
small but very talen't.ed group of theoretical
economists. Their object is not only to find more
complete answers to the questions already mentioned,
but also to extend the theory in still other ways.
For example, it is of the greatest importance to
extend the theory of general equilibrium to cover
market structures other than perfect competi-
tion Moreover, the theory is almost entirely
static; even when it allows formally for the passage
of time, it does so by assimilating the multiperiod
economy to the one-period case- ... The theory...
tends to ignore such phenomena as the holding of
quite different expectations about the future by
different households and firms, and the speculative
activities to which those different expectations give
rise." (Solow, op. cit., p. 33, p. 35.)
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And Ilahn, who believes that the technically best
work in the last twenty years" has been in the study of
equilibria, also says that the "study of equilibria alone is
of no help in positive economic analysis," and that "to
discuss and analyze how the economy works it ntay be
necessary to go and look." (Hahn, op. cit., pp. 11-12, p.
1. Italics added.)

Price theory is considered by some to be the major
part of microeconomics, or synonymous with it, for many
of the conjectures about supply and demand start from
assumptions concerning the behavior of households and
firms. Something of the extensive nature of the work
economists have done on prices, the complex character of
the conjectures that have been made, and the type of
conflicting conclusions arrived at, can be gained by a
study of Arthur W. Marget's two-volume work, The
Theory of Prices (New York, Prentice-Hall, 1938, 1942.)

The foregoing should not be understood as denying
that "empirical" work is done in microeconomics;
however, the dominant tendency has been to begin with
elaborate conjectures and then to test them "empirically,"
if such testing is done at all.

Macroeconomics. According to James Tobin:

Macroeconomics concerns the determinants of
the performance of entire economies: nations,
groups of nations, the whole world. The theoretical
concepts and Aaiistical measures involved are
generally econonly.wide aggregates or averages, such
as national income, total employment, or a national
cost-of-living index. The objective is to explain ups
and downs of these magnitudes and their inter-
relations.... Macroeconomics is based on the faith
that economies are subject to laws of motion which
are largely independent of their internal structure.'
("Macroeconomics, in Ru _les, op. cit., p. 44.)

Although much of the work of the classical economists,
as well as of more recent inquirers, was concerned with
large-scale trends, what today is called "macroeconomics"
has developed during the last forty years or so. Keynes'
General Theory (1936) was probably the most influential
single work In the development of explicit macro-
economic model-building. Keynes wanted to develop a
"theory" that would deal with the entire economic
system in terms of a few large quantities, such as national
income, stock and flow of money, consumption,
investment, savings and income, employment, wages, and
general prices. Keynes rejected the widely-held view that
voluntary unemployment was a temporary disequilibrium;
he saw such unemployment as a possible stable state of
the system. He also rejected Say's Law, and argued that
government intervention often could stimulate economic
activity in periods of recession or depression.

Government intervention, probably because of the
influence of Keynes, sometimes is taken as a key aspect
of macroeconomic inquiry. For example, in his recent
textbook Willis L. Peterson says:

"Macroeconomics...is concerned mainly with
economic aggregates, or the economy as a whole.
The two major problem areas of macroeconomics
are unemployment and inflation.... [These] are
problems that the individual has virtually no control
over. Rather the cause and/or solutions to these
problems lie in the realm of government action;
action which affects the entire economy." (Prin-
ciples of Economics: Micro, Homewood, Richard D.

Irwin, 1971, p. 1.)

However, some economists who work on the problems
of inflating and the business cycle do not believe that
.overnment intervention helps to solve the social
difficulties involved. In general, the macro-micro distinc-
tion does not seem useful except as a rough indication of
subject matter areas, and many problems in economics
may require investigation in both the macro and the
micro areas.

Much of the recent work done by economists, then,
consists in the building of a variety of models. The
prestige of such work is so great among professional
economists that we have given much space in this Chapter
to that topic. On the other hand, considerable work also
has been done that has a much firmer basis in
observation; e.g., the work of the National Bureau of
Economic Research in gathering statistical data, measuring
economic changes, and developing economic indicators.
Perhaps such scientific work will become even more
prominent in the future; the two recent presidential
addresses quoted earlier (Leontief's to the American
Economic Association, and Hahn's to the Econometric
Society raise questions about the usefulness of "pure
theory. '

5. CONTEMPORARY CONTROVERSY

We have already discussed a number of controversies
among economists, particularly those concerned with the
jarocedures of inquiry. Basic to many of the methodo-
logical controversies 18 a disagreement about the stage of
inquiry at which ebiborate conjectures can be developed
most usefully. The latter disagreement comes out clearly
in Tjalling Kooprnans' criticism of the work of Mitchell
and Burns on business cycles.

Mitchell argued that although conjectures or hypotheses
are used "continuously to help ascertain which activities
and relations among them are worth investigating, inquiry
should begin with the observation of behavior in a

problem situation, not with a "theory." Existing
"theories," he said, often can be neither confirmed nor
refuted by the available data, and many of those
"theories" were developed by individuals who had "sadly
incomplete" or "badly distorted information about the
relevant facts. (Arthur F. Burns and Wesley C. Mitchell,
Measuring Business Cycles, New York, National Bureau of
Economic Research, 1946, pp. 8-10.)

Koopmans regarded such work as "measurement
without theory" (the title of his long review of the
Burns-Mit( h ,..11 book in Review of Economics and
Statistics, 1. ol. 29, 1947). Koopmans argued in favor of
combining 'a priori knowledge or assumption with
observation," and said:
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the approach of the National Bureau of
Economic Research to the empirical study of
business cycles, developed by Mitchell, Burns, and
their as iociates, emphasizes the number and wide
coveraf,c of observations to the virtual exclusion of
explicit a priori specification..." (Three Essays on
the State of Economic Science, New York,
McGraw-Hill, 1957, tr. 199.)

According to Edmond Malinvaud:

". .Koopmans clearly thought that economic
science had little need for extensive contributions to



ECO OM1CS 67

the 'Kepler stage' of inquiry, in which empirical
regularities are searched in the hope that they will
suggest hypotheses. According to him we are now in
the 'Newton stage' in which inference must be
based on rigorously specified models." ("The
Scientific Papers of Tjalling C. Koopmans: A
Review Article," Journal of Economic Literature.
Vol. X, 1972, p. 801.)

Presumably those arguing for Newtonian procedures in
economics have not overlooked the obstacles to further
physical inquiry set up by Newtonian absolutism, but
they may overlook the connection between such
absolutisms and the development of plausible models on
the basis of insufficient evidence.

Within the group of economists who favor "scientific"
procedures of inquiry, then, we find a marked disagree-
ment about the usefulness of a priori modds.* Other
economists, however, view economics primarily as an art,
rather than as a science. And some, relying on the
"noinothetic-idiographic"' distinction, argue that the
objective of economic inquiry is not the development of
warranted generalizations about behavior, but the develop-
ment of "knowledge" about particular historical situa-
tions.

Sometimes several of those views are combined. Sidney
Schoeffler, for example, says that "economics is not a
nomothetic empirical science." Part of economics is
deductive and belongs to mathematics and logic, part is
idiographic and describes particular historical facts, but
"most important, by far, economics is an art." (The
Failure of Economics: A Diagnostic Study, Cambridge,
Harvard University Press, 1955, pp. 155-156)

There also has been considerable discussion concerning
the "role of value pdpments" in economics and the
dtinetion between ' positive" and "normative" econom-
ics. The earlier economists tended to differentiate sharply
between positive economics (the description of "what ie")
and normative economics ("what ought-to-be') and
maintained that positive economics is "objective," "neu-
vat," "disinters Aed," etc. Many recent economists have
adopted the is me view. Milton Friedman, for example,
says:

"Positive economics is in principle independent of
any parti'.ular ethical position or normative judg-
ments... . Its task is to provide a system of
generalizations that can be used to make correct
predictions about the consequences of any change
in circumstances.... In short, positive economics is,
or can be, an 'objective' science, in precisely the
same sense as any of the physical sciences." (Essays
in Positive Economics, Chicago, University of
Chicago Press, 1953, p. 4.)

Other economists argue that moral iudgments are
inescapable eveu in descriptive economics.. oan Robinson,
for example, Bays:

"But it is not possible to describe a system
without moral judgments creeping in. For to look at

*Mention also may be made of Milton Friedman's well-known
view that conjectures may be "vicl" even if based on -unreal"
aaaumptions that run counter to well-established findings; "the
only relevant teat of the validity of a hypothesis is compariaon of
its predictions with experience." (Ch. 1 of Essays in Positive
Economics, Chicago, University of Chicago Press, 1953. The
quotation is from pp. 8.9.)

a oysters* insin the autside implies that it ts not the
only vot-aoiblc systeirt; in describing it we compare it
(openly or veilly) with other actual or imagined
sYstenus Dificrenees imply choices, and choices
imply judgneent. We cannot escape from making
judgmients arid the judgments that we make arise
from doe ettlieal preconceptions that have soaked
into our &see of life and are somehow printed in
our brass.' ' (Economic Philosophy, Chicago,
Aldine, 1.962, 1%14.)

Such sonorsoersies are complicated by confusions and
disagreemen ts ass to what words such as "moral,"
'ethicsl,'' w1 'rake" designate. Also, without denying
that often What Airman believes to be factual is strongly
influenced by preconceptions of which that person is un-
aware, OW pally partially aware, the successes of scientific
inquiry aimply shrew that warranted assertions often can he
developed tha liminatdB or minimize the effects of
initial precesseertions Other procedures of inquir
reinforce tilt initial preconceptions, arid the agreenteut
reached thrciugh Ils use of those procedures may signify
little else dam tJuai the preconceptions have been elabo-
rated logically, (for a detailed discussion of the range of
economists' -viow...ca on this topic, see T.W. Hutchison, 'Posi-
nue' Ecorionniwongolicey Objectives, Cambridge, Harvard
University Pr-ess, :1964.)

In recall. 3,caro work in the field of economics, like that
in most othrbelliwioral fields, has been criticized by inem-
hers of the "nevi, left" and other radicals. Establishment
eennomice us mist to be preoccupied with trivial problems,
rather than with froblorts such as the unequal distribution
of income, sneisrsas and militarism; to lend support to impe-
rialism; to Nave .4 "fixation" on an ever-increasing Gross
National rrosluet, raker than to be concerned with crucial
ecologiesl problems; etc- The Union for Radical Political
Economics, rgaraized by graduate students and younger

nornistA hos a Liable membership. Some of the work by
e radical eennuesists reflects a Marxist orientation, while

some is 0mA-climatic. Although a bitter attack has been
mounted !loam &importance of many typical problems
selected by ecaucroists for inquiry and on many of the
typical conelusioris they have reached, the radical econo-
mists teal"! to, scleopt the same procedures of inquiry that
their opponeins Lose. (Fcor a sampling of the radical litera-
ture, see palm G. Gurley, "The State of Political Econom-
ics," in ['open aisd Proceedings, American Economic Re-
view, Vol. LNI, rtJo, 2, 1971; 'Symposium: Economics of
the New Left," is, Gt Bach, Stephen Hymer and Frank
Roosevelt, Parch Sesseczy, arid Assar Lindbeek, The Quarterly
Journal of Eeessonica, Val. LXXVI, 1972; Angus Black, A
Radical's euEde CO Ecarlontie Reality, New York. Holt,
Rinehart, and lkfisallon, 1970; and Paul A. Baran and Paul
M. Sweesy, Alssoply Capital, New York, Monthly Review
Press, 1966.)

A large nuuthear of other controversies could be men-
tioned, raragirag frau technical disagreements to disagree-
ments ahout fundomentall economic policy. Almost every
shade of cepiridan can be found concerning the extent to
which governsseartl intervention can improve economic
performance, the relative merits of central vs. individual
planning, and da tel ma tters. At one time, most econo-
mists agreed Mat ronninuiwn individual freedom would yield
the greatest C.etnic Hie development and the most efficient
allocation d resorsrces; more recently many of the most
iii fl uential economists have argued that considerable
governmental regulation and control is necessary to achieve
those objectivies yvf sly of the more technical disagreements
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among econontists seeni to stem from differences of
opinion about the efficacy of "free markets"; Hahn
claims that the "most intellectually exciting question of
our subject remains: is it true that the pursuit of private
interest produces not chaos but coherence, and if so, how
is it done?" (Hahn, op. ed., p. 12.)

Although sharply divergent opinions about social
objectives sometimes may be involved, many of the
controversies just mentioned apparently are based
primarily on disagreements about the probable conse-
quences of alternative courses of action. Disputes about
probable consequences may continue until modern
procedures of inquiry are adopted; i.e., until application
of the procedures associated with the Galilean revolution
yields warranted assertions.

6 TERMINOLOGICAL PROBLEMS

A major obstacle to the development of economic
inquiry is the lack of useful naming such as that found in
the physical and physiological sciences. Basic terminology
in economics often is applied inconsistently and inco-
herently. The existing confused terminology is described
in Chapter II of E.C. Harwood's Useful Economics (Great
Barrington, American Institute for Economic Research,
1970 edition). Although we believe that many of the
suggestions about terminolo_gy in L.M. Fraser's Economic
Thought and Language (London, Adam and Charles
Black, 1947) are far front meeting the requirements of
scientific specification, his book illustrates in detail many
of the ways in which economists have attempted to use
key names and the resulting difficulties.

n what follows, we have selected examples of some of
the major types of semantic problems encountered in
economics:

(1) Often a single word is used confusingly to name
diverse aspects or phases of a situation. "Money," for
example, sometimes designates only the money com-
modity (gold) and representative paper (such as the gold
certificates formerly in circulation); sometimes currency
plus demand deposits (checking accounts); sometimes
saving deposits in addition to currency and demand
deposits; and sometimes other things also. Assertions
about "money" that are warranted for some of those uses
are not warranted for others (For a further discussion of
such matters and the recommended use of "purchasin
media," rather than "money," to designate the total o
hand-to-hand currency plus checking accounts immedi-
ately available to the public, see E.C. Harwood, Cause and
Control of the Business Cycle, 9th ed., Great Barrington,
American Institute for Economic Research, 1971, pp.
4-6.)

(2) Economists sometimes use words in a special sense,
at the same time relying on many of the usual
connotations of those words in order to make their
iceurnent plausible. For exannWe, in discussing the work

von Neumann and Morgenstern, Kenneth Arrow (a
recent Nobel Laureate in Economies) says:

-The point here, broadly speaking, is that, once a
machinery for making social choices from individual
tastes is established, individuals will find it profit-
able, from a rational point of view, to misrepresent
their tastes by their actions... .Thus, in an
electoral system based on plurality voting, it is
notorious that an individual who really favors a
minor party candidate will frequently vote for Oil
less undesirable of the major party r ndidates rather

than 'throw away his vote. Social Choice and
Individual Values, 2nd cd., New York, Wiley, 1963,
p. 7. Italics added.)

Arrow goes on to say that the prob.om is therefore to
find ru es for a game so that individuals "will actually
express their true tastes even when they are acting
rationally."

To describe a situation in which a person votes for the
least undesirable of the only candidates having a chance
of getting elected as a misrepresentation of a "true taste"
(whatever that may he) seems a confusing use of
language, unless one assumes that voting for a candidate
somehow signifies approving that candidate above all
others. A common situation in life is desiring somethi
that is presently unattainable; so to allocate
resources in order to get the best that is attainable hardly
is a misrepresentation of one's ideal.

(3) At times economists mistakenly assume that some-
thing exists in behavior corresponding to some part of the
model used by the economist. Many uses of "utility"
reflect such an assumption. For example, economic
behavior often is construed as an attempt to maximize
something; for consumers, "utility" is postulated as that
something. Maximization models are then developed in
which numerical measures can be manipulated and
solutions arrived at; certain of those measures are labeled
as utilities and are assumed to correspond to something
found in observable behavior. But observation of behavior
rarely reveals the purported utilities.

Other economists have viewed utilities not as sornethinfi
found in economic behavior, but as "logical entities
useful for achieving logical closure of a model. Typically
such conjectures are developed so far in advance of the
relevant observations that they are not usefid. (For a brief
history of the notion of utility, see Jerome Rothenberg,
"Values and Value Theory in Economics," in Sherman
Roy K rupp, ed., The Structure of Economic Science,
En lewood Cliffs, Prentice-Hall, 1966.)

4) Many economists use the self-actionel language long
outmoded in scientific inquiry and emphasize the role of
an Actor spurred on by internal forces. For example,
Rothenberg says:

"The concept of utility here has heen a useful
buffer between the action of choice and the
supposed psychological ground of this action. By
being able to speak of maximizing utility, the
economist has not had to say that individuals try to
maximize gratification, or satisfaction, or pleasure,
or happiness, or virtue, etc., each one of which
would seem to be making an empirical commitment
in the field of psychology. Utility seems philosoph-
ically neutral, while the others seem to assert
something about the substantive quality of the
ultimate inner goadif indeed it is unitary." (Ibid.,
p. 227.)

Although there may be some gain in refraining from
discussions about the "substantive quality" of the
presumed goad, to assume that there is an inner
maximizing goad c goads is hardly neutral; self-actional
rather than transactional procedures are implied.

Economists who want to be "scientific" often argue
for the use of special methods to handle "inner states."
George Katona, for example, says:
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"Behavioral science derives front interest in and
concern with factors that shape the behavior of
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Saulnier said there was a 50-50 chalice of a recession; and
Pierre A. Binfret said that "There aio't gonna he no
recess:on in 1970, period." [New York Times, issues of
Dee. 10 ond Dee. 17, 1969.])

The following seems a fair statement about many
:thiomists: Their prefts-red conjectures or "models"
Is:sather verbal, mathematical, econometric, computer,

game theory, etc.) seem so plausible that they believe
economic behavior must he describable at least
approximately by their conjectures, and many predictions
and policy recommendations are made in good faith on the
basis of the conjectures. When events prove that the
predictions or recommendations are mistaken,
modifications may be made in the conjectures but
confidence in the usefulness of extensive conjectures or
hypotheses (sometimes called "theory") is retained. (For a
nontechnical account of both the erroneous predictions
often made and the continuing trust exhibited in the
usefulness of the procedures of inquiry underlying the

edictions, sec "Bad Year for Econometrics," Business
tc, Dec. 20, 1969.)

We suggest that the difficulty is fundamental and consists
in the development of conjectures far in advance of the
relevant observations and measurements. We recognize that
frequently the problems, of men-in-society are so critical
that the temptation to arrive at "solutions" before the
relevant facts are available is almost overwhelming.
However, there is no dearth of instances in which presumed
"short cuts" to useful warranted assertions have worsened
the original situation, and the time spent on mistaken
"short cuts" cannot be used for inquiry that eventually
may solve the problems adequately.

people.... But human beings have 'images' of the
future which influence their behavior and which,
since they are endowed with language, they can
communicate to others. Access to such intervening
variables as motives and expectations requires tb-
use of a methodology which differs somewhat frs
that of other sciences." Letter to the Eu-
Behavioral Science, Vat 7, I(r.)

To snm up, the terrn'aolsay used ; y orsali,/ in
discussing both technical mattors shs field and
eneral procedural matters often iinders communication.
he American Institute for Econmoic Research has long

been concerned _about improving that situation. See
"Toward More rrecise Economic Naming" (Research
Reports, July 8, 1968) and the Economic Naming
sections iii subsequent issues.

7. COMMENT AND EVALUATION

Many historically influential economic conjectures were
developed at a time when the measurements of change
necessary for a thorough testing of those conjectures were
not available. Instead of attempting to improve the
observational basis from which conjectures could be made
and restricting their conjectures to those that sould be
tested adequately, many of the early economists applied
methods that could be followed without such testing. The
often quoted statement by John Stuart Mill illustrates the
extent to which the quest for certainty was sometimes
pursued: "Ilappily, there is nothing in the laws of Value
which remains for the present or any future writer to clear
up; the theory of the subject is complete. , ." (Principles of
Political Economy, Book 111, Ch. 1, Sec. 1, 1948; quoted
(rom Vol. I of the 1884 edition, New York, D. Appleton,
pp. 536-537.) Although some later economists were less
inclined to make assertions as far-reaching as Mill's, they
ften exhibited great confidence in the soundness of

various economic conclusions that no longer can be
considered warranted assertions.

However unsound economic views may be, influential
politicsi groups sometimes adopt them as "articles of
faith." For example, in his autobiography John It.
Commons tells of his employment by the Democratic party
in 1900. The Democrats, influenced by the views of W.J.
Bryan and others, were convinced that under the gold
standard the quantity of goods would increase faster than
the quantity of money, and prices therefore would fall.
Commons was hired to construet and piaisli a weekly
price index number. Unfortunately for the Democrats, the
index number stopped falling in the middle of August and
began to rise in September. Commons then was promptly
discharged, although his contract had seven months to run.
(John R. Commons, Myself, New York, Macmillan, 1934,
p. 66.)

In the 193% many economists maintained that the
United States economy had reached the apogee of its
growth; in the period just after World War II, many
predicted an immediate depression; and in late 1969, some
economists predicted without qualification that there
would be no recession in 1970; but all these assertions
proved to he erroneous. This is riot to deny, of course, that
the predictions made by economists often are accurate;
indeed, at a given moment reputable economists may make
so many contlicting forecasts that one is almost certain to
be correct. (TO give one illustration, in December of 1969
Milton Friedman said that a recession thu the order of that
in 1960 -seems to be in the cards" for 1970; Raymond .1.
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VII.

HISTORY*
I. WORKING DESCRIPTION OF THE FIELD

HISTORIANS inquire into what happened in the
past, with emphasis on developmental changes, the
sequence of significant events, the circumstances

from which the events developed, and the connections
among those events. Historians make considerable use of
the findings and methods of inquiry of many other fields,
including political science, econorni cs, psychology,
sociology, demography, anthropology, archaeology, and
geograp y.

2. OTHER DESCRIPTIONS OF THE FIELD

"History" has been used to name many things, the
most pertinent of which for our purposes are: (a) a tale
or story; (b) a record of presumed significant happenings
about a person, institution, or problem (as in case
histories); (c) a systematic account of sequences of
presumed significant events together with an account of
what are believed to be the causes of those events; (d) the
events themselves, o differentiated from attempted
descriptions of those events; (c) reifications of the total
past of everything, or of some portion of the past, as
when History is said to demand or to produce something.

The descriptions of the field of history found in the
literature vary widely. Some representative descriptions
follow.

Sometimes history is viewed as a group recollection of
significant events. G.J. Renier, for example, regards
history as figuratively "the memory of societies. As
custodian of social memory, the historian helps to answer
"society's urgent demand for specific points of compari-
son taken from past experience." (History: Its Purpose
and Method, London, George Allen & Unwin, 1950, pp.
22-24.) And Carl Becker says: 'History is the memory
of things said and done.' This is a definition that reduces
history to its lowest terms, and yet includes everythin
that is essential to understanding what it really is.
(Everyman His Own Historian, New York, Appleton-
Century-Crofts, 1935, p. 235.)

Often historians believe that the main distinctive
feature of historical inquiry is a focus on particular or
individual events. Geoffrey Elton, for example, says:
"History is concerned with all those human sayings,
thoughts, deeds, and sufferings which occurred in the past
and have left present deposit; and it deals with them from
the point of view of happening, change, and the
articular." (The Practice of History, Sydney, Sydney
ruversity Press, 1967, p. 12.) Frequently this emphasis

on the particular is taken as a basic distinction between
historical inquiry and scientific inquiry (sec Section on
Contemporary Controversy). The philosopher Morris It.
Cohen says:

"Now history is concerned with establishing
specific events that occurred at a definite time and
place, whereas the facts or laws which general

*This chapter. as it appeared in the first edition, was critically
reviewed by Richard T. Vann, who made many sumestions tor
improvements. His efforts are appreciated; however, he should not
be understood as endorsing the point of view of the authors.
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physical science seeks to establish deal with
re eatable elements and asser that whenever and

erever A then B.... DI:: giff, rence, then,
between history and general s.;_- t; sr this respect
is unmistakable." (The Meaning af Human History,
LaSalle, Open Court, 1947, pp. 36-37.)

Cohen continues:

"What is distinctive, then, about human history,
is not its material, which is identical with the
material of the social sciences, nor the critical
apparatus that is utilized to search out this material
and consists primarily of hypotheses bon-owed from
the sciences. What is distinctive is rather the fo.tus
or perspective which makes description or under-
standinq of individual hap enings in time and plase
central. ' (Ibid., pp. 40-41.

Many historians emphasize the development of "ex-
planations" of the ordering of events. The 1954 Report
of the Committee on Historiography of the Social Science
Research Council says:

...an essential problem of history is the
description and explanation of human activity
through time.... [A] chief task of the historian is
to ascertain what has happened, to identify events
in sequence, to analyze interrelations among those
events, and to discover how and why they occurred
in a given order." (The Social Sciences in Higtorical
Study, Bulletin No. 64, New York, Social Science
Research Council, 1954, p. 106.)

Some historians believe the past should be studied for
its own sake, while others believe that historical inquiry is
important for the illumination it can provide about
contemporary or future events. According to the 1946
Report of the Committee on Historiogaphy:

"The historian...aims to compose accurate
accounts and analyses of selected portions of the
past. From these accounts and analyses, or from the
original sources themselves, he endeavors in reach
generalizations that appear to be valid. On the basis
of his knowledge he also seeks to provide credible
explanations of- the development of contemporary
events, thoughts, manners, and institutions. (7'heory
arid Practice in Historical Study, Bulletin No. 54,
New York, Social Science Research Council, 1946,
p. 134.)

And Curtis P. Nettels says:

"History is man's guide to action in the present
and future. And such action is certain to be most
constructive when it is informed by an understand-
ing of the problems and conditions which, having
emerged slowly from the past, mold and limit the
activities of today and tomorrow. Those who know
the circumstances of their country's development
and who understand the elements of its civilization
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vill be the titles best qualified to meet present
issues with decision, intelligence, ,ind economy of
effort. (The Roots of American Civilization, New
York, Appleton-Century-Crofts, 1 9 3 8 , p. xi.

What i, often called "luny ersal" or "specula dye's
history is an attempt to discover genend patterns or laws
applicable to the history ti human society as a whole.
Arnold Toynbee is the most notable recent representative
of that point of view. He attempted to deseribe the entire
eimrse of human history by distinguishing 21 different
civilizations and considering their efforts to respmul
effectively to challenges stemming front their social or
natnral environment. (A Stu(iy of History, 1ondon,
Oxford University Press, 11 vols., 1934-1959.) Most
contemporary professional historians view universal his-
tory with great disfavor, although Geoffrey Barraclough
has strongly criticized his colleagues for not giving more
attention to what history as a whole is all about: "The
failure of the historian to provide an interpretation of
history, to say what it is all about, is another example of
the notorious :raison des eleres, of the refusal of the
specialist to liv up to his work " (History in a Changing
World, Oxford, Blackwell, 1955, p. 222.)

3. METHODS AND TYPES OF INQUIRY

Historians have often used both sorne of the methods
characteristic of writers in the field of literature and some
of the methods and viewpoints of behavioral scientists.
For a considerable period of time there have been those
who urge completely scientific procedures of inquiry into
historical sub:v.:A matters; within that group, however, the
label "science" has been used in many different ways. In
this Section some of the major ways in which historical
subject matter has been investigated are described. Some
of those ways are fundamentally nonscientific, while
others are compatible with modern scientific procedures
of inquiry even though those proeedures may not he
widely used.

Narrative Empliases

Narrative elements are found in all histories, but in the
following kinds of historical inquiry the narrative
approach is paramount,

(1) History as Imaginative lie-enaettnent. Many histori-
ans have as their chief aim the reconstruction of a past
sequeace of events through an empathic understanding of
the thoughts and motives of the historical persons
involved. According to ,fohn Iligham:

''No amount of scientific analysis or synthesis can
take the plaee of that crucial _act of human empathy
by which the historian identifies himself with
another time and place, re-enacting the thoughts
and reliving the experience of people remote from
himself. "l'hus he tries to catch the distinctive
resonance of a person, _a situation, and an age, as it
manifests itself amid the other phenomena among
which it arises_ and into which it passes." (John
Iligham, with Leonard_ Krieger and Felix Gilbert.
History, Humanistic Scholarship in America Series,
Englewood Cliffs, Prentice-Hall, 1965, p. 143.)

_This type of historian attempts to make his description
of the motives of historical ents plausible to modern
readers and to give them the ifl " of What it was like to

live through such events. Such historians stree for
shrewd mid sympathetic_ delineation c.f. character; tilev
tend 10 deserlie political or diplomatic crises: uiud heir
work sometimes exhibits the dramatic tensien typical of a
novel. (See Garrett Mattingly, The Armada, 7row York,
Houghtvm 19:59: Dom David Knowles, The
Historian and Character, Cambridge, Cambridge Universi(y
Press, 1955.)

(2) Biography. _Ilistorians sometimes approach the
history 4-4 a period through writing the story of the life
of some great or representative man. The editor of a

series of historical works based on this principle says:

"I am convinced that tile most congenial, as well
as the most concrete and practical, approach _to
history is the biographical, through the lives of the
,-Yreat men whose actions have been so_ much part of
history, and whose careers in turn_ have been so
moulded and formed by events. The key idea of
this series.. ,is the intention by way_of a biography
of a great man to open up a significant historical
theme: for example. Cromwell and the _Puritan
Revoluon a. Lenin and the Russian Revolution."
(A.L, Ru,- The Use , f History, London, Hodder
and Sion iiui, 1946, p. vi.)

(3) Prosopography. This is the technique of investi.
gating political history by 'means of multiple biogrvhies
of many important and less important political figures. It
was applied to Roman history by Sir Ronald Syme and to
the history of eighteenth-century England 1 S:r Lewis
Namier. In Namicr's The Structure of os at the
Accession of George HI (2 vols., Lonn Macmillan,
1929), biographical sketches of the members of mid-
eighteenth-century parliaments were used to show the
importance of family ties or "connections" and the
unimportance of the traPtional party affiliations of Whig
and Tory in the parliamentary groupings of that time.
The technique of multiple, biography has subsequently
been applied to the members of religious grol,-;s and to
the parliamentary history of other periods. (See also
Lawrence Stone, "Prosopography," Daedalus, Winter,
1971.)

(4) Psychohistory. William Langer, in his 1957
'sidential address to the American Historical Associa-
Ii, urged historians to enrich their narratives by using

the findings and, where possible, the techniques of depth
psychology. ("The Next Assignment," A merican Historical
Review, Vol. 63, 1958.) The, leading exponent of such an
approach is the psychoanalyst Erik H. Erikson, but
increasing numbers of historians have taken training in
psychology or psychoanalysis and have begun to publish
sychoanalytically oriented biographies. Erikson's books
oung Man Luther: A Study in Psychoanalysis and

History (New York, Norton, 1958) and Gandhi's Truth
(New York, Norton, 1969) are among the most influential
in this area. Other works, by historians, are those oi
William B. Willcox, Portrait of a General: Sir Henry
Clinton in the ll'ar of Independence (New York, Knopf,
1964) and Rudolf Binion, Frau Lo.: Nietzsche's It'ayward
Disciple (Princeton, Princeton .sity Press, 1968), For
a brief recent psychoanalytic study, see Otto Pflanze's
"Toward a Psychoanalytic Interpretation of Bismarck"
(American Historical Review, Vol. 77, 1972).

Psychohistory need not he limited to biography:
Langer's original address emphasized mass responses to
catastrophes such as the Black Death of the fourteenth
century, (For furtInr examples, see Johann Iluizinga,
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I' Middle Ages, New York, Doubleday, 1954,
and Rohrrt Jay Liam Ikath in Life: The Survivors of
Ilirosh zirziz. New York, Random House, 1968.)

Physical and Economic Influences

(1) D(' ertninisth films of History. Influenced by
nineteen th-ce rut ury philosophical ma terialisin, Henry
Thomas Bu-11e argued that all historical development was
ultimately determined by climate and other geographical
influences. (History of Civilisation in England, 2 vols.,
London, Parker, 1857-61.) A similar position was
taketi by Ellsworth Huntington, in works such as
,Ilainsprings of Civilization (New York, Wiley, 1945).

Others have maintained that technoloa"ical innovation is
the only or the decisive determinant ofhistorical change.
That viewponit is of considerable antiquity; it was a
commonplace of the late Renaissance that tlie inventions
of printing and gunpowder had decisiwly changed
European society (although both nae, been known for
eenturies in China without having had similtzr effects).
The stirrup and the windmill have also been described as
technological changes having great impact on society
Lynn T. White, Jr., Medieval Technology and Social
Chatig,c, Oxford, Oxford University Press, 1962).

Some historians have maintained that immediate
economic interests are either preeminent or strongly
influential in determining historically important decisions.
Charles Beard emphasized the role of the financial
interests of those who drew up the U.S. Constitution,
partkularly their holdings in government securities, on the
form that document took, (An Economic Interpretation
of the Constitution of the United States, New York,
Macmillan, 1913.) However, he later warned against
"oversimplified economic interpretations" that view
economic interests as if "they are always and everywhere
independent 'causes' of political actions and institutions."
(The Economic Basis of Politics, 3rd rev. ed., New York,
Knopf, 1945,)

The Marxist account of "historical materialism
although emphasizing economic factors, is not a simr
economic determinism. Marxists argue that the econorn:
base of a society is the primary, but not the only,
determinant of social change-. The economic base consists
of the "forces of production" (the raw materials and
natural resources available to a society and its tools and
teehnology) And the "relationships of -production" (the
social and economic structure in which goods are owned
and exchanged). The forces of production may be similar
in industrialized economies, but the relations of produc-
tion may be markedly different in socialist and capitalist
economies. The econotvie base primarily determines the
configuration of a society's "superstructure" (its laws,
political institutions, art, religion, philosophy, and
science), but the 7uperstructure may also influence tbe
base.

(2) Reliance on Econometric and Demographic
Methods. Although economic history is an old field,
recently econometric analysis has been applied to
historical materials. The field is sometimes called
"cliometrics." For example, Alfred H. Conrad and
John R. Meyer attempted to discover the rate of
return on investment in Negro slaves, and on the basis
of their findings concluded that slavery in the
antebellum South was not unprofitable, as claimed by
most previous historians. ,.("The Economics of Slavery
in the Ante-Bollum South,"Journal (if Political Economy,
Vol. 66, 1958.) Another influential work in "retro-
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spective etrir Rober t W. Fogel 's Rail-
roads and A m Economic Growth: Jssiiys in Er.:ono-
metric History (Baltimore, Johns I lopkins University Press,
1964). After calculating the costs of alternative forms of
transport and storage, logel reached the conclusion that if
railroads had pot been invented, the gross national product
of the United States in 1890 would have been almost as
high as the figure actually attained. (See alsii V.a1,% I,.
Andreano, ed., The New Economic History, New Yofk,
1970, and Thomas C. Cochran, "Economic History,
and New," American Historical Review, Vol. LXXCV,
1969.)

Another quantitative approach is that of historical
demography. Becawc_ there were local censuses and systems
of registrations of baptisms, marriages, and burials in
Europe as early as the sixteenth century (and far earlier_in
China), the history of some populations ean be studied for
periods before the beginnings of regular national censuses in
the eighteenth century. Demographic methods provide a
quantitative way ol measuring aspects of the "welfare" of
past societies (through mortality figures and life expectan-
cies) and for noting changes in moral sanctions a
bastardy and pre-nuptial pregnancy and the spread of fami-
ly limitation); they can also _help to provide basic back-
ground materials for a general social history in which the
relationships of wages, prices, housing, and occupational
alstribution can be described. French historians have been
,,pecially active in this field;_ notably Pierre Goubert

'Ileauvais et le Beauvai;is de 1600 1730, Paris,
S.E.V.P.E.N., 1960) and I :nmanuel Le Roy Ladurie (Les
poysans de Languedoc, Pvris, S.E.V.P.E.N., 1966). intro-
ductions to this field in English are the Daedalus issue en-
titled "Historical Population Studies" (Sprino, 1968), and
E.A. Wrigley, Population and History (Lon& Weidenfeld
and Nicolson, 1969).

For a general consideration of quantitative methods, see
William 0. Aydelotte, Allan Bogue, and Robert W. Fogel,
eds., The Dimensions of Quantitative Research in IIistory
(Princeton, Princeton University P. 1972).

Universal Proee. 'ories

,\ lost claims to reveal 'the ,eanut, of history as a
whole" emphasize history as a universal proce tending
toward some goal. This may be the _Last Judf, _nt and
final triumph of righteousness, as in Christian t:s.tological
histories, or the achievement of some utopia on earth, as
envisioned hy such enthusiastic advocates of the idea of
progress as Condoreet. Many of the "scientific" historians
of the late nineteenth and early twentieth centuries wrote
their monographs in the belief that history as a whole was
the story of the steady progress of humanity toward
higher living standards or the establishment of represenri-
tive government and individual freedom. (See, fa-
example, Herbert Butterfield's account of such views in
The Whig Interpretation of History, London, Bell and
Sons, 19.31.)

A different notion of progress may be found in tlw
writings of Hegel and his followers. For Hegel, the entire
historical process was the progressive self-realization of
Spirit, which could only cotne to self-knowledge through
action. Among the Left Hegelians, Karl Marx attempted
to eliminate all traces of that kind of Idealism from his
account of history, but he retained the notion of
cataclysmic discontinuities between epochs (brought
about by revolutions rather than by Ilegers -world-his-
torical individuals") and saw historical processes as
inevitably producing the triumph of the proletariat, the
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eliminaticm of ate proptrLy, and the cessation of class
warfare.

Although most ersal process historical accounts
are teleological, 01, ed not be. One ex:Imple is
Rushton C01116)111'1- ": he Origin of Civilized `.1;orielies
(Princeton, Princeton i:niversity Prcss-, 1959). Toy nbee's
work also may be mentioned.

4. RESULTS ACHIEVED

Our disrussion of results achieved in historical inquiry
overlaps the discussion of current controversies in the
next Section. Many historical accounts achieve a high
level of literary merit, and the imaginative reconstructions
of past events often seem to have a striking plausibility
for many reader. . For purposes of this book, the
iruportam question is the extent to which historical
in uiry yields warranted assertions.

ome historians have taken a skeptical attitude toward
thi' possibility and even the desirability of developing

-urate descriptions of past events. Carl Becker, for
exe ,_nie regards historical reconstructions as social myths

rportant guides to action. He says:

"The history that does work in the world, the
history that influences the course of history, is
living history, that pattern of remembered events,
whether true or false, that enlarges and enriches tile
collective specious present.... Every generation, our
own included...must inevitably play on the dead
whatever tricks it finds necessary for its own peace
of mind. The appropriate trick for any age is not a
malicious invention desigr,-d to take anyone in, but
an unconsciols and necessary effort On the part of

to understand what it is doing in the light
of what it has done and what it hope:, to do. Wc,
historians by profession, share in this necessary
effort.... Our proper function is not to repeat the
past, but to make use of it, to correct and
rationalize for common use Mr. Eveniman's nryttiu-
logical adaptation of what actur happened."
(Becker, op. cit., p. 235, pp. 252.25:0

Others have ar7ued that historians do arrive at accurate
descriptions of what happened. jacl Ilexter, for example,
says:

"Truth about history is not only attainable hut is
regularly attained. It is true, for example, that at
Waterloo on 18 June 1815 Na;:oli-on I and his army
were decisively defeated by r coalition army
commanded by the Duke of WiTh gton. This is true
in the simple sense that i E. an iceurate description
of something that happened in the past, and the
accurate description of things that happened in the
past is one of the ends of history writing."
(Reappraisals in History, Evanston, Northwestern
University Press, 1961, p. 189.)

Accurate descriptions of the type mentioned by Hexter
do seem to be "regularly attained" b historians. The
difficulties and controversies arise when more general
interpretations are involved about the developmental
sequerces leading to some complex event. Ararious
interpretations are assessed differently by different
historians, and sometimes later interpretations, pre-
sumably based on the cumulative weight of the evidence,
are viewed as infexior to earlier interpretations. Page

for example, disparages rvent interpretations of
.inerican Revolution:

'Dille best interpretation of the causes of the
Revolution was made in the decr-le following the
treaty of peace in 1783 and...thereafter, as we
moved further in time from the dramatic events of
the Revolution and brought to bear on the problem
all the vast resources of modern scholarship, we
moved further and furthe: from the &nth about our
Revolutionary beginnings." (The Ji;jtariati and
History, New York, Vintage Books, !=:aNlorri House,
1960, pp. 165-166.)

And Howard K. Beale has argued that despite all the
benefits of hindsight, historians working on the American
Civil War have not developed any "explanations" that
were not "comprehended and stated before the war
occurred." (1946 Report of the Committee on listoriog-
raphy, p. 88.)

Some progress apparently often is made in term of
rejecting untenable conjectures or hypotheses. To illus-
trate, after a consideration of the historical accounts of
the nineteenth-century Prussian statesman, Baron von
Stein, Klaus Epstein says: 'No serious scholar belie%es
today that Stein had an unproblematicil personality (a
asserted by Pertz), or that he drew his main inspiration
from the ideas of 1789' (as asserted by Lehmann), or that
all was well with Prussia in 1806 (as asserted by Meier)."
("Stein in German Historiography," History and Theory.
Vol. 5, 1966, p. 274.)

Such discussions are practically -ertain to lead to
continual disagreement and controversy as long as
histodans have so many different aims; the criteria for the
acceptance of interpretations varies from what is regarded
as intrinsically plausible to those associated with the
devdopment of warranted assertions as discussed in
Chapter 1. Giving up the quest for absolute truth need
not result in complete skepticism, although sometim.-s
hi.tozhins write as if those were the only alternatives.

The difficulties just discussed are compounded because
historical descriptions typically rely uptit generalizations
from other fields. Sometimes those generalizations are so

supported by the evidence that they lead to
warranted assertions, as in the use of X-ray photography
and carbon-14 analysis in the verification of documents.
Other physical science techniques and findings also can be
useful to historians. For example, the extent and
distribution of cereals cultivation, even of a millennium
ago, can Le traced by means of the chemical analysis of
pollen preserved in peat bogs. Even the physical
appearance of Iron Age men is revealed in the
reservation of their bodies in peat. (See P.V. Glob, The

_og People: 1-on.Age Man Preserved, translated by R.L.
Bruee-Mitford, London, Faber, 1969.)

Much progress has been made in the analysis of written
documents, which now involves not only philological
techniques but physical science techniques. The exposure
of the forged "Donations of Constantine" by Lorenzo
Valla in the fifteenth century, based on anachronisms and
inconsistencies in the document, was one of the early
impressive achievements using philological techniques, and
was followed by much work afong similar lines. In general
it seems safe to say that numerous useful results have
been achieved by historians in the authentication and
dating of documents.

Howe% er, the generalizations used by historians from
some other fields may be far more dubious, as in the
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reliance on psychoanalytic or other scientifically eri-
ficd spmulations. Robert Fogel, for example, says that:
"The models of theoretical economics represent a

libraryivery much like the library of computing rontines
at aa IBM installationwhich can hr draws on in an
analysis of a wide range of historicai i:iroblenis." (Fogel,
Op. it., p. 246.) But inasmuch as many economic models
have yoven not to yield useful predictions, their use in
historical inquiry can bc seriously misleading.

It gr:ueral, then, we cco say that historians typically
maxe of generalizations in their attempts to ascertain
what 1:-Ipt.ened in the past. The results can range from
the scic,ii:fic to the highly speculative, depending upon
the !;en dirations used and the objective of the historian.

5. CONTEWORARY CONTROVERSY

For some lit-e there has been eonsiderabie dismission
among historieas, philosophers, and behavioral scientists
about methods of historical inquiry, with emphasis on
such questions as the extent to which historical inquiry
can be sciel An; and whether or not it is desirable for
historians to by: scientific. Nlany historians arc not as
concerned with methodological questions as are workers
in odic, behavioral science areas. Higham expresses the
views of some historians when he says:

Connections oetween theory and practice in
historical work are uju dy circuito-s and indistinct.
The &id- unsystematic chaxactee the historian's
enterprise rarely permits him u go directly from a
general fi._.ory to a particular moot.. lic is even
likely be a bit unclea- qtrmi'.. what
histortogtaphical assumptions at'
for the,,reticll niceties, a stron ,dait) and
precion in basic assumption. = ,;rove a
handicap in dealing effectively iitorkti data.
To move freely through the complez web of human
experience, historians need to employ simultane-
ously a multitude of causal hypotheses. Accord-
ingly, a good historian is not likely to operate
consistently within a single theoretical framework;
any ore perspective resiricts his range of vision.
Like liteiature, history e,ui gain richness from the
interpenetration of conflictinq ideas, from the
tensions of a divided allegiance. ' (Higham, op. cit.,
p. 147.)

The 1946 Report of the Committee on Ilistoriography
describes a situation that still seems characteristic of the
field of history:

"The profession, even in its outstanding leaders,
can hardly be said even as yet to have achieved
complete clarity as to its methodological principles.
And large numbers, who greatly admire in others
the fruits of the practice of a functional history,
and perhaps ably carry it on themselvei, neverthe-
less in their own theory of history retain many
elements from the assumptions of earlier days. But
in this lag the historical profession is scarcely
unique. It is notorious that most nitural scientists
are apt to be none too clear when they try to
analyze all that is implied in the very methods they
themselves may be so brilliantly exemplifying. In
stating their methods, they are very likely to fall
back on wki- they early learned their methods
should be, oblivious of how they themselves have

Unproved on what they were taught. (p. 51.)

Possibly it is for such reasons that iddhisopli,-- rather
than historians have freyientlf formulated man, of the
positions involved in controversies about historical
inquiry. Much of the discussion concerns the issnc of
whether history is a field unlike all others (sui generis), is
a part of behavioral science, or is a literary endeavor.
Arthur Dant() argued that historical inquiry is not, could
not, and should not be scientific, and that "it is a special
and irreducible activity of the human spirit, with a
function and justification of its own." ("On Explanations
in History," Philosophy of Sewnee. V ol. 23, 1956, p. 15.)

Robert Stover, io a book that he hoped would put an
end to the "sterile Con troversy " hrtween those who
regard history as a science and those who see it as a
discipline sui generis, argues against optiug for either
alternative exclusively. In his view, historical thinking can
be carried on both from a natural scieoce (deterministic
viewpoint and from a personally and socially "caring"
viewpoint. The first aims at intelligibility and the second
at living and acting in the world. Both are found together;
they are not mutually exclusive. (The Nature of Historical
Thinking, Chapel Hill, University of North Carolina Press,
1967.)

Along somewhat similar lines, Patrick Gardiner says:

"At one extreme lies the view that history is a
branch of knowledge which is sui generis; at the
other, there is the claim that it is, in some sense, a
department of science or, at any rate, that it is
capable of being transformed into such a depart-
ment. I shall suggest that there is truth in both
the contending doctrines." (The Nature of Historical
Explanation, oxford, Clarendon Press, 1952, p. 32.)

Both the issues just mentioned and others are related
to disagr,-- ,ents concerning the relation of the unique,
the particular, and the individual to generalizations in
historical inquiry. Although some histodans have m-in-
tained that historians investigate the unirpic, whereas the
sciences are concerned with what is uniform in recurrent
events, others have rejected that viewpoint. Edward H.
Cark., for exarriple, says: "The historian is not really
interested in the unique, but in what is ,.-nerai in the
unique. (What Is History?, New York, K. -,pf, 1962, p.
83.) And Geoffrey Elton argues that no one ean "deal in
unique fact, b2cause facts and events require reference to
common experience"; he insists, however, that historians
focus on "individuai qnd particular" facts and events that
are "treated as peculiar to themselves." (Elton, op. cit., p.
11.

Iton also rebukes philosophers for "hindering the
practice of history" and rejects the notion that history is
one of the "so-called social sciences." He regards as an
advantage that on his view there can be no experimental
verification of historical conjectures. Scientists manipulate
their subject matters and can only study "specifically
prepared artificial derivatives from what naturally occurs, '
whereas historians in,uire into "a dead reality independ-
ent of the enquiry.' This seems to overlook not only
physical "manipulations" of historical subject matter (e.g.,
carbon-14 dating), but also the transactional relations of
any inquirer and his subject matter.

Much debate has occurred in relation to Carl G.
Hempel's view that historical explanation requires general
laws. ("The Function of General Laws in Ilistor\ ,"
Journal of Philosophy, Vol. 39, 1942.) Hempel rejected
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the old ninnothetic idiographic distinction between
sciences that yield general laws ond those that yield
knowledge of unique or individual (\etas. He believes that
an explanation of an ev cut requires a set of causal
conditions and at least one "nen ersal hypothesis," and
that eplanation in all the empirical sciences has the same
general tom. lust as does the natural scientist, the
historian:

. :aims at showing that tile in question
was not 'a matter of chance, ut was to be
expected in view of certain antecedent or simultane-
ous condirons. 'Ulm expectation referred to is not

or divination, but rational seicutifie
that rests on the asstunption of general

. 39.)

pr, -:becy
a

ifempel admits that his Haus typically do out
dieitly invoke general - "1 in his view k

.-.'quired for an explanation dna instead they
orovide -explanation sketchcs

"Snch a sketch con. f a more or less vatme
indication of the la ws and initial conditions
.onsidered as relevant, and it needs 'fin: g out' in
order to turn into a full-fledged explanation. This
filling-out requires further empirical research, for
which the sketch suggests the direction." (Ibid., p.

42.)

Hempel sees, then two ilities open to
historians:

-The interpretations which are actually offered
history consist either in subsuming the phenomena
in question under a scientific explanation or
explanation sketch; or in an attempt to subsume
them under some general idea which is ilot
amenable to any empirical tests... I-The latter is

only J a pseudo-explanation which nti-y e emo-
tive appeal and evcke vivid asso-iations,
but which does not further our theoretical under-
standing of the phenomena under onsideration."
(Ibid., p. 45.)

Subsequently Hempel modifHt bis views some . Ile
agrees that historians oidy infrequently use general laws
of thc Aeductive-nomological" type that physical scien-
tists oftc,i use and that permit the deduction of an event
from the law. Rather, historians typically rely on
"statistical-inductive" laws, which arc statements of the
probability of :ome event's occurrile

One of Hempel's chief critics :!;.9y. Dray
supports verstchen procedures lunemistic
studies, he holds, strive for an at,' 6,- ,f the ajent's
reason for acting, whereas seientil; tions der cribe
behavior in ternis of regularities: oiry is logieall
continuous with literature rather thail social seieoce.
(Laws and Explanation in lkilory, London, Oxford
University Press, 1957, p. 139.) Human action must be
understood from "the actor's point of view," according to
Dray; "only by putting yourself in the agent's position
ean you understand why he ifid what he did." History is
characterized by a special logi type of explanation that
Dray calls "rational explanation," in which the aim is "to
show that what was done was the thing to have done for
the reasons given. Although many human lwhaviors may
be lawful, "discovery of the law would still not enable us

to understaud them in the sense pr( per tO this spevial
subject-matter." (Ibid., i)p. I 18-128.)

\ t present, many writers on historkal methodology
Adopt procedures similar to those of Dray and regard the
narratire as a, or the, distinctive form of historical
understanding. For example, ,Arthor Danto discusses
detail the thesis that "narrative sentences are so p.'culiarly
related to our emicept of history that analysis of them
must indicate what some of the main features of that
114uncept are," (Analytical Philosophy of History, Cam-
bridge, Co-ibridge University Press, 1965, pp. 143-151.)
,And- W.B. '1alhe contends that stories arc its distinctive to
history as theories are to the natural scienees: "from the
inonwitt an historian first conceives his taA, he cmiceives
it as a certain kind of story, with a roughly described
track of development toward a main conclusion."
(Philosophy and the Historical Understanding, London,
Chatto and Windus, 1964, pp, 71-72.) Gallic compares
understanding history to following a story or watching a
pine of critdtet, where explanations are only called for

soi,-& unexpected turn has occurred, and where
understanding is guided by the anticipated end,

Recently Lee Benson has been highly critical of literary
or narrative history and has called for a scientific
method of historical inquiry. Ile says:

"In my judgment, history has become a relatively
trivial enterprise. cannot think of any significant
contribution that specialists of past human behavior
have made to social thought in the last fifty
years... 1 think it is reasonable to claim that no
historian writing in the last fifty years has
significantly 'contribuo-A to our thinking about the
nature of human beings, the way human beings
function, or how the study of homan behavior can
help men achieve desired social Samuel
H. Beer ev al., "New Trends in _ Daedalus,
Fall, 1969, p, 891.)

limson also maintains titat historical inquiry "attempts
to undetstand the past in order to control the present and
future." (Ibid., p. 892.) From _that point of view, he
criticizes historical scholarship about the American Civil
War, which probably has had more man-years of historical
effort devoted_ to it than has any other phenomenon. The
results, according to Benson, are trivial: "If one Were
called before some bar to justify the incredible_ amount of
resources and intelligence and effort expended in this
field, truthfulness would force one to be sileM," p.
901.) Ile maintains that the information resulting from all
this work has no relevance to other nations in which
different subcultures are geographically separated, and
does not "specify the condit1.ms under whiclt political
systems are likely to be unable to resolve differences
through the normal peaceful means that the system
provides." (Ibid., p, 902,)

There are numerous other controversies among histori-
ans about _methodology, only one of which will be
mentioned here, Although historians of many shades of
political opinion have sometimes questioned the possibil-
ity of ethical neutrality in historical inquiry, recently
that point of view has been strongly emphasized some
historians favoring radical social change. lloward Zinn, for
example, says that in "a world where justice is
maldistributed, hktorically and now, there is no such
thing as a 'neutral' or 'representative' recapitulation of the
facts," Ile also calls for "an emphasis on those historical
facts which have hitherto been obscured, or whose recall

8 7
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would serve to enhance justice and brotherhood." (The
Politics of History, Boston, Beacon Press, 1970, p. 24.)

As in many other fields, some historians have bitterly
attacked the links they see between most of the
profession and the socioeconomic establishment. Barton J.
Bernstein's Towards a New Past: Ifissenting Essays in
American History (New York, Pantheon, 1968) contains
repr( ,:entative articles by radicals, left-liberals, Marxists,
a el other critics.

6. TERMINOLOGICAL PROBLEMS

Most historians have almost exclusively used ordinary
literary Ir ignage in their inquiries, which has resulted in
continual 'ifficulties with ambiguities in terminology.
These difficulties were examined in the 1946 Re-
port of the Committee on Historiography. The Committee
selected fifty terms frequently used in historical writing
and collected numerous examples of their use. They
commented: "it may be said that the results were fearful
and wonderful."("Or. cit., p. 107.) To see if such confusion
could be reduced, the Committee asked Sidney Hook, a
philosopher well acquainted with historical method, to
study the fifty terms and "formulate definitions as exact
as possible" on the basis of the material submitted to
him. After many conferences with the Committee, Hook
"made it evident to the members that no self-consistent
definitions of the fifty historic_d terms could be hased on
an analysis and synthesis of the meanings given Li them
by numerous historians." Among the ternv.3 Hook
analyzed were: accident, analogy, cause, chance, change,
i:ontingency, destiny, development, dialectic, fact,
orce, frame of reference, generalization, predestination,

progress, and understanding.
Since that time an effort has been made by an

international team of historians to clarify terminology (E.
Lousse, ed., Grundbegriffe der Geschichte, Berlin, de
Gruyter, 1965), and another group of historians has
studied "generalization" (Louis R. Gottschalk, ed.,
Generalization in the Writing of Hisiory, Chicago,
University of Chicago Press, 1963', wither attem nt has
enjoyed much success, except Jr, demonstrating the
necessity of further work on the dAeulties involved.

"Cause and related names have been bud) discussed.
Some historians suggest that the name should be
abandoned. (See Charles Beard and Alfred \law,- in the
1946.Report of the Committee on Hist, iography, pp.
136-137.) Patrick Gardiner, on the other hand, argues
that historians' languap would have to be entirely recast
if all referenms to ' cause" and related language were
eliminated. (Gardiner, op. cit., pp. 65 ff.) Isaiah Berlin
has written an influential criticism of deterministic views
of history. Although he does not !maintain that
determinism is "necessarily false," he says that we can
"neither speak nor think as if it eodd be true" and that
if determinism were correct many distinctions commonly
made "would be as inappropriate as the attribution of
moral responsibility to the planetary system or the tissues
of a living cell." (Historical Inevitability, London, Oxford
University Press, 1954, pp. 32-33.)

As already noted, many historians pit special emphasis
on "explanation." Sometimes "explanation" names an
adequate description of things and events. At other times,
it names a special form of understanding of motives and
intentions. Despite the confidence of many writer:- ii
history and elsewhere that motives anr1 intentions are the
..'sy to explain human actions, oit,-n the alleged
explanation is Olt:y a restatement of th.1 question with

%an the inquiry, as was discussed in Chapter
1. f we want an answer to the question of why Ilitler
behaved as he did on certain occasions (in the sense of
wanting to describe adequately the connections among
the things and events leading up to his behavior), to be
told that he was aggressi wanted to enlarge Germany's
geographic area, etc., i$ simply to restate the original
question.

7. COMMENT AND EVALUATION

Practicing historians tend to blend literary and
behavioral science approaches, and sometimes that is
viewed as a great virtue. Higham, for example, praises the
historian as uniquely:

"...viewing a situation from within and from
above, blending subjective identification with objec-
tive analysis, uniting art with science, recognizing
the complementarity of perspectives and the
multiplicity of relationships oy which the histo-
rianand he aloneundertakcs to grasp a transition
in huinan affairs in its full contextual significance.
(Iligharn, op. cit., pp. 14:3-144.)

Even when historians emphasize behavioral sei, ace
procedures of inquiry, they often use the less scientific
aspects of those procedures. Robert F. Berkhofer, Jr for
example, although advocating a behavioral approach,
defends subjectivist procedures such as phenomenology
and aerstehen. (A Behavioral Approach to Historical
Analysis, New York, Free Press. 1969.)

If we turn to the question, not of what historians
actually do, hut of what they could do, there seems to be
no insurmountable methodological difficulty in approach-
ing historical inquiry in the way suggested in Chapter 1.
And, indeed, the results of historical inquiry that best
stand up seem to be those in which sr.ch a method was
used, whether or not the historians were fully aware, or
aware at all, of that rnethor'

The major methodoLgical controversies concerning
historical inquiry are also found in other behavioral
science areas. Historians usually discuss those contro-
versies in a cruder way thin- s fo other fields,
and are often convinced ,.r.et thee' . is somehow
"special" and must thereiore nave Tecial general
method, However, inquirers in other areas often deal
successfully with historical materials, without using
"special" methods.

Frequently the focus on particular events is what is
tal,en as requiring some special method. However,
physical scientists are often collet rned with specific
happenings at specific times and places, either in the
future, as in predicting the next eclipse of the moon, or
in the past, as when geologists date some phenomenon.
Moreover, typically imi experimental situations the scientist
needs to have an accurate description of just what
happened to one variable as a consequence of a change in
another variable. Sometimes historians maintain that their
interest in particular cvents is just in those events
themselves, rather than in the events as representative of a
class of similar events. But that distinction seems to be
one only of deg-ree, not kind; the scientist's interest in an
eclipse may be as "particular" as the historian's interest ill
the evellts in his subject matter, and the historian uses
generalizations in describing partieulai i.vents, just as the
physical scientist does. Perhaps of even greater impor-
tance, human transactions are ouch that separstmg,

RR
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detaching, or severino the individual organism from its
environment typicalry impedes inquiry. Emphasizing
individual aspects as individual, rather than viewing thern
in the full process of which they are a part, often makes
it more difficult to develop useful descriptions of the
connections among the aspects aml phases of the
transaction being investigated.

Lee Benson is one of the few historians urging that
something like what we called modern scientific proce-
dures of inquiry be used to replace the "established
historiographic system" (Toward the Scientific Study of
History, Philadelphia, Lippincott, 1972, p. 227). His
negative criticism of conventional Civil War historiog-
raphersthat like the Buddhist wheel of fate they go
"round and round" without ever getting anywhereseems
well founded. He has demonstrated the unreliability and
inadequacies of much of the data used by historians. Ile
emphasizes that behavioral inquiry should not be modeled
after, or restricted to, the specific investigatory techniques
used by physical scientists.

In general, much of Benson's work is in harmony with
the views we express c' in Chapter 1. On the other hand,
he disagrees in impo Int ways with some of the points
we emphasize. He apparently does not accept our view
about the need to interweave conjectures and measure-
ments at all stages of inquiry, for he develops in advance
of testing an elaborate "general analytical model for
explanations of internal war causation" (Ibid., pp.
334-340), and in other ways appears to defend elaborate
a priori conjecturing that we regard as inappropriate. His
break with the literary' model for historical inquiry,
however, may set a desirable precedent for the profession.

Whether what is done by professional historians will
largely shift to the type of inquiry we called "modern" in
Chapter 1, we do not attempt to predict, but we do
suggut that there are no intrins_ difficulties in the
subject matter that would preclude such inquiry, that the
results of such inquiry have proved useful, and that we
see no reason why the results will not continue to prove
useful in the future.
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VIII.

JURISPRUDENCE*
1. WORKING DESCRIPTION OF THE FIELD

NQUIRERS in the fir" , of jurisprudence study the
origin, development, ane e,perolion of legal
institutions, rules, and processes, including their

connections with other sociocultural processes and
institutions. The field overlaps many other behavioral
areas of inquiry, including sociology, political science,
economics, psychology, and anthtopology.

2. OTHER DESCRIPTIONS OF THE FIELD

The label "jurisprudence 1,4TII applied in various
ways; e.g., to designate a ;.a; system (as in
"Roman jurisprudence"); the cow judicial decisions
over time; a point of view about legal behavior (as in
"sociological jurisprudence"); inquiry into assumed under-
lying principles of legal systems ("philosophy of law'. and
"formal science of law"); and law as a subject matter of
inquiry. Investigators in the field of jurisprudence often
are labeled jurists or jurisprudenis.

[historically jurisprudence has been associated with
inquiries in many other fields, including philosophy and
theology. For some time, many writers have urged that
jurisprudence become a behavioral science, fully or
partially. Roscoe Pound, one of the most influential
recent jurists, says:

"The thirteenth century put theological philos-
ophy bellind law to sustain authority. The sixteenth
and seventeenth centuries divorced philosophy of
law from theology and divorced law (not laws) from
authority. The nineteenth century divorced legal
philosophy from political philosophy and set
jurisprelence off rblinitel:, as a separate science.
The tw entieth celetury seeks to unite jurisprudence
w:th the, other social sciences... "(Law Finding
Through Experience and Reason, Athens, University
of Georgia Press, 1960, p. 17.)

On the other hand many jurists maintain that
jurisprudence fundamentally is 'normative" rather than
scientific. For example, in a disctesaion of world order,
D.P. O'Connell says:

"A jurist who discusses order' has in mind a
particular and fairly rmt-icted concept of order.
lJnlike the natural or s acial scientists, he 3 not
concerned with problems of hypothesis and verifica-
tion, or limited to describing events and analyzing
tendencies. His is a discipline concerned with the
control of human behavior, and it is therefore
normative. In a colloquium on 'world order' it is
therefore important that the jurist insist that the
normative element be retained in the discussion, for,
if he fails to do so, he abandons his claim to keep
his study discrete from politics. He may well
consider that the activities of the political scientists
or economists or experts on international relations

*Samuel Krislov suggested changes in an earlier version of this
chapter. His comments are appreciated, hut he is not responsible
for the content of the chapter.
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are properly concerned with no tr
ascertainment of trends and the
consequences. His own disciplini- ee
more, and that is the element of vale
of International Law," Daedalus, Spring,
627.)

Phr
In

i`t6.1itni;
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Some wrinTs who view jurisprudence as a social bek ce
field also elieve that the social sciences, unlike tit,-
physical sciences, are concerned with "nonnative" isseea.
Pound, for example, says: "What-ought-to-be has no place
in physical science. It has first place in the so4.1,11

sciences." (Contemporary Juristic Theory, Claremont,
Claremont College, 1940, p. 36.)

As in the fields of economics and political science,
there arc many diverse views found about the relation
between "positive science" and "policy applications."
Eugen Ehrlich, a German sociological jurist who had
considerable influence on many American jurista,, empha-
sized the "theoretical" and "pure knowledge" in
jurisprudence:

"In jurisprudence...the distinction between the
theoretical science of law...and the practical
science of law...is being made only just now....
This distinction...is the basis of an independent
science of law, whose purpose is not to subserve
practical ends but to serve pure knowledge, which is
concerned not with words but with facts."
(Fundamental Principles 6., Sociology of Law,
Cambridge, Harvard Universia, Press, 1936, pp. 34.)

Others viewed jurisprudence as "practical" and as
concerned with improving the operation of legal pro-
cesses. Sometimes jurisprudence is viewed as "social
engineering":

urisprudence...is 'social engineering and the
various trends within it...are only different tech-
niques of such engineering suited to the interpreta-
tion of particular needs of concrete systems of law
and corresponding types of inclusive societies."
(Georges Gurvitch, Sociology of Law, New York,
Philosophical Library, 1942, p. 11.)

And Pound said:

"Engineerinc. is thought of as a process, as an
activity, not merely as a body of knowledge, or as a
fixed order of construction.... The engineer is
judged by what he does. His work is judged by its
adequacy to the purposes for which it is done....
We are beginning, in contrast with the last century,
to think of jurist and judge and lawmaker in the
same way. (Interpreiations of Legal History, New
York, Macmillan, 1923, p. 152.)

Some writers emphasize problem-solving:

Me important thing is that scientific juris-
prudence is essentially a problem-solving device....
Experimental jurisprudence may be said to extend
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to two main fields of activities: (I) bringing the
discoveries of other sciences, both physical and
social, into such a focus that they can be Used as
tools to aid in lawmakirig and enforcement; (2)
conducting legal research into the effectiveness of
statutes as actually enforced to accomplish the
purpose for which they were enacted, and...to
develop by research arid experiment the jural laws
controlling such phenomena." (Frederick Beutel,
Soffit' Poten(ialities of Experimental Jurisprudncc
as a New Branch of Sm_.ial L.:ience, Lincoln,
University of Nebraska Press, 1957, pp. 19, 189.)

3. METHODS AND TYPES OF INQUIRY

Pound identit. 's over 20 separate schools of juris-
prudence, datinr from the Greeks and the Romans
(Jurisprudence, St Paul, West Publishing Co., 1959), and
others could be added. For present pescoses we shall
discuss bHefly some of the traditional schools and give
greater emphasis to those points of view that are intended
to be scientific or partly scientific.

Natural Law Jurisprudence. Natural law th:er is
derived from Greek, Ro-aan, and Christian sourec,, and
has been strongly influential in American political and
legal histo i the Thomistic version, four kinds of law
are differei...iated: (1) "eternal law," the reason of God
that governs the universe; (2) "divine law," the revelation
of divine wisdom in the Bible; (3) "natural law," the
reflection of divine reasoo io created things and inherent
in human nature; and (4) -1;ositive" or 'human law," the
laws promulgated by governments. Natural law is said Lo
be stable and universal- ensl :o apply to all cultures and all
men, including pagans. Thomas Aquinas mentioned as
examples of natural law tile inclination of men to live in
society, to preserve themselves, to beget and raise
children, etc. Positive laws, according to the Thomists,
vary from place to place and must he adapted to
particular circumstances, but natural laws are unchanging
a priori standards for judging positive laws.

The theological basis of Thomistic natural law is
defended hy Jacques K 'otans:

"This true phil, o he rights of the human
person is based upo- !rue idea of natural law, as
looked upon in an onLa!agical perspective and as
conveying through the cw'rltial structures and
requirements nf created nature the wisdom of the
Author of Being." (Wan (Irv! the State, Chicago,
University of Chicago Press, 1951, p. ,)

Many other versions of natural law, including secular
versions, have been offered. The "source of knowledge"
of natural law somctmes has been been held to he
revelation, sometimes 'pure' reason, and sometimes
revelation plus reason. Recently some writers have
suggested that the biological and the behavioral sciences
might provide an empirical basis for natural law. See, for
example, F.S.C. Northrop, The Complexity of Legal and
Ethical Experience (Bosto.,, Little, Brown, 1959). And
many writers who reject earlier, O. theolegical,
versions of natural law maintain tha. ..1 some sense
natural law exists. Philip Selznick, for example, argues
that "reason" can select those human norms that properly
are to be given the sanction of law. ("The Sociology of
Law," Journal of Legal Education, Vol. 12, 1960, pp.
521.522.) Lon L. Fuller perhaps has been the most
influential recent jurist defending natural law; see his The
L4iw in Quest of Itself (Chicago, The Foundstion

1940) and his Atzato . of the Law (New York, Praeger,
1968). For some general criticisms of natural law
doctrines, especially in relation to the United States, see
Cornelia G. Le Bon:illier, American Democracy and
Natural Law (IN,-vi York, Columbia University Press,
1950); and Fligioic C. Gerhart, American Liberty and
'Natural Law" (Boston, Beacon Press, 1953).

Analytic Jurisprudecce. the older school of analytic
jurisprudence arose in part because of the need for
organization in the ',minion law of England. John Austin
dealt systematically critically with the law of his
time. (Lectures on Jurisprudence, 5th ed., revised,
London, John Murray. 1885.) The law was analyzed into
taxonomic division, contracts, property, etc.), in
order t, show the logical interrelations of the various
fields. Positive law was viewed as the subject matter of
jurisprudence, and law was identified with the "com-
mand" of a "sovereign power." Austin gave little or no
attention to the historical and sociological processes
through which laws are developed; he analyzed logically
the rules and materials found in the legal system under
investigation, This procedure, somewhat modified, still has
followers in Great Britain (G.W. Paton, A Text-book of
Jurisprudence, Oxford, Clarendon Press, 1946; and earlier,
T.E. Holland and J.W. Salmond).

In addition to the Austinian school, other points of
view also emphasize some form of "analytic" procedure.
For example, Hans Kelsen attempted to discover the
irtherem: structure of legal systems, and argued for a
"Pure Theory of Law" that would exclude everything of
a nonlegal character. He held that the law was a
self-contained system of propositions consisting of
declarations by officials. Kelsen made a sharp distinction
between social facts and the logical consequences of a
legal system's postulates. The "validitr of positive law
depends upon a basie norm." The basic norm is that
norm the validity of which cannot be derived from a
higher one. Basic norms seem to be the presuppositions
that allegedly make possible the rest of the legal order.
The validity of laws is tested not by their psychological,
sociological, or political consequences, but purely 'norma-
tively.' (The Pure Theory ,L.f Law, 2nd ed., Berkeley,
Universizy of California Press, 1967; Ger,yal Theory of
Law and State, Cambridge, Harvard Uri:versa,/ Press,
1945.)

Various treatments of law be those influenced by
recent language philosophy also have been prominen ,
with the views of ILL.A, Hart perhaps heir g the most
important. (The Concept of Law, Os. ce,d, Clsrendon
Press, 1961.)

Historical Jurisprudence. This ()Ai:en is listed as a
separate school, the objectives of which are to trace aie
histories of legal systems to interpret the changes that
have taken place in laws, and to ascertain the influences
that account for those changes. The methods used are
similar to those used in other areas of historical inquiry.
Many historical jurists be!;,-ve that laws originate in
customs, and they appraise the purposes and functions of
coraemporaiy laws in terms oi their original purposes and
functions_

Friedrich Karl von Savigny is generally acknowledged as
the founder of the historical school. Law, he maintained,
was a spontaneous emanation from the "life and spirit of
a pec;,0c,' much hike language, customs, and songs. The
leaning Ei.gli!,n. exponent of this school was Sir Henry
Maine. lb asserted that legal c:evs,loprnent has been a
..lovemem frm slam; to conit,xt; i.e , a progre-,ion
r 'in a fixed eonditiou which an individual 1::ids

:-:lintiMf as part of a vo,e, to a sptein haseil upon
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contract.

One brancli of historival jun iudence is srimetjmcs
called the comparative school ( .rederick
Frederick Pollack, Paul Vinogradoff, etc.). Historical
methods are used to study two or more leoal systems in
an attempt to discover their similarities and 7lifference,4.

Legal Realism. fire legal realists view their subject
matter not as a body of rules, the cmumands of a
sovereign, etc., but as the behavior of court and other
public officials. The realists, like the legal sociologists,
inquire into the way laws function in practice, the
economic and social influences on legal syatems, and the
psychological characteristics of legislators and judges. The
legal views of Oliver W. Holmes, .10,,,epli W. Bingham,
ohn Chapman Gray, Roscoe Pound, olm liewcy, and
A.F. Bentley considerably influenced the realists. Karl
Llewellyn, Edward S. Robinson, Thurman Arnold, erome
Frank, Fred Rodell, and Felix Cohen are among the
recent advocates of legal realism.

Often considerable emphasis is placed on predicting
what the courts will do, the legal realist:

-...seeks to isolate the factor or factors upon
which court decisions actually rest in order to
provide the student and the practiticmei with an
accurate method of forecasting what the courts
actually do. The ideal is a 'science of law.' (Fred
V. Cahill, Jr., Judicial Legislation: ,1 Study in
American Legal Theory, New York, Ronald, 1952,
p. 114.)

In Jurisprudence: Realism in Theory and Practice
(Chicaoo, University of Chicago Press 1'962), Llewellyn
summe7d up his position. He scrutinized claims that legal
decision making is merely an outcome of a logical
process, with the legal rule as major premise and the
conclusion a product of deductive inference. Ile main-
tained that the realities of legal practice and decision
making are far different. La-, not an abstract
rule.systern, but a going social i..Flitution that involves:
(a) settling grievances and o:isputes, (b) channeling
conduct in tension ridden situations, (c) redirecting new
lines of conduct, (d) allocating decisional authority, (e)
unleashing incentive, and (1) developing effective legal
techniques for doing legal jobs.

In general, the realists tend to agree upon the
following:

(1) Rejection of natural law.
(2) Insistence that inquiry into law must be based on

empirical data, rather than on alleged transcendental
concepts and intuitions. (Lee 1,oevinger, "An Introduction
t...; Legal Logic," Indiana Law Journal, Summer, 1952

(3) Skepticism of the traditional use of deduction in
jurisprudence. This skepticism takes several forms. Some
doubt that a workable body of detailed rules of the type
found in legal systems can be dedueed from a relatively
small number of 'natural laws." As Jerome ./..1,ank pointed
out, those who use sylloOsms in their quest for le' l

certainty often forget that their premises may be
doubtful. (Law and the Modern Mind, New York, I ndor,
1936, p. 66.)

(4) Emphasis on the transactions of those involved in
leffal processes, rather titan on formalistic aspects of law.
Q.,dwuo N. Garlan, Legal Realism and Justice, New York,
Colunih"a University Press, i?44, p. 5.)

(5) desire to he scientific. Karl N. Llewellyn, for
exampl., say:, that law is a body of data to be
investigated in tii. same ;,;eneral way as inquiry is

2

conducted in the physical scienc ('Sour1 Realism about
Realisni: Responding to Pean Poond," Harvard Lail,
Review, Vol. 44, 1931.)

Sociological Jurisprudence. Sociohigleal jurisprudence
has many similarities to legal realism. Ludwig Gumplowicz
and Eugeu Ehrlich originated sociological jurisprudence;
Roscoe Pound was the most prominent exponent in the
United States. Other well known advocates have been
Supreme Court. Justices Benjamin N. Cardozo and Harlan
Fiske Stone. Jiirisprudence is regarded either as a social
science or as continuous with, and dependent upon, the
social sciences.

The_ legal order, according to Pound, is not concerned
with abstract rights, bin with actual interests, claims, and
demands. Pound severely criticized traditional juris-
prudence:

There has been too much abstract reasoning
from attractive analogies of the past and not enough
testing of those analogies in the light of how they
meet or fail to meet the exigencies of reasona
expectations of men in the time and place.
ethics and abstract politics must be suppler
by comparative study of the social and ce
conditions from which their abstract theoi
derived and of those to which they are
applied. This is the point to which the pragrna
of Hohnes and James is directed." (Law Finding
Through Experience and Reason, pp, 47-48.)

Pound emphasized both as a contributing force to,
and a reflection of, society Law was_ viewed as an
instrument of soeial change, not as a body of fixed,
deductively derived principles. He described the impact of
sociology on jurisprudence as follows:

the past fifty years the develc ,rnent of
jurisprudence has been affected profoundly by
sociology. The older mechanical sociology affected
the science of law by its insistence upon thinking
about groups. Thus it had much to do with bringing
us to give up the abstract individual as the central
point in joristi, thought. Also this insistence upon a
social theory led jurists to seek to relate law more
crliticgic,ailly to other social phenemena. Later the

cal sociology brought about more thorough
study of primitive legal institutions and gave
impetus to the unification of the social sciences by
establishing connections with anthropology and
ethnology. Still later the psychological sociology
gave us a more adequate account of the traditional
clement in legal systems, turned attention to the
problem Gf judicial and juristic method, and made
us aware of the traditional art of the lawya's craft
as an element in law and a factor in legal
development." ("Sociology and Law,'" io W.F.
Ogburn and A. Goldenweiser, eds., The Social
Sciences and Their Interrelations, Boston, Houghton
Mifflin, 1927, T.. :!'t4.)

Experimental Jurisprudence. According to 13 ritel:

"...the steps employed in prosecuting a method
Experimental Jurisprudence should be approxi

mately as follows:
1. The nature of the phenomena whieh law

attempts to regulate should bc studied. In parti-
cular, the social problem to which a specific law is
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directed should be carefully isolated and I` xamined.
2. The rule of law or other method used to

regulate the phenomena or intended to mike the
social problem should be accurately stated.

3. The effect on society of adopting the rub.
should be observed and measured.

4. There should then be constructed a hypothesis
that attempts to explain the reasona for nos reaction.

5. This description, when broadened to apply to
other analogous situations, might be considered a
jural law that describes or predicts results which
would occur on applieut;:m of a similar regulatory
law to similar probh

6. If shows that the law is inefficiei
there could dr.li he suggested new methods
accomplishing the originally desired result.

7. The proposed new law could be enacted
the process repeated.

8. A series of.such udoptions of new laws
study of their resuk might throw impor ut light
upon the usefulness of the underlying eirpo.---
behind the enactment, thus effecting a possiii.,
alteration in or abandonment of this objective, or in
the long run, though this now appears drui'.'
even induce a revision of our present scale of soi1.11
and political ethics." (Some Potentialities of Experi-
nzental Jurisprudence as a New Branch of Social
Science, pp. 18-19.)

In a later book Bentel says that a "jural law" is not a
"man-made enactment to govern the conduct of men,"
brit a scientific law" or "warranted assertion." (Democ-
racy or the Scientific Method in Law and Policy Making,
Rio Piedras, University of Puerto Rico Press, 1965, pp. 98,
99)

Although Bentel is the person chiefly associated with
-experimental jurisprudence," other writers also have
defended some version of experimentalism. See, for
example, Thomas A. Cowan's "The Relation of Law to
Experimental Social Science"(University of Pennsylvania
Law Review, Vol. 96, 1948), and his "Experimental
Jurisprudence arid the Pure Theory of Law" (Philtmophy
and Phenomenological Research, 12, 1950).

Jurimetrics. According to 1,ee .ievinger, "the Zics
of those who practice jurisr r..oe -e and thm. iho
practice science are so unlike toerc is very AL.,
communication and no exchange or oil- between them--
He believes that the label "juristrrAmice" is so closely
associated with traditional proceriurfs of philosophical
inquiry that little progress can be expected even in
"experimental jurisprudence"; he suggests that a new

"jurimetrics," be used for scientific inquiry into
legal processes. Loevinger and his co-workers are keenly
interested in some of the newer developments in
electronic data storage and retrieval, and they have great
hopes for the application of symbolic logic to legal
inquiry:

lurimetrics is concerned with such matter- T-s
the quantitative analysis of judicial behavior, tne
application of communication and information
theory to legal expression, the use of mathematical
log,ic in law, the retrieval of legal data by electronic
and mechanical means, and thc formulation of a
legal calculus of legal predictadility." ("Jurimetries:
The Methodology of Legal Inquiry," in Hans W.
Baade, cd., Jurimetrie.s, New Nrork, Basic Books,
1963, pp. 7-8)

4. RESULTS ACHIEVED

Much of the work dom. by jurists is deliberatell,
nonscienti fie in meth /id and intent, especially when
inquirers believe that some absolute norms for human
behavior exist and can he discovered through "reason,"
"alsight," or "revelation." A vast literature of con-
jectures and conclusions about legal problems and
issues, based on the type of procedures we called

./ _tional in Chapter 1, is available. Much work in
natural law "theory" falls into that category, as well
as many of the conjectures of the analytic and the
historical jurists.

Although recent work following sclf-actional procedures
is less grandly metaphysical than earlier work, many
inquirers are convinced that important principles can be
derived from an "analysis of concepts." John Rawls, for
example, in his influential book, A Theory of Justice
(Cambridge, Belknap Press, 1971), develops principles of
justice that. supposedly would be accepted- by "free" and
-rational" persons under ideal conditions of "complete
iluality," and he also extends his argument to less ideal
circumstances. (For other examples of the procedures
used by recent analytic philosophers, see Robert S.
Surnmers, ed., More Essays in Legal Philosophy, Berkeley,
University of California Press, 1971.)

Considerable work has also been done in jurisprudence
by sociologists, political scientists, am! lawyers who
follow the procedures we called interactional in Chapter 1,
sometimes with an admixture of self-actional procedures.
Such work is partly "empirical," or ,4.,-ervationally-based,
but is guided by "normative" princii:ics. Philip Selznick,
for example, has considered labor-management collective
bargaining processes in the light ef his views on
""authority," "leg,itimacy," and similar categories. (Low,
Society, and Industrial Justice, New York, Russell Sage,
1969.)

In an attempt to make jurisprudence more scientific,
cooperative research projects involving workers from
several behavioral fields have inquired into the operation
and social effects of specific laws and :.egal institutions.
Walter Cook and his associetes at John Hopkins pioneered
in such endeavors, but the project fr.iled for lank of funds
d..:ring the Depression. For a number of years, Sheldon
and Eleanor Glucck, a jurist and a sociologist, aided by a
staff of physicians, anthropologists, social workers, and
othera, studied crirnin. I imbavior. A series of publications
on adult and juvenile delinquency resulted, and the
predictive tables dev. loped have been use , with some
success in the treatment of offenders. (See Sheldon
Glueek and Eleanor Check, Toward a Typology of
Juvenile Offenders, New irk, Grune and Strattoa, 1970,
for a recent example of their work.)

The Chicago Jury Project, another joint effort of jurists
and behavioral scientists, is concerned with the delibera-
tions of juries. (See Hans Zeisel, Harry Kalven and
Bernard Buchholz, Delay in the Court,
Brown, 1959; Harry Kalven, Jr. aml 7
= -lerican Jury, Boston, Little, Brown, :r
inqoiricc making use of the findings in several s- af
research exist; sometimes associated with parti,olar
institutions, such as the Columbia University Project for
Effective Justice, and sometimes not so institutionalized
(e.g., Frederick K. Bente!, Study of the Bad-Check Laws
in 1Vebraska, Lincoln, University of Nebraska Press, 1957).
For a reasonably representative example of work
attempting to relate law and the behavioral sciences, See
the textbook by Lawrence Friedman and Stewart
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Macaulay, Lau an(1 ,,:nt Behuel . (Indianapolis,
Hobbs-Merrill, 0o9). :Also of interes is the essay by
Keuneth Culp Davis, -Behavioral Scier ee and Administra-
tive Law" (Journal of Legal Education, Vol. 17, 1965).

In recent years the topics mentioned below, among
others, have received considerable attention,

T here have been it urn CO studies of concemilig
compliance with laws, including the impact of laws and
the resultant behavior. The book edited by Sanmel
Krislov et. al., contains reievant materials from man.'
behavioral fields (Complinnee and the Law: .4 Muhl-

;'ary Approach, Beverly Hills, Sage, 1972).
f_:,ne,,arative and developmental studies have been mad-

tropoloOsts and 0:,hers. E. Adamson Hoebers work
een influential (The Law of Primitive Man, New
Atheneum, 1968). At times the emphasis is on ho

disputes in general (not just legal conflicts) are handled in
various cultural and social contexts, as in the volume
edited by Laura Nader (Law in Culture and Society,
Chicago, Aldine, 1969). Various comparative studies have
been made; e.g., a cross-cultural study of judicial behavior
(Glendon Schubert and David J. Danelski, eds., Compara
tive Judicial Behavior, New York, Oxford, 1969), and
work on Indian law (Marc Galanter, "The Displacement
of Traditional Law in Modern India," Journal of Social
Issues, Vol. 24, 1968). Work also has been done in
developing conjectures about possible "culture-transcend-
ent" legal frameworks (Adda B. Bozeman, The Future o
Law in a Multicultural World, Princeton, Princeton
University Press, 1971).

Numerous studies have been made of police behavior,
the discretionary power of police and prosecutors.
sentencing, and related matters. For a sampling of the
literature, see: James Q. Wilson, Varieties of Police
Behavior (Cambridge, Harvard University Press, 1968);
William A. Westley, Violence and the Police (Cambridge,
M.I.T. Press, 1970); Abraham S. Blumberg, Criminal
Justice (Chicago, Quadrangle, 1970); John Hogarth,
Sentencing as a Human Process (Toronto, University of
Toronto Press, 1971); and Kenneth Culp Davis, Discre-
tion9ry Justice: A Preliminary Inquiry (Urbana, University
of Illinois Press, 1970.

As was noted iv the Chapter on Political Science, ranch
attention has been given to judicial voting behavior,
indue''rig Supreme Court Decisions, comparative studies
of dift r t types of courts, etc. Other topics of recent
interest have been poverty iaw; work on contemporary
social issues that have been the subject of Presidential
Commissions (e.g., on Crime, Violence, and Obscenity);
antl studies of socialization, such as the attitudes of
children toward the law, the professional socialisation of
lawyers ant. the police, etc.

Jurists interested in jurimetrics, and others, nave been
concerned with the possible applications of decision
theory, computer techniques, information retrieval, and
systems engineering in solving legal problems. (See
Thomas A. Cowan, "Decision Theory in Law, Science,
and Technology," Science, Vol. 140, 1963.) Game theory
has been strongly emphasized 4%, some workers, such as
Glendon Schubert.

Many other areas of inqui:y eouti also be mentioned,
but the foregoing discussion indicates some of the work
done in the Ilea Much of the recent %York that is labeled
"behavioral" emphasizes formal modeis and deductions
from those models. Of interest also is the revival, parffy
in response to the emphasis on behavioralism, Of
"normative- procedures that tend to follow traditional
patterns of inquiry.

5. CONTEMPORARY CONTROVERSY

In view of the range 0f opinion found in jurisprudence,
a large number of controversies have occurred. We have
selected for discussion in this Section a few controversies
that relate to the main themes of this volume.

Underlying many of the specific controversies in
jurisprudence are basic questions about which pro-
cedures of inquiry are most useful. As was noted
earlier, some jurists regard their subject matter as
primarily nonscientific; although they agree that useful
information about the efficiency of means and the
probable results of various courses of action can be
obtailied through scientific procedures of inquiry, they
beheve that the desirability of thL basic ends or norms
involved can be ascertained only in some other way
(through reason, intuition, revelation, eue). Other jurists
argue that the entire field can be inquired into
scientifically, but disagree as to which procedures of
inquiry are scientific. At present, perhaps the largest
number of those supporting "scientific method" in
jurisprudence are convinced of the usefulness of
developing formal models or other elaborate con-
jectures early in the inquiry, and then attempting to
test those conjectures. Others, apparently far fewer in
number, support procedures something like those
suggested in Chapter I, in which there is a continual
interweaving of observation and conjecturing.

Many of the imtleti jun mentioned are involved in
controversies over value judgments ("ought"-"is"; positive
vs. policy science). Some who follow traditional proce-
dures regard jutispredence as "not concerned with
roblems of hypothesis and verificaHon" and therefore as

_undamentelly unlike scientific inquiry (see quotation
from O'Connell in Section 2) Among those sympathetic
to the use of behavioral sc;enee procedures of inquiry in
jurisprudence, marked differences of opinion are found

values. To illustrate, Pound and others regarded the
at sciences as fundamentally concerned with what
,7,1it-to-be" and as thus sharply differentiated from the

na:ural sciences. Other writers defend "value-free"
roo-xdures of inquiry, as did the sociologist George A.

nd, and many others,
etal on uce between the physical and

tIi s :e`: sciences in this respec...must be rejected
as based on a confusion regaere science and the
applied arts. More particula:ly the confusion rests
upon the failure to recognize that practice and
applied jurisprudence stand in the same relationship
to the r.eleial sciences as physical engineering stands
in r to physics and chemistry. There js, of
course, no reason why those social oi,haviors that
have to do with legal and judicial proiesses should
not be studied in strictly scientific fashion as the
sociclog-i of law, or the science of jurisprudencean
interstitial science combining parts of sociology,
psychology, anthropology, economics, and political
science. Such deielopment is in fact to be expected,
and encouraged." (' Conflicting Orieotation in Law
and National Policy," in Richard W. Taylor, ed.,
Life, Language, Law: Essays in Honor of Arthur E.
Bentley, Yellow Springs, Antioch Press, 1957, In,
188.)

Bente!, who perhaps is foremost among recent jurists in
arguing for a scientific jurisprudence, believes that the
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"value" of legal ends or purpo, es i.til be inquired int
least partially) by scientific provedures:

-A system of Experimental Jurisprudence in its
complete workings viould not necessarily be limited
to studying the efficiency of various legal devices in
accomplishing their purpose. It could also throw
considerable light on the value of the purposes
thenvelves. There is reason to believe dna here,
and in many other fields, seientilic jurisprudence
could become the instrument of expt rimental ethics
in de:, Hoping a new and ruler civilization." (Some
Potent 14,1 ws of Experimental Jurisprudence as a
New Bran(-h of Social Science, p. 32, p. 36. Italics
added.)

Perhaps the controversy can be adequately sunnuarizd
itS follows: There is considerable agreement that the
operation of laws and related institutions can be described
usefully using scientific procedures. Many, probably most,
jurists are concerned also with the improvement of
existing laws and legal institutions (the problem of -good
laws," as traditionally stated). Some see such questions as
beyond the scopc of scientific procedures of inquiry;
some argue for an expansion of the type of inquiry
successfully used in the phy sical and physiological areas
so that values can he encompassed; and some maintain
that the same general procedures used by physical and
physiological scientists can be used to choose among
possible values_ The controversies are exacerbated hy the
many inconsistent and incoherent applications of the
name -value."

The claims made by a school of thought about its
present or probable future achievements often are said
to be exaggerated by the opponents of that
Thos,, supporting sciew..ific procedures simtetimes regard
traditional "theories" as moribund, as naive, as
dangerously inadequate for ciping with present
problems, or as semantic delusions. On the other hand,
traditionalists often claim that the alleged srientific
procedures are trivial, internally inconsistent more like
science fiction and numerology than gerund, scieneu .
and lead to authoritarianism. (For some c;ta,-_!es of
such criticisms, see 1.undberg, op. cit., and u", alter
Berns, -Law and Behavioral Science," in Ilans W.
Baade, op. cit.)

Another set el controversies concerns prediction. Oliver
Wendell !Wines' famous statement (hat the law consists
in nothing more than 7prophccies of what the courts will
do in fact- tr-The Path of the Law," flat-curd Law
Review. Vol. X, 1897, p. 461), has been followed by
many similar continents. Walter W. Cook's 1924 statement
could he accepted by many recent American jurists:

-When a lawyer is confronted with what we call
a problem, what he wishes to know, in order
to t.--ach a solution, is how certain governmental
officials- judges and others-will behave when con-
fronted by the given situation. Ile, as much as the
physical scientist, is therefore engaged in trying to
prophesy future physical vents. In place of the
behavior of electrons, atoms or planets, he has to
deal with that of human beings. If he wishes to
make a reasonably accurate prediction, it becomes
necessary for him to examine into the past behavior
of certain human beings-judges and similar offi-
cials-in like or similar situations-and it is on the
basis of such study that he makes his prediction."

("The Utility Jurisprudenee in the Solution of Legal
Problems," inn aeob Marks et at, Lectures on Legal
Top i, s, 1923-2-1, New York, Macmillan, I 9211, p. 337.)

of the recent disagreements about prediction can
be us, illy discussed in -elation to what lia.3 been
liarat_tcrii:ed as -the 'e of Bodell." Sonic clo,,,ret

days before the Baker 11. 1-..! -cision (one of the most
portant cases to reach tire Sn preme Court during the

period involved), Fred Rodell predicted not only the
Dneral outcome correctly, hut also correctly predicted
:',V111 of the eight vote, cast, and was not far wrong in
some other specific redictions concerning the decision.
(-For Every Justice, Judicial Deference is a Sometime
Thing," Georgetown Law Journal, Vol. 50, 1962).

Rodell opposed many of the views of judicial
behavioralists about predicting behavior, and maintained
that it was impossible to predict precisely because of the
-infinite variety of quirks and causes" characteristic of
the "mind." However, he maintaincd, the votes of
Justices can often be predicted in general by studying the
Justices cis "whole human beings," including their
-temperament, background, education, economic status
land] pre-Court career." (Ibid., p. 708, pp. 700-701.)

The behavioralists argued that Rodetl''
prediction probably was not replicable '3' -
miulit attempt to follow his procedures. iig to
SiLev Ulmer:

-Rodeli correctly predicted seven of the eight
yoteF east-an impressive result indeed. But in a
larger perspective, it may be meaningless. For who
knows how Rodell reached his result? Can any
lawyer replicate Rodell's experiment and results?
The important question is not whether or,e can
predict judicial votes inn one case by intuition or
slice,: guess, or 0n-ough personal contact with judges
or zhcir clerks, but what replicable procedures are
significantly successful over a long run of cases. If
Roden has discovered any successful predictive
device based on 'human factors,' he has yet to make
it available to the profession at large," ("Quantita-
tive Analysis of Judicial Processes: Some Practical
and Theoretical Applieations, in Hans W. Baade,
(ip. cit., p. 165.)

And Glendon Schubert, in his criticism of
maintains that -theoretical l.nowledge," not just die skull
of an excellent pructitioner, is required in screw-die
inquiry:

"Tlw sophisticated lawman, in the tradition of
legal realism, predicts on the basis of his specialized
empirical knowledge; while the behavioralist, iii tlw
tradition of modern science, predicts un the basis of
his theoretical knowledge." ( Attitudes and
Voting Behavior: The 1961 Term of the United
Stlies Supreme C u " in Hans W. Baade, op. cit,
p. 142.)

Even among those who fueiuev nat p :-diction a
major part of jurisprudential ieT.oy, then, we
important disagreements based on ecitflicting notions of
scientific procedures. Controversies of the type we have
discussed probably will perpetuate themselves for a long
tinie to come, in :cw of the disagreements about
procedures of inquiry and the widespread semantie
eonfusion in the field.
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Many terminological disagreements_ are closely_ related
to fundamental_ disagreements about basic procedures of
inquiry, as is illustrated by the diverse applications of the
name "law," Something of the range of applicatior is
suggested by the following quotations:

defined as folk ws: The
sum total tue rules of conduct laid down, or at
least consecrated, by civil society, under the
sanction of public compulsion, with a view to
realizing in the relationships between men a_certain
orderthe order postulated hy the end of the civil
society, and by the maintenance of the civil society
as an instrument devoted to that end." (Jean Dabin,
General Theory of Law, in Kurt Wilk, trans., The
Legal Philosophies Of Lash, Radbruch and Dabin,
Cambridge, Harvard University Press, 1950, p. 234.)

"Law is a body of ideal principles and precepts
for the adjustment of the relations of human beings
and the ordering of the conduct in society. Law
seeks to guide decisions as laws seek to constrain
action." (Pound, Law Finding Through Experience
and Reason, p. 1.)

"The prophecies of what the courts will do in
fact, and nothing more pretentious, are what I mean
by the law." (Oliver Wendell Holmes, "The Path of
the Law," Harvard Law Review, VoL X, 1897, p.
461.)

"[The experimental jurist takes law ] sin ply as a
man-made set of rules or_ controls which earl be
changed to conform to the dictates of scientific
discoveries. He...concentrates...upon how it and
the institutions surrounding it function." (Beutel,
Some Potentialities of Experimental Jurisprudence
as a New Branch of Social Science, pp. 16-17.)

'Justice' also has been applied to a wide raoge of
phenomena, many of the discussions are based on
confliethg philosophical points of view. (For a recent
sample of ouch phi Isssophical analyses, see "Symposium:
A Theory of Justice by -John Rawls," The Journal of
Philosophy, Vol. LXIX, 1972.)

"Crime" also has Leen applied in diverse ways, ranging
from "definitions" based on mord, social, and theological
conectures to statements the "crin:c" simply designates
behavior proluAted by a legal code. Much the same
variation is found for other widely.used labels claimed to
represent key notions in jurisprudence.

Even when one moves away from_ the views thst aro
overtly metaphysical or theological and considers allegedly
behavioral inquiries in jurisprudence, terminological prob-
lems aboundmany stemming from the use of procedures
of the type called sellactional or interactional in Chapter
I. For a discussion of such topics, see Section 6 in the
Chapters on Sociology, Political Science, and Psychology.

7. COMMENT ASO EVALUATION

Strong criticisms of the terminology used both by
legal_ practitioners and by jurisprudential metbodologists
can be found. For c.sample, in the 1920's, Walter W.
Cook said:

'One functi n of jur is .nee...is to examine
critically the terms usetI i the lawyer's state-
ments of his rules and principles, and the
concepts for which these terms stand.... The
first thing that strikes one is that down to date
the members of the ,legal profession have in the
main, both in England and in America, refused
to make such a critical exarninstico. The second
is, that writers on jurisprudence ,ctio have done
SO have failed to exercise rued. toquence upon
the bench and bar. Whatever the reason, we
find such words as law,"rigi41,' `duty,' and so
forth, used by the legal profession generally
without a real attempt to discover what is meant
by them." (Cook, op. cit., p. 338.)

In the 1940's, Lee Locvinger criticized the un-
productive circularity of legal "definitions":

"f:segal thinking] proceeds like a dancing
mouse chasing its own tail, moving rapidly and
gracefully hut staying on the same spot no
matter how rapidly it moves. F. example, a
contract is defined in law as enforceable
promise or agreement. But whet. Ole question
arisf.s whether a particular promise is enforceable,
it can be determined only by deciding whether
or not that promise is a contract. One of tl
leading legal encyclopedias defines a contract az
'an agreement which creates an obli;ation: It
then proceeds to explain that `the existence of
such an oblioation is essonfial to the existerwe of a
contract,' anZ further clarifies the matter by saying
that the obligation &rises from the agreement its, a
'duty imposed by law.' ...The mental process is the
same for practically all legal definitions. The pattern
of legal thinking is be merry-go-round. 'A contract
,s an enforceable promise; a promise is enforceable
if it is a contract. 'Property is the right to exclude
°tilers from the use of a thing; you can exclude
others from the use of a thing if it is your
property.' 'Negligence is doing something a reason-
able es-in would not do; a reasontsole man is one
who is not negligent.' So runs the wisdom of the
law." (The Law of Free Enterprise, New York,
Funk & Wagnalls, 1949, pp. 88-89.)

Later Loevinger noted the many conflicting applica-
tions of some of the leading names used in discussions of
the procedures of legal inquiry:

"The teress 'science' and law' have both been
used for so long by so many writers with such a
variety of meanings, clear and uncleas-, that one who
aspires to clarity or rigor of thought or expression
might wdl hesitate to use either one.... Exhaustive
reading is not required to establish that there is
neither an authoritative nor a generally agreed
definition for of the terms 'jurisprudence,'
'science,' or law.' ' ("Jurimetrics: The Methodology
of Legal Inquiry," p. 5.)

A high degree of confusion prevails among some writers
on jurisprudence about the procedures of scientific
inquiry. 'Those trained as lawyers often have outmodsd or
:nadequate notions about science, although perhaps that
situation is improving. The recent behavioral scientists
who write on jurisprudence frequently are enamored
elaborate formal models; their actual procedures are
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miattetitot.s remarkably similar to the obb,r pinlo wide
procedures they officially rej-et. Throughout the In Id
there is a strong tendency to begin inquiry with (dallier-ate
plausible conjectures that ilfC itNsInnVil ti 1)1' SO11110, MI6
11101 to tit'ditee 1.11():;( VqnsIlllICTIC; arC
r40111011111-, teszed by observation, lint ()liu are judgd iii
irons of their apparent FilaiIiT1iltY and by their
agreement. with other findings a:ism-tut() to tw warranted.

Some commentators regarrd law as a nouseicatific area
Itt.ea use actual statutes and judicial decisions are not
arrived at_ in the same way that scientific assertions are.
However, there are no theoretical or technohigical barriers
of vhich we are aware that would pwchule inquiry into

itotith neocesscs, iiil hehavieir ;iv the same
procedures of inquiry scientists use in investigating other
human behavior. Although the making, interpreting, and
enforcing of 113.ws has not usually been dew- by applying
scientific pnwedun s, the enusequenees id' those laws and
the prt-tecdnres used iii nacting and interpreting them eari
be studied scientifically. The system of laws of a given
governmental unit can be examined as a hinnial system;
th logical mu terzelation of laws can he investigated:
alleged sanctions for law can be aniliyzed: but now of
those activities excludes legal sitbject matter fn iii
scien Of ic mliii uiry.
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LINGUISTICS
I. WOLtKING DESCRIPTION OF THE HELD

INGUISTIC scintists inquiria into language struc-
tures, 1::istorical changes within languages, and the
relations among lanproges. Considerable emphask

is placed ou a language's sys tn at of sotinch and the ways
iii which words and sec ',mice, are funned. Linguists often
have focused their inquiries on the priinipks underlying
the organization of kaumages rather than mi Liii adjostke
behavicw of humans thrimgh language, but the latter also
is investigated-

2. OTHER. DESCIUMONS Oh 'FIIE FIELD

into the structure of a language as 11 SVSten1

as prinEu'ilY

rather than on the uses of language in itdju-Li i bibs vior.
John B. Carroll, for example, says:

'Linguistic scientists arc engaged iii tit:v.:loping a
sound body of scientific observations, facts, and
systematic theory about language in Aimeral and
about languages in pa dicular..... But it must not be
thought that linguisti, is concerned with all phases
of human communica,ion. Instead, it narrows ut

atfontion to the study of languages conceived as
what may be called 'linguistic codes.' A linguistic
code may be regarded as a system of distima ilound
symbols underlying the manifest :Teeth behavior ii
the individuals comprisiag a - community."
The Study of ,,angiuzge, Canthririge, Ilarvard
n. rsity Press, 1953, p. 2.)

And Roger Brown says:

'Linguistics aims at providing concepts_ that will
serve to describe all languages and which can be
used to contrast languages in regard to sound
system (phonology), rules for word formation
(morphology), and mks for _word combination
(syntax)." (Words and Things, Glencoe, Free Preo,
1958, p. 29 )

Some writers emphasize the vies of language is also
being part of linguistics. R.11. Robbins, for example, says:

'Linguistics is quite simply the scientific study of
human language in all its manifestations and uses,
near and far, present and past, without restriction
on time, place, or cid tare. The. astudent of
linguistics studies languages, his own and foreir
languages, as examples of mankind's faculty of
lanwuage, to learn more about thc way language
works and how it may best be described and
analysed." ("The Structure of Langnage," in Noel
Minnis, ed., Linguistics ot Law, New York, Viking,
1971, p. 15.)

The role of language in human cooperation may be
stressed. Bernard Bloch and George L. Trager describi:
*See the Chapter on Anthropology, whyre linguistics also is
discussed.
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ho study of the "systems of arbitrary vocal
svuiuhui ifs bv means of which a steial group eoopetates."

n thei ri tinguis tic A %.'alysis, Baltimore, 1.inguistie
Society of America, 1942, p. 5.)

Typically lougoage is ri,gardeal as a Cruidanamtal form
of h n behavior, p art ieularly whiui Mimi, n and
nonhuman behavior are compared- larenir J A. Henderson,
1,4 ex.anplc, SaV, (hat iiilgkIPICS IS OW "SrIcIllifie Andy
of human language in all 'Ls manifestations, as one of Ow
roost important aspects ef human lichaviour, and perhaps
tile most eharact, ristically lotusan.' ("Strife hind Organiaa,
Lion >1 Language 1Ph000lory," in Minnis, op. cit., p.
37,)

1. VETHODS AND 'TYPES OE INQUIRY

Humanists, grammarians, awl pialolog'sts have truth-
tionalir dealt sith thc study of language. Lingaistics as a
scienee is a relatively new and small field. In the United
SUL+, dem.riptive iinguistiez., has deve!oped mainly since
the first part of this century, stimulated by the work of
ham iloas and Edward Sapir on American !infirm
languages. The ;4:overniai itsponsored training programs in
foreigii Illy:nages during the World War 11 period helped

advance linguistic science ill the United States.
-Natural wience" prsw Aw- es, of inquiry were stronglf'

emphasized recen tiv , wheu mentalistically-oriented
procedures Inmarne
defense of behaviorisf- metliods and his insistence that
linguists avoid "meaang" as not capable of tieing
investigated in an oh,ective and precise way was highly
influential for many years, but his general point of view
has come under strong attack. (Leonard Bloomfield,
Language, New York, (loll, l9:1)1.) We wil consi&r first
the nonmentalistic, "natural science" phase of linguistics,
and then move to dm "revolution" associated with the
work of Noam Chemsky,

NIurb work in linguitie9 orripha4zed spoken languages.
LH. Sturtevant, for exarryle, says:

"A language is a system of arbitrary vocal
symbols Ly which members of a social group
iampert,ie and interact... . The word nom( stands in
the definition to exclude the human activities
denoted by the phrases gesture Language, sign
language, written language, etc. All of thcse are
important activities and proper suLjs:ets -if investiga-
tion, and besides they have obvious connections
with audible speech. The only reason for excluding
thsrn from our definition is convenience; tbey are
hrund not to behave in the same way as audible
language, and so they cannot conveniently to he
treat( d scientifically at the same time." (A n
Introduction to Linguistic Science- NIcsv Haven, Yak
University Press, 1947, pp. 2-3.)

One reason for the emphasis on vocal language is that
nnie of the very early achievements (such as Grimm's
Law in the nineteenth century) concerned regular shifts in
souud from the Prottylndo-Europeun to the Prow-
Germanic languages (e.g, the original consoaant I in
classical Latin changes to lh in Germanic; the th in the
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l'auglish three corresponds to the t Iii the Latin tros). The
ordorly, character of swim] 4tift, whiels occurred
independently of grammatical forntions and "meaniogs,
imprissed many, observers.

\Loy other obse.yed regularities can le! described
uaefully in terms Of their formal functions or othet
:-ilitilaritics and differences within a iraignage, without
regard to the specific "meanings" involved (i.e., what the
signs, or names, are applies' to) or the categories used
coin-cntiimal grammar. Variotis language forms are
Tonpecl together because of their structural similarities
within a language; e.g., in English man rald boy arc
classed it igether because one can be substituted for the
odor to vicld an jitterantir th at is gramma tically
permissible according to the rulcs of English, not because
cif ttirr sps "meanings" or bec;iuse they are boils
noirss tr.sdUtional grammar Otir traditional grammatical
can,prics teTeCially if vis wed as reflecting universally
necessary categories of thought) do not fit many
languages. For example, the characteristic noun-adjective
relation (in w aclject ives designate q uakies of
"sultstanes) found in ludo-European languages is not
found in many other languages (including
Indian languages) that use an action verb-type rxpresitnrn ;
"the leaf is green" would Ise translated :Is sennething like
"the leaf greellti:' ro attempt to use cur verb and
adjertive categories for describing snch languages leads to
a distorted and taeificient grammar. (For a brief
discussion of such matters, see JOtieph I. Greenberg,
'Language and Linguistics,- in Bernard lierr Isom ed., The
Be havii,ra,! Sciences Today, New York, Basic Books,
1963.)

Mow generally, many aspect of links-Et:rot) n Ian-
guag-s are itt found in other tang( ages.

..nearly all the structural ream' ,
language which we are inclined to aeceps as

universalfeatures sneh as the actor-action sentence,
the elaborate part-of-speecb system, or the special
inflections of our nouns and verbsare peculiarities
of the 'mks-European family of languages and are
by no nueans universal in human speeeh." (Leonard
Bloomfield, Linguistic 1spects of n_Science, i

International Encyclopedia of Unified Science, Vol.
1, Part 1, University of Chicago Press, 1939, P-
'22 I.

larugsiage often is viewed as a type of calculus in whioh
the structuring of the elements, the 'patterning," is the
focuS of atteation. There then can be an indefinite
number of eakuli. having quite different structures and
transformational rules; the objec five of linguistic inquiry
is to describe the formal structure of the languages that
are or have been used. In recent years, as we shall discuss
later, many linguists have been concerned with possible
underlying ("deep") structures that are common to many
(or all), languages, and there also have been many
attempts to reinstate "meaning" as a proper concern of
linguists.

To aid in the study of formal structures, linguists
developed many technical devices and techniques of
inquiry. Complex mechanical aids were used in the
analysis Ind description of sounds:

"Thc sound spectrograph is a device which
transforms auditory into visual patients. It readily
and rapidly gives us information about the physical
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composhizin c1f suit ntis, whin hi previously'
either was not stainable or could :e arrived at
only throtigh tir -consuming ealetilalons. Another
device, th e pattern playback, allows us to convert
visible patterns in:o sound and snakes it possible to
evalnate the contribution of various features irs

king soend recognizable arid ullderstaDdlhIc.
ay sound motion pieusres of the human vocal

tract permit us to investigate in great ch tail the
forma tioa of the sound and to subject this event to

sioiogical, physical, and psychological study."
Cohn Lutz, "Linguistics: Symbois Make Han," in
Lynn While, Jr., Fr(1ntiers of Knoztletke in the
Study of ilan, New York, Harper, 19:56. p. 218.)

Rather than viewing letter,: and words as the basic
element's from which lingnages are composed, linguists
have studied units such as the phoneme and Irl,rpherne.
As will be discussed in I Section 6, sollh! &sags cc ma a t is
found as to what those names designate, butt the
following quotations illustrate the general way in which
they are used:

'A phoneme, then is cither a single speech sound
or a group of similar speech sounds, which it, a
given language function in the same, . [A]
phoneme is a minimum' unit of distinctive sound-
feature." (SturtNant, op. eit., pp. 15-1(u.)

The morpheme is a unit reminiscent of the word
but not to be identified with it any more closely
than the phoneme is to be identified with the letter
of the alphabet. The morpheme is the minimal
semantic unit... . A plural form like dogs is not a

gle morpheme word as it analyzes into the free
rm dog and the bound form -s." (Brown, op. cit.,

pp. 50-51.)

roorpheme is the smallest clement with
which meaning can be associated...An the fol-
lowing examplc the morpheme divisions are indi-
cated by hyphens: The-eat-s-are-purr-ing..'(Lotz, op.
cit., p. 218.)

Other presumed units, such as tagutemes and senzenes,
have also been different:ated; in general the principle used
its much linguistic inquiry was to search for the smallest
unit of a particular type, and then to investigate the ways
in which those units were combined, much as physical
scientists studied atoms (and later constituent parts of
atoms) and their combinations.

The achievements of the earlier ("Blootnlieldian")
phase of linguistics often were highly rated, and there
semns to be no question hut that the structures of many
languages were described usefully. In a number of ways,
however, dissatisfaction was expressed by observers both
inside and outside the field. The range of language
behavior investigated was narrow, the adjustive behavior
of humans through the use of language was largely
excluded, and in general the emphasis was on form or
structure to the exclusion of the "functions" of languale
The dissatisfaction was often expressed aa a need _or
linguists to investigate "meanings."

Within linguistics, an iafluential change in procedures
occurred in the late 1950's that involved an explicit
mentalism and a revival of the doctrice of innate ideas as
espoused by Descartes and Leibniz. Noarn Chomsky, for
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I stud wh), luorever, rltdifiill many of his
pnleedures ni inquiry. 'nue elulerativi selnan t
iiirliuhiuig Paul Postal, John lhs, aloe, McCaw ley, a liii
George l.akoff, reject the sharp division drawn hy
Gliamsky between .nyhtax and semanties. They attempt to
fume front meaning to surface structure Without invoking
deep structures. In addition., generative semanticisk
emphasize the occurrence ut la ter-am:es w ith in au
appropriate context; a grammar should include rides nal
only fur properly formed sentences but for the setting
(e.g.. ifil-rtan)cs Where we normally would preface a
command by "please," contrasted to oilier iumutiIi.
where a '0:init command would he given).

1lthough the deviation of his- sh,deut and other; fron
5.11(11145k) s aerompenied li much heated
controvers1. the -nliels" share his gem,ral frame of
reference. ( :ornpai ed to many etudier hiiuguuists who
emphasized the desirability of a close r)nmeetion between
seientifie conliedlires and the evidence (sometimes ex-
pressed by hiwnis.:4 as the need for theorizing to he
data.based), the newer group regards it as useful to
-laborate highly speculative conjectures fat in advance of
die evidence. The comments by ratil Postal about a paper
in which lie attempted to derive sonic universally true
statements concerning language on the basis of a
compari.mpri of 'Mohawk and imglish illustrate this clearly.
hi response to a critic who wondered about making
-universal statements on the basis of contrastive study of
(ally two languages,- Postal replied:

...I would be willing to pistulate univerAals
the brisis of an eve,n weaker study, namely of mic
language.... There seems to be a strange idea that
one should play it sa re and claim as little as

'shish:. What's wrong with basing a universal
iypothesis on two languages. If it-s wrong, then

dozens of people will inutediately come forward
and present the evidence. It is clear that the ideal of
studying, say, a hundred or two hundred languages
and then stating hypotheses is whnirrful. The odds
are that if one did that the hypotheses would be
much more correct. But unfortunately no one has
been able to do that. I see nothing wrong with
basing hypotheses cm the small number of languages
which it is possible to study at all by one person,
and letting, those who have not studied those
languages, but have studied ether langnages, deter-
mine whether these hypotheses ate correct I see no
possible flaw in that approach. It seems to me that
it's perfectly reasonable. Se I can't imagine why
you object to it.- ("The Method of Universal
(irammar,'" in Paul L. Garvin, ed., Method ono`
Theory fq ! in!:;:isars, The Hague, !Mouton, 1970, p.
130.)

Other points of view than those just discussed also can
be found. Although the eailicr taxonomit, procedures of
di: structural linguists, focusing ou "itenrand-
anangement, appear to be de-emphasized by most of the
.ccent linguists, there are those wbo regard the revived
mentalism so prominent in the field as fundamentall
nonscientific and who wish to use the "empirical
methods of the earlier scientific linguists. Perhaps the
chier representative of that point of view is Charles F.
Hocken. (See his The State of the Art, The Hague,
Nlouton, 1968.) As in several other behavioral fields,
those who most blatantly use mentalistic and dualistic
procedures are likely to insist that they are being

example, rilairi tinned that aiitii"rar n.. 'arch
stippo.rtS a theory ii psy , gii (1 )rion prir1 .
eitiles that bears a striking resell thlaY-er to the

doet rit n! of in rla to ;e, irgc
Miller says -I roxv believe that mind is soaliething
more Lila rtl -burns ti

ist and it is our job as psy ts to
stikr!N. the (Clionisky. -ite,cat t:iltrilnitions to
do Theory of lneate ldea. iii Itol.rt S. Cohen
;old \lane \N. \A'artotsky, in ths.
l'hilosorihy iif SCiPi. el k N s, 's oct 14)67,

I later, --Sumo Psycholooieal St nine of
llranunar:' ilL t A. takolmvio.s .tod eds.,
Readings; ii t!io Psyclioffigy If I (Ins', fap-e.

hentier-11,11, 19(ir, p.
tle revival (if mentalism in IlLgi

rad jeal change; tor years s
/no, ta %I. as wnleh, aeeepteil
tirci's:Aar. for Fri i tr Ilermird
ear'.M.r situation follows, in his
111noinfi

stir:e was a
reject iOn
I ingu ists a s

ribed the
ilILari of

ig C;111111a ig Maki' a SCIonrc
linguistics_ th chief enemy that Bloomfield met was.
that habit of thought which is cafied mentalism: the
habit of appealircj to mind and vi I us read,-inadt-
eisplanations of all possible probleins. \lost men
higard tlds habit as obvious common sense; but in
Bloomfield's viw, as in that of other scientists, it is
mere superstition, unfruitful at best and deadly-
when carried over into scientific research.
(-Leonard Bkmmfield," Language, Vol. 25, 1949.)

Clionisk:, argued, on 'Jowls!, such as die fundamentas
similarity be believes is fotind in the grammatical
structure of all languages and the speed with wh'eh a
young child learns to construct sentences, that the

ineiples of language must be innato rather than learned.
he syntactic structures of a language are logically

generated in accordance with thc rules of a language. and
t-Le " decidc.., which combinations of sounds ire
permissible grammatically. The task of liranists is to make
explicit the rules that connect sound aad -meaning"' for
lli inCinite ',wisher of sentences that can be ratered
rgenerated") within a lana.euage- In carrying out that task,
the "deep struct.nre" (involving ineanirip) of the language
is investiAated as the underlying bacls for the "'surface.
structure (the words making up the spoken sentence).

Cbornsky was led to many of his views because
aditional structural linguistic inquiries lind difficuIties

with syntactical problems- To illustrate h:7 an instance
often mentioned, the sentences John ii eager to please
Ail John it ensy to please appear to have the same
structure, but are .vety different syntactically; the
structuralist procedures encountered difficulty in ade-
quately deserining such differences. In addition, syntac-
tically ambiguous sentences such as f like her cooking
were troublesome for structural linguists. Lhornsky
believed such difficulties could be overeorne by a doctrine
involving different deep strus tures that were concealed bi
similar or identical surface structures. (See Chomskys
Language and :Iliad, New York. Harcourt, Brace 6: World,
1968; Cartesian Linguistics, New York, Harper & Row,
1966; Aspects of the Theory of Syntax-, Cambridge.
'ALT. Press, 1965; and Syntactic Structures, The Hague,
Mouton, 1957.)

Non long after Chomsky's ievolution, his views were
severely criticized by other linguists (including sonic of
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scientific ;Ind licit criticisms ill dour s

t:hopter I. I rellci arrotc
iess ,ielitlisc

I. REsuurs ACHIEVEI

Linguists hate doveloped usclul methods describing
and c, miparing the formal structures III laognazu-5 . changes

structures, and t1IIIEIL!(III liiiIIlt laimmages.
the techniques of oupiir, used imn LIII d'emiled

statements of !hidings are highlv teelintol. Some
ilidieatilia of the main areas in %%Inch linguists wort, is

provided I :,lrrlII -s elassifiention :11thongh others mould
subdivide the field difforenth Carroll noted the following
lev els If mah, Phinienc.s, the de Tiption l sound-

iii ternir of articulatory Ir aroustie principles; Phoo
Ow classification of soun(1s II torins of mini;nal mats
(phonemes); orph ology, tIn iiIiit fie:aims of c:or
pliemes, :qui inquiry into their arrangements hi w...ois an I
the morphemic changes that occur in different grammati,
oaf contexts: .1Inrphophoner1lies, the investigation of
phonemil . variations that are found :Is morphemes occur
III ditlerent cuntevt,, and the constitution of
morphemes from phonemes; ,Sytiter.r, thc investigation of
the vvays iii whieh sentences are built up from words; and
Lox!. cograpil V. the seaz-ch for the complete lisfing of all
the "meaningful- elements in a language. (( arroll, op.
ea.. pp. 21-25.) Stated generally, liuguists have developed
reasonably adequate deseriptams of a large number of the
world's languagos, altboagh tome languages have not been
described and existing descriptions are subject to further
correction and improvement,

Structural liugnists have dexeloped basic procedures for
identifying phonemos and morphemes and fee describing
the Nound patterns of laaguage.:. To mention only one
example, linguists have found that the number of
phonemes in most langnages varies somewhere between 15
and 50, and that the phonemes in a given language may
be made lip of combinations of even fewer distinctive
phonological features, such as those of place and manner
of articulation. The ability to cotitrol the various
configurations of the vootl tract involved in the language's
phonological form is an important part of learning a
language. (See Robbins, op. ('it., pp. 2: -24.) NItich useful
work has also been done im grammatical st-uchirei
pNritten and spoken) and on lexicons.

The achievements of the structural linguiL,ts iii tl eir
work on the formal structures of language (altho.:g!,
much criticize(! by snme of the recent lingiM ts)
frequently has been assessed highly. For example, in he
mid-1951.1's Clyde Kluekhohn described linguistics as the
behavioral science fickl that had achieved results most
nearly resembling those of the physical scientists, and he
suggestd several reasons for the. success of linguistie
iiqiuir linunistic changes occur at a relatively slow rate,

and often '-thi data available are extensive; on "Indo-
European, Semitic, and Sino-Tibetan languages there are
available st. runs of font to five thousand years.-
Inquiry in some areas of human behavior can be. difficult
because the inquiry !nay seriously modify the behavior
being investigated, but formal language structures ar(' wit
likely to be se [acidified ("Anthropol in James It.
Newman, ed, Seietlee. New ork, Simon
Schuster. 1955, p. :141); pp. :34()-350.)

The type of agreeinent reached by inquirer in
descriptive linguistics (understood in terms tif the formal
struchtres descrilmd altov(') is far less common in other
areas. including historical or comparative linguistics and

tl.

stirdies of lIIiitItI ti general, where eoniecturing often
done tor in advance of the Iteeentiv, as wi

have noted; elaborate einijietiires about hamar] langoge
helm% iiir hentilic prominent in the field and also
love been influential in several of the other lulu:vim-al
science arras, Sonic 01 those issues will be discussed
further in later sections a this chttpit.r.

Mulch work los helm done that links together coneerus
of linguists, and thitse of other beltrvioral seientisk, sum+

anthropeiugical linguistics (see Chapter (In .nthirepol-
ii,z-v). Psviliolinguistirs is an area As'itli a considerable low'4
cif hirratlire, UM, emphasis has been on snub t °pies LOW
ehiheIreti acqune language, the relation of behavior
disorders to speeeli behavior, du connections between
lIteltI trad., aild linguistic patter ,s, and l'n the
study of supposed universal tea tures of the human
-mind.- (See Sal Saporta, ed., Psych ihrigur s les, New

1 1: d t: Rinehart and Win don, I ()ft I ; 110,ioT Brown,
ed., Psveleol ingni.oics: Selected Papers, New ork, Free
Press; 1972 and Jakobovits and Nliretli r)/1. elL)

EarlisT Nce[rk uui siwiolinguisties often n4lected th views
of lieut.:min Whorl etnicerning Gm influence of lurugmiegl !
:in :allure

background linguistic system (irt other
tills, die grammar) of midi language is not merely

a reproducing instrument for voicing ideas bat
ratlicr is itself the shaper of ideas, tfic program and
guide for the individuaLt mead, activity, for his
analysis of impressions, for his synthesis Ids
mental stock in trade. FornitthiGoi of ideas is not
an independent process, strictly iv tional in the old
sense, but is part of a particular grammar and
differs, front slightly to greatly, as between different
grammars. We dissect nature along lines loid down
by our native languages, The categories and types
(hat we isolate from the world of phenomena we di)
not find there because they stare every observer in
the face; on the contrary, the world is presented in

kaleidoseopic flux of impressions which has to be
4rganked by Cur milulsan agreement that holds
throughout our speech community and is codified
in the patterns of our language." The 'ethnology
Review, Vol. 42, 1940, -,... 231.)

Me..e rerciut work has tended to re- erse Whorf's
en-II:oasis and to investigate die influences on lan,mage
of scwiocultural factors, such as social status dffer-
ences and sociocultural changes. Sometimes languages
and societies are viewed as separate, interacting
entities, but sometimes they aro viewed at least
partially in the manner we call transactional (se-
Chapter I). 11ell Ilytnes and John G tunperz particularly
have argued against the methodological separation of
lanauage and society. (For work in this area, see

William Bright, (NI., Sociolinguist iC, '1 he Hague,
Mouton, 190; joshua A. Fishman, ed., Readings in
t he Sociology of Language, The Hague, Mouton, 1968;
Dell Ilymes, ed., Language in Culture and Society,
New York, Ilarper & Row, 19154; and John J.
Cumperz, Langtiage in Social Groups, Stanford, Stan,
ford University Press, 1971.)

'rho findings and conjectures of linguists have been
used in many areas, including the teaching of foreign
languages: the teaching of English, the educational
techniques used with children having reading cliff",
mattes, rind the machine translation of languages, not
always with the hoped for results,
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5_ Cr/NUMMI 1IIY CONTROVERSY

lit reemit ears thi controversie,
;Anna For, doros === mtplin tlttii ha.e broil e(

and sometimes are .:1-ried on in the per,onali til t..i \
chara,ic.is;tm of many polemics in philosopliN and
literary. criticism.

Nlan,4 ti be controversies concern the work
I:lion-14.A and others t:Ininisk is sometimes
regarded atl outstanding genii's who has revolutionized
dip tm the other hand, Huber: ,Ir..
tilaintaiio that the point of vivw docloped at
set the field tit lirmuistics back 400 years. (.-In Essay Pn
Langua,-,c, Philadeli)-hia, Chilton, 1968, p, 11,9.) Chonisky
has liven jtrui iii 'or reuniting elodern grammar and tin
t r.u!it gra numit 4 past t rcx r

that as similar to saving that -an .inthropolo,ri-st
e us the 'special ser%iet'' o reil nit ing Rinv III a Id

(IN'illiarn NI, Austin, ,-evit.%) ut Lolgu'sli"
in I nzern.an .lathropologi.st. Vol. 1)70. p,

regards
hail do
the Hi

'friday.
1150.)

main. asi .t of the eontrom-sies ttulliljrur
from die work of the tran.iforimitionalists and the

FrLl seaatiticiAs is the fi :,o,froi. jet iCjIiL ti iminir\ .
isites, are often catcgoriv, suiqi a,

rationalism vs. empiricism and deduction vs. inductii n.
Dwight ltolinger describes the disagreement as btliows:

"[Mike those linguists whose main business is to
survev tiSage, who amass evidence _tual then attempt
to sd. it in order inductively and formulate theories
about it, the formalists take an early leap to their
hypotheses and then test them deductively against
the data." (1spects of Language, New York,
Ilareourt, Brace & World, 1960,-p, 21(L)

Sometimes the issue is posed in terms of a tliti It r Itt .)))
between hypothetical-deductive and desc.wiptive proce-
dures, with an elaborate conje.ltural apparatus or model
being usd during the initial -itages of inquiry by those
favoring the hypothetical-decoy tive method, but with
conjectures erneOng only "as a result of successive
descriptive studies" in the other iiietlitttl. (Seo Niadeleine
NlatItiot, "Theory-Buildiug in the Descriptive Approaeh,"

Garyin, op. cit.,. especially pp. _159-160.) Tlw
participants in this contrm,-ersy generally support the
testing of conjectures; the differences relate to when the
tc,iting is done in the course of inquiry.

Another controversy concerns the_general objectives of
i'nguictic inquiry. Some emphasize the _description of the
fortrtal structure of languages, while others emphasize the
ii of languages in the processes of human cot-mimic&

01, 'This issue cuts across some of the controversies
knit_ procedures of inquiry. For example, in the 1940's
John Dewey and Arthur F. Bentley criticized severely the
epistemological views shared by matty of the structural
linguists. Dewey_ and Bentley rejected interactional
procedures. in which presumed ultimate and separable
mats interact with each other, and protested strongly the
attempted sharp separation of syntax, setnantic, and
pragmatics. (Knowing and the Known, Boston, Beacon
Press, 1949, especially (Is. I and IV.) On the other hand,
Pewey and Bentley supported the_ structural linguists'
rijictiori of mentalism and the emphasis the5 placed on

_ a-based theory." The recent generative_ semanticists
accept Chomsky's mentalism and a otiovisia., li,et rej,wt his
separation of syntax and semantics. They maintain that
syntactic structure is shaped by semantic factors; what is
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a "well-formed- sentence May (Pp'. Id I', Tha tie, its,

cr, as SV Oa(' faCtOrs ton called Jane a
pocifist, and then SHE itou(icil UM is "Ivell-fimne(r.
only it Tom oid Jane nord beiag called a pacifist as
insulting),

Another set of contrnvil,iics concerns I he acquisition of
language ht.' children, Nlany of the .etinger, -rationalist"
linguists maintain that Ow basic structure of language is
innate and that only the details of the surface structure,

vary (rein language to language, have to be learned.
Theiv -empiricist" opponents tiuut Lit :Ague that all parts

Lorguage an social!. learned. \limy discussions of this
issne Me handicapped by uncertainties as to what, if

-innate" designates. See Section 6. (Vor a
ili-,cussion of diis controversy, see 110:)ald XV. Langoeker,
Lingnage and its Strtucture, New York. Harcourt, liraer &
V)orld, 1968; ibmira ;LIM Elisabeth Ingram, eds.,
tongtvw .1equiesition: Models otol 11cdt(obt. IN.:w York,
cildr Press, 1971.)

There also is eontrovers) over the sharp distinction
Clionisky and others make between compeionec atul
perforawnce. Competence is somewhat Platonic: it refers
to a person's awareness (tacit or more consci(tus) of the
iltles langua;;.-, independent of the soeial setting in
which _language - n-ed, Performance refers to the actual

language in a particular setting. Clionisky hitulti
that we are born with the aptitude for acquiring the rides,
and that this "(r.plains why children hmrn their native
languages so quicidv. ,Again we have the problem of what
-innate" and "thowledge" designate. Some of the
togurnents used have a pre-Darwinian character refunds-
eent of old argunenits for God's existence on the basis ()I'
observed design in the world. For example, Chomsky says
that to "postulatt " an "unconscious knowledge of the
rides of grammar" is "empirically justified" by the
usefulness of the postulate in "explaining" the "use and
understanding and acquisition of language," ("Linguistics
mu! Philosophy," in Sidney Hook, ed,, Language and
Phihmophy, New York, New York University Press, 1969,
p, 155.) If children were born with a knowledge of
WIlmnizir, that would ileCOIllit for their early acquisition
of language, but also, if a Great Designer existed, that
would account for observed regularities in the world; if
birds knew innately the principles of aerodynamics, that
would account for: their flying perforrnanee; and if tree
[caves knew the regaisite physics and mathematics to
maximize their exposure to sunlight, that would account
for the observed densities of leaves around a tree.

There are also disagreements as to whether some
languages are more "primitive" or less (kveloped than
others. d'o; some time there was considerable agreement
that all languages are equally developed in the sense that
all can adjust to the formulation of whatever notions the
language lasers wish to discuss:

,there can he no 'better"wt _e' language,
no more highly develcmed language, no more
'primitive' language, It is obvious that onc would be
bard put to find a vocabulary for inside plumbing in
a culture that had no inside plumbing, Idlit once the
blessings of modern technology art, diffused 10 a
piople and integrated into the culture, we find no

gauge that cannot perfectly adequately talk
(rut the new cultural acquisitions... What is

MI portant to (me group is often considered
laughably trivial in another. The Australian
'aboriginal] language abounds in kinship terms, and
ve manage with a relative handful of imprecise and
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corillursollie rains like 'cousin, 'mirk, 'brother-in-
It 's Hot surprising that when European missiol .

working with the \ustrallans, they were
soon ask'ed luN the Abu uriurin lo or thex managed with
slid' a miserahlv drxelnpul language.- (Ileur)

-Linguistics,- in I Bryson, ed., In Outline
.1 :v ['knowledge of I/it iIntIirii NVW York,

t)f)0, pp. 319-350)

\lore recently some writers hare irged that some
laniruagcs are evolutionarily more advanced than others.
Brent Berlin, for example, notes that hinguages. having
,ink a few basic eolor names are spoken by peoples living
run a relatively primitive economic and teehnological level,
while languages with a larger rotor lexicant are spoken in
technologieolh, more advanced cultures. (".1 Universalist-
Folo tionary pproaell in Ethnographic Semantics," in
ton Fischer, rd.. Current Ihrivtions in ,1nthropology.

WAlington, D.C., ineriean A nthropologiu.al AssociaMul.
1970, P. I 4.) Awl I tell I lynies has argued:

wont to controvert two widely JCCiltt>iI views,
first, that all languages are functionally equivalent,
and s,eond, that all languages are evolotionarily nit
a par. I want to maintain that the role of speech is
not this Name in every society and that the
differences eau best lie understood from an

evrahltionary point of view; that we must under-
stand speech habits as functionally varying in their
adaptation to particular social arid natural environ-
ments, and recognize that there are ways in which
some languages are evolutionarily more _advanced
than others." (-Functions of Speech: An Evolution-
arv Approach,- in F.C. Gruber, ed., Anthropology
and Einentinn Philadelphia, Univ(rsity > uf Penn-
sylvania Press, 1961 , p. 55.)

Some controversies to a consid (Table ex tent are
disagreements alunit terminology, but also involve dis-
agreements about facts and methods. For example, several
eon flicting views can be found about the range of
behavior most usefully designated as language. One point
of view emphasizes communication and adopts an

evolutionary perspective that does not assume the
existence of absolute differences "in kind" among the
various types of communication. Perhaps the f idlest
statement of that point of view is by Dewey and Bentley.
Although they conclude that sign.behavior is character is-
tically human and is found almost exclusively among
humans, they view that oehavior as evolving from
subhuman modes of communication and as continuous
with it. (Dewey and Bentley, op. cit., especially Ch. V1.)
Others see share separations, reminiscent of the Aristote-
lian notion of fixed species, rather than continuity. Often
the issue is discussed in connection with "paralanguage"
and "kinesics" (tonc of voice. gestures, and bodily
movements). According to William NI. Austin: "Cats and
dogs have paralanguage and we communiLate with them
in that modality, but language is an all-or-none
proposition; there is no such thing as 'half' language.
(Austin, op. cif., p. 1151.) Sometimes the issue also is

dismissed in terms of what constitutes a "true" language.
Edmund Leach, for example, says:

"With true language, once we have anted the
grammatical and phonological rules... , each indi-
vidual is e4able of making an indefinitely large
number oi hrand-new utterances... . When we falk

we use words and short phras vIlich we have
often used before, but we are constantly stringing
them together into new combinations and perninta-

.., Provided that you and I can speak 'the
same language'_1 ean make an utterance which has
never been made before in the whok history of the
world, and you will still understand what I am
saying." ("Language and Anthropology," in Minnis,
('p. cit., p. 141.)

6. TERNBNOLOGICAL PROBLEMS

T ht. reliance on "meaning, especially among the
rec., rit, "rationalistic" linguists, leads to considerable
eon insion. Often the emphasis on "meaning" is a part of
the procedure we called self-artional m Chapter 1;

-meanings'' are secretions, as it were, of a mind. At other
times, as part of an interactional procedure, "meanings"
:ire viewed as intermediate, connecting links between
words and things. To a considerable extent, the recent
focus on -meanings" is a reaction against the earlier
behavioristic procedures used by linguists. 1Ve suggest that
both the earlier rejection of meanings" and the recent
enshrinement of them reflect inadequate procedures of
inquiry. The linguistic behaviorists, in their desire to he
objective scientists, tended to exclude the characteristic
adjustmental behavior of humans through the use of signs;
while the "rationalists," in attempting to inquire into that
behavior, adopted procedures that practically guarantee
failure. (See Section 7, Psychology Chapter.)

-Theory" and "explanation,' especially when a theory
is said to explain observations and findings, lead to the
type of difficulty discussed in Section 6 of the Chapters
on Psychology and Anthropology. Rather than repeat
those discussions, we will consider the matter here in
connection with "innate." Supporters of "innatism" seem
to differ as to just what it is that is innate. Sometimes,
apparently, only a "predisposition" to, or aptitude for,
certain types of behavior is intended; birds have the
appropriate biological structure for flying, men for
walking, etc. "Explaining" behavior in terms of innate
aptitude for that behavior does not seem useful; to say
that someone contributes heavily to charity because he Is
benevolent hardly moves inquiry ahead.

At other times, however, innate knowledge is stressed.
Chornsky appears to maintain that children have an innate
and unconscious knowledge of certain principles, such as
the "principle of the transformational cycle." That
complex principle involves the way in which phonological
rules are applied in order to yield correct utterances in a
language. According to Chomsky, children in all cultures
and environments quickly learn to speak in accord with
that principle, which is explained by the child's possession
of innate knowledge of the principle. (Noarn Chomsky
and Morris Halle, The Sound Pattern of English, Neu
York, Harper & How, 1968, p. 43.) But again, such
explanations do not seem to move inquiry forward.
Because the planets move in a certain way does not imply
that they know, consciously or unconsciously, the
principles of' their motion; because young children can
produce an indefinite number of grammatically appro-
priate utterances does not imply that they know what the
rules are. Obscurantism, rather than clarification, seems to
be the major result of invoking "innate knowledge.

'fuming now to terminological problems specific to
linguistics, there have been some problems with both
"phoneme" and "morpheme." The following are repre-
sentative statements of what "phoneme" designates:
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"A phoneme is the sum f those sound features
which are distinctive." (I,otz, op. nit. p. 220.)

grammatival abstraction to designate a class of
equWalenee of minimum sperelesound." (Joshua
11liatntough, Lu i:giu' I lodorn .)vnthrxis, New
Ytwk, Mentor, 1956, p. 233.)

Gleason, .1r., gives three (lit blew -definitions

(a) -the minimum' feature 1 the exprosion
5y6tem of a spoken language by which one thing
that may ht. said is distinguished from any other
thing which might have twen said.-

(b) the of sounds which: (1) rr

phonetically similar ;uni (2) Aow certain 'iiarartrr-
istit c patterns of distribution in the language or
dialect under consideration."

(e) -one element in the sound system of a
language ha ing a characteristie set of interrelation-
ships with each of die other elements in that
system.

Ile then goes on t -nese three definitions.. .are
eomplcinentary. No one of them (rives a full picture ef
the nature or signif Wane.. If the phoneme. (Itt
In trOdUntiMI to Descriptive Ling! New York, Holt,
1955, pp. 16, 162, 16R-1690

lenderson savs;

"Phonemes themselves are best thought of as
abstract units which are realized as speech-sounds in
utteranees, The term 'phoneme is not a synonym
for 'speech-sound,' though it is sometimes nsed ;is
such by laymen." (Heodersou, up. p. -12.)

The variations in the statements of what -phoneme-
designates result from attempts to make the descriptions
of what is involved more consistent and coherent, Some
of the difficulties encountered appear to stern from the
assumption that phonemes are ultimate units. Recently
there has been a tendency not to view phonemes as the
smallest, "uusplittable" phonological units, and to search
for components within phonemes. (See llenderson, op.
cit., pp. 46ff.)

Although there 16 considerable agreement among litiguists
as to what the morphemes of a given language are, sta term. ids
as to what "morpheme.' designates are not always clear or
mutually consistent. Often morphemes are said to be the
smallest units of a language that have meaning. This involves
one in all the prthlems of the '`ineanirn, of meaning.-
Probably to avoid such problems, I I.E. Smithr'says: -the tenn
`morpheme designates a class of related, recurring events..'
(Op. cit., p. 362.) Perhaps the similarity among the members
of the class can best be described in terms of the significance
the morphemes have for the users of a language. For example,
pluralness as represented by a and the continuing process
represented by ing are signifivant to users of English. As
aspects and pliases of things and events are differentiated,
tlwy are designated hy morphemes and combinations of
morphemes.

7. COMNIENT AND EVALUATION

sarong comuntinent to presumed scientific proce-
dures characterized the field of linguistics for some time,
but more recently great dissatisfaction developed about
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the results achieve I, followed by or prtwedurcs of
inquiry that in m;:ny respects are medieval. We suggest
that the interactional procedures so prominently used by
the linguists. in the 1950's had serious limitations, even
for the deseription of the formal structures of languages.
Unfortunately, the eritit's of the procedures used in the
195IEs regressed to self-m.6(mill procedures, rather than
moving forward io transaetional procedures.

As we have noted, many of the earlier linguists took
Newtonian physical inquiry as their model. They searched
for ultimate, unanalyzable, 'linguistic atoms," which were
then brought together in rneehaniral interaction. Just as
Newtonian physies was successful within a certain range,
so the structural linguisis were successful; hitt just as the
Newtonian procedures failed for other proldems, so did
the procedures used liv the structural linguists.

We do not intend to minimize the achievements gained
through the use of interactional procedures, I Iseful
descriptions of many of the worhrs languages, especially
the -crystallized" speets involved in encoding and
decoding, resulted. Oo the other hand, the results
eoncerning language structure were not particularly useful
for inquiry into the adjustive behavior of humans through
the use of language, which main, workers in many
different fields deemed important. (To mention only two
examples, Arthur F. Bentley' discussed the importance of
developing ;1 "general theory of lauguage- in his Inquiry
into Inquiries, Boston, licacon Press, 1954, Ch. 1:1; and
JAI, Kantor advocated a scientific inquiry into lannage
uses that would not view language as -motor action
eNpressing psychic processes called thoughts" in his The
Logic of llodern Scien('e, Principia Press,
1953, pp. 265-267, 302.) In addition, difficulties emerged
eVell within the inquiries into formal structures;
phonemes, for example, did not behave as ultimate
"atoms" were expected to behave.

I )1 particular significance is the attempted sharp
separation of signs, sign-users, and what is signified.
Rather than inquiring in to the entire sign-process
transaction as ongoing behavior, most linguists of both
the older and newea. points of view assumed that two
separate realities are somehow brought together by a third
entity. To illustrate, the editors of a recently established
journal, Serniotira, say in the material released about their
journal:

-A sign, by all accounts, from Stoic philosophy
to contemporary thinking, is eonceived as a
necessary coupling between twin moieties: the
signifier, a perceptible impac t iiii at least one of the
sense organs of the interpreter, and the content
signified. This twofold structure of perceptible and
intelligible is the indispi-usable criterion for the
division of signs into such types as signal, symptom,
icon, index, symbol. emblem, and name, which
constitute a principal focus of current semiotic
researches.-

The harmful consequences of such separations were
analyzed in detail by Dewey and Bentley in knowing lord
the known. (>f immediate interest is their statement (in
1919) of what happens when au Aristotelian procedure
emphasizing nth's, definitions, fixed categories, ete., is
followed:

-All theories if linguistics, at least with a rare
-ption or two, make their developments altung

lin eS. I n the ruginn rhararterization the



view arises that i naming occurs there nun4 lie a
'some rine' to die the naming; that such a *some
one' must be a dist inetn e hind of creature, far
superior to the Miser' ed world a creature such as a
'mind' or personified 'ardor.: and tha t for such a
'some one' to Oyu a name to "am thing,' a "rear
thing or 'essenee' vist s(mucw ;wry apart and
separate from the naming procedure so as to get
itself named... Alien as this is from modern
scientific practice, it is, tut vrtheless, the present
basis of most linguistic and logical theory and of
what is called 'the philosophy or science.'
(knot g and the knoun, pp. I 59-100.)

The extreme mentalism foiled cnrreut linguistic inquiry
(possibly even more extreme dein that described by Dewc:,
and Bentley in 1919) perhaps N4 ill impede inquiry as much as
mentalism bas impeded inquiry in the past. What we believe is
required for progress is not a return to the interactional
procedures typical of the curlier structural linguis'.s, but an
advance to trarma etional pnicedtireS. (For a further dis-
cussion of those procedn res., see he A ppendiv)
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TE ON THE NEWER FIELDS

TIIV sulqeet matters of the older behavioral fields
as eonventionally differentiated often overlap, and
many inquiries are conducted across diseiplinary

lines. ln recent years considerable attention has hem]
given to the development of formal models that
supposedly can be applied to problcin areas in many or
all of the older behavioral fields, and often claims are
made that even widrr applications are possible. Although
much of the basic work in game and decision theories, for
example, was done by economists who believed that they
had found new applkations for mathematical proredures,
that work often has been regarded as having CO I IS iderable
significative for psychology, sociology, anthropology,

olitieal scieme, international relations, and other fields .
ork in in.,..mation theory and cybernetics often

originated ill engineering contexts, but bas been applied
to many behavioral science fields. Nluch of the initial
work in ireneral systems theory was done by biologists;
but, as 'tile name suggests, the objective was to fitid
assertions that are warranted ftw any system whatever.

Classification of the newer fields and weir relations to
each other is difficult. For example, some writers on
general systems regard that field as paralleling or even
encompassing the other fields discussed in the latter part
of this book. (Ludwig von liertalatiffy, "General Systems
TheoryA Critical Review," General Systems, Vol. VII,
1962; Kenneth Ihmiding, "General Systems TheoryThe
Skeleton of Science," Management Science, Vol 2, 1956.)
Game and decision theories have many similarities, such
as emphasis on rational behavior and maximizing utilities;
consequently we have considered both fields in a single
chapter. We focus our attention there primarily on the
development of formal models, although not all work on
games and decisions is formalistic. In jurisprudence,
political science, and other areas, for example, many
inquiries into decisions do not rely on mathematical
models of the type discussed here. Although some work
in information theory is far removed from sonic work in
cybernetics, there also are numerous connections. The
notion of quantity of information, for example, often is
emphasized in cybernetics. We therefore also discuss both
of those fields in a single chapter.

Other fields or labels could have been selected for
discussion in the latter part of this book than those we
did select. For example, much work in organization
theory is believed to have applications across many of the
traditional fields and resembles the work we discuss. To
illustrate, one commentary lists the following as supplying
the "theoretical underpinnings or organization theog in
general": cybernetics (including information theory),
topology (including network theory), and decision theory

*In the first edition of this book, separate chapters were devoted
to Game Theory, Decision Theory, Linguistics, Infonnalion
Theory, Cybernetics, Sign-Ltehavior, Value Inquiry, and Ceu, ral
Systems Theory. For reasons given above, Game and Decision
Theory have been combined in one chapter, as have Information
Theory and Cybernetics. The chapte,- On LingtOSties haS been
moved to the earlier part of the book. A el extended discussion of
sign-behavior in Chapter I and the Appendix (as well as briefer
comments in other chapters) replaces tTe separate chapter on that
topic. So much of the chapter on 'i alue Inquiry in the first
edition was devoted to traditional speculative materials that we
have eliminated the chapter, but some work on values is discussed
elsewhere in this edition.
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( iittlittiitig game thet y). (Anatol Rapoport and William ..
Horvath, "Thoughts on Organization Theory," reprinted
in Walter Buckley, edi, Modern Systems Research for the
Ikhavioral Scientist, Chicago, Aldine, 1968, p, 75.)

The common theme in the fields wc discuss is the
development of fornial motlels (usually highly ma Lii e-
Till t i cal) in which "solutions" can be derived rigorous:, ;

odels that are believed to be so representative of the
problems of men-in-society that the solutions derived
from the mod,_il apply to those problems. We conclude,
however, that die alleged conformances often tio not hold
and that highly exaggerated claims for the applications
have beim made.

Considering the prisoner's dilemma game will illustrate
our criticisms. In recent years this aspect of game theory
has received much attention (see, for example, Anatol
Itamiort and Albert NI. Chammalt, l'risoner s Dilemma,
Ann Arbor, t Iniversity of Nliehigan Press, 1970). Often
fam-eaching eonseqeences are drawn for the probleMS of
national and international policy, as well as for the
guidance of individuals.

Without implying that his discussion is typical of most
work on this game, we criticize in some detail the
discussion of the influential economist, Paul A. Samuelson
(all references are to pp, 482-483 of his Economics, 8th
ed New York, Nle( 3raw-Hill, 1970), He begins the section
entitled "Prisoner's dilemma and love" by saying: "Came
theory can throw light on one of the great needs of our
agethe need for altruism." lie concludes his discussion
by saying: 'Thus, game theory does point up the need
for brotherhood and common rules of the road." Ile
further says that although in one type of economic
situation (a perfectly competitive market), "the maximum
of welkbeing" does result from "the motivation of
selfishness," such a residt "is a lucky accident," which the
"logic" of the prisoner's dilemma game proves is
"unlikely to be realized in other social situations."

In showing how game theory eau lead to such
far-reaching results, Samuelson describes a hypothetical
situation in which two criminals are apprehended
committing a joint crime. The District Attorney inter-
views each prisoner separately, and informs each one that
he has enough evidence to insure that both will get a
1-year prison sentence if neither confesles; that if both
confess, each will get a 5-year sentence; but if one
confesses and the other does not, the person confessing
will get a 3-month sentence and the other will get a
10-year sentence. EMI prisoner has to weigh the
possibilities of what the other prisoner will do. If each
separately chooses the decision that eimid lead to the
least possible (3-month) sentence, both will ,onfess and
therefore each will receive a 5-year sentence, Their joint
self-interest will be served best if neither confesses; both
will get a I-year tenn (worse than the possible arnonth
sentence, but the best "common state-'; e.g., sentences
totalling 2 years, compared to sentences totalling 10 years
and 10 years, 3 months).

Samuelson constructs a "payoff matrix" showing the
"utilities" as assumed, and says the folltiwingt

"Note that selfishness leads inevitably to long
prison terms-5 years.. . Only by altruismor



social agreement (in this case collusion) can the
hO'st ef`jill t11011 StatV Of the world I l-year sentences
for each In realized.

"To see the need for altruism- or failing that, foi
collective decision making-apply the payoff
matrix to the air pollution problm. (Replace
not-ronfess by not-pollute, , etc, And assume
Mat when I pollute and 011 do not desist from
polluting, I will he somewhat worse tiff if I alone
decide to desist.) Then the same logic...proves that
individualistic pursuit of self-interest leads to
everyone breathing the same foul and polluted air
that shortens life expectancies,"

For this "lc "prove- the conclusion, the payoffs
must he order( I as in the original example, and they
must he known. That nlatiV actual social simations are
characterized by such ordered and known payoffs seems
doubtful; the set of cireumstances aStillilled in the original
example does not appear to be typical of the alternatives
District Nuorneys iietually offer to prisoners, and neglects
the role of judges and Juries in sentemeing. Moreover, the
liest common state of the world- is common only to the
two prisoners, not to others who may be involved and
who may bave different "utilities' (such as the victims of
the crime. and perhaps the District Attorney, who may
regard longer senten(es as preferable). 'file motivation
ascribed to the prisoners seems as selfish as the motives
:::minuelson discussed imdier in connection with a perfectly
competitive market; the difference is not between
altruism and selfishness, but between different ways of
achieving selfish goals (i.e., independently or through
)ollusion). Indeed, to derive "brotherhood," "altruism,"
"the best rommon state," etc., from circumstances in
which two criminals collude so as to get the shortest
sentences they can reflects much the same general
procedure as the economic views Samuelson criticized as
inapplicable to many social situations; i.e., an optimal
social state is derived from the pursuit of self-interest.

Nloreowr, for the "logic" to apply to air pollution, we

should have to know that the payoffs arc ordered in
the same way they were for the prisoners, as is

indieated by the second sentence within parentheses in
do. long quotation ri liii amuelson. To say that such
a payoff ordering exists seems highly dogmatic; much
of the controversy about air pollution legislation
roncerns disagreements about the relative importance
of some particular level III air cleanliness and other
considerations.

\lore generally', whatever force SanthelsinCs example
has in large part stems from a procedure in which
aspects or phases of a transaction are reified as

separate and interaeting reals": then the "logic" leads
"inevitahly" to the conclusion. However, when the
transactiims are deserilied as they occur, the conclusion
loses its "inevitability- and the "logic" may have no
pertinenve.

Samuelson's comments on game theory and the
prisoner's dilemma are more careless than those of many
defenders of this type of 'mt d. and therefore giving as
mueli space as we have to Samuelson may seeni unwise.
I lowever, the ease with which such a prominent
mumonii.st can slide uncritically from conclusions that
hold widlin a model (that itself is unlike actual situation's)
to far-reaebing conclusions about "the human condition"

we believe, worth pointing out. Moreover, what
Samuelson does here unguardedly is done in a more
complex and o'oscure manner by others.

Some readers may feel that the criticisms offered in the
following chapters on the newer behavioral areas are
unduly harsh and that encouragement rather than negative
criticism is appropriate. However, so many grandiose
claims ive been nude for the achievements in these
areas, including comparisons to Einstein's general theory
-f relativity and to Newton's work, that outspoken
criticism seems required. The intense desire to accelerate
progress in the behavioral sciences, to further inter.
disciplinary cooperation, and to unify various areas of
inquir apparently leads many to overestimate seriously
what has been accomplished.
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GAME AND DECISION THEORY'
1. WORKING DESCRIPTION OF THE FIELD

GAME theorists attempt to describe in mathematical
i- y nib ols the most advantageous strategies for
"rational" participants in situations such as manv

parlor games, economic transactions, political contests, in-
ternational relation problems, etc., in which the partici-
pants either may compete or coiqwrate. "Rational' desig,-
nates different things in different game theory eontexts;
often it is applied as a short name for maximizing one's
gains or minimizing one's losses.

Implirers into derision-making investigate those aspects
of human behavior involviug choices among alternatives.
Attempts are made to develop criteria for measurine the
relative importarup of the objectives to be achieved aribd the
probable effectiveness of alternative ways of aehieving the
desired objective.

As ill other new fields, terminology is unsettled. I teeision
theory sometimes is viewed as encompassing game theory;
work done under other labels (e.g., linear programming)
often is viewed as part of decision theory; and both game
and decision theory are sometimes considered as parts of
general systems theory.

2, OTHER DESCRIPTIONS OF TFIE FIELD

According to Anatol Rapoport:

"Came theory is an attempt to bring within the
fold of rigorous deductive method those aspects of
human behavior in which conflict and cooperation
arc conducted in the context of choices among alter-
natives whose range of outcomes is known to the
fullest extent to the participants." ("Critiques of
Came Theory," Behavioral Science, Vol. 4, 1959, p.
65.)

Ewald Burger says:

"The theory of games, founded by von Neu-
mann. , concerns games of strategy. In contrast to
pure games of chance, these are games whose out.
come does not depend on chance alone, but also on
certain decisions which the players must make during
the course of play. Typical examples of such games
are parlor games in which the n participating players
have to make decisions in accordance with certain
rules. These decisions and, perhaps, also certain ran-
dom events (such as dealing cards) determine the
course of play and, hence, the winnings and losses of
the n players. Besides parlor games there are
numerous other areas where there are problems in
which the interests of several participants are in direct
conflict. Such conflicts of interest can often be repre.
sented schematically by means of games of strategy as
defined above." (tntroduction lo the Theory of
Carnes, trans. by John E. F'reund, Englewood Cliffs,
Prentice-Hall, 1963, p. 1.)

*As noted on p, 95, for convenience in this Chapter we group
together work in the fields of game theory and decision theory.
We also include a brief discussion of operations research in
Section 3.
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John Vol
airn:

and Oskar Nlorgenst ril stii ted

..we wish to find the mathematically com-
plete principles which define 'rational behavior'
for the participants in a social economy, aud III
derive from them the general characteristics of
that behavior.... For economic and social
priAlents the games fulfillor should fulfillthe
same funct ion wli vin-ions geome trico.
rita thenratical models have successfully performed

the physical sciences. Such models are theoret-
ical constructs with a precise, exhausi:ve and not
ton complicated definition; and Hwy iii tis be
similar to reality in those respects which dee
essllitial in the investigation at hand," (Theory
of (iarves and Economic Behavior, 3rd cd,,
l;r1i,t3u2it-:t)oli, Princet o n University Press, 1953, Pfh

The field of decision theory sometimes
very broadly, Sidney Schoeffler, for example,

"General decision theory is concerned with the
solution of the basic problem of how to decide
upon the best course of action in any given set of
specific circumstances." (The Failures of Economics,
Cambridge, Harvard University Press, 1955, p 159.

According to Irwin Bross:

"Just before and dun VVorld War II a new
concept began to emergette concept of Statistic:a/
Decision. Not only was this new concept compre-
hensive enough to include all that is currently
covered in the subject of statistics, but in addition
it involved ideas from other subjects such as the
theory of games, cost accounting, information
theory, logic, economics, and almost anything else
you care to name." (Design for Decision, New
York, Macmillan, 1953, p. 2,)

After stating that purposefulness "exists only if choice
is available to the entity involved and if that entity is
apahle of choice," Russell L. Ackoff says:

"The basic problem of Decision Theory is the
selection and application of a criterion that should
be used for selecting a course of action in (mhat we
have here defined as) a purposeful state. Thus
Decision Theory concerns itself with measures of
efficiency, value, and effectiveness:" ("Towards a
Behavioral Theory of Communication," reprinted in
Walter Buckley, ed Modern Systems Research for
the Behavioral Scientist, Chicago, Aldine, 19(8, p,
210, p. 217.)

C. West Churchman describes decision theory as:

''. an attempt to find criteria for selecting
'optimal' decisions among a set of alternative
actionswhere optimality is based. _on some

lescribed
_
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measure of the values of various OUtC4lfle5 that may
result (rom selecting each of the actions:- ("S cience
and Decision Making," Philosophy of Science, Vol.
23, 1956, p. 247.)

According to Thomas L. Salty:

"Decision-making involves the identification of
values, objectives, priorities, means, resources, and
constraints under conditions of certainty or uncer-
tainty for short- or long-range local or global
purposes. Since organizational structure is an
important aspect of a decision process, it is also
necessary to consider information flow, level and
type of participation, and the socioeconomic
framework. Decision rules, arc then introduced am!
methods (qualitative or quantitative) are developed
to apply Mese rules, It is mostly these methods that
bring decision-making close to mathematics by
borrowing ideas from it and frequently expanding
and enriching these ideas." ('Operations Research:
Sonic Contributions to Mathematics," Science, Vol.
178, N0. 4065, 1972, p. 1061.)

Sometimes game theory is regarded as a subd ivision of
decision theory. Anatol Rapoport and William j. Horvath,
for example, describe garne theory as "that ypranch of
decision theory in which decisions must lie nude not only
in the face of uncertainty but also taking into account
the presence of other decision makers, some or all of
whose interests may be opposed to those of ego.
("Thoughts on Organization Theory, reprinted in
Buckley, op. cit., p. 75.)

3. METHODS AND TYPES OF INQUJILY

Some of the ways in which game and related ''stra.tcgic
competitions" can vary are in the number of pthrticipants,
the rule t. of the garne, the relation of moves rnade
through cimice and "chance," and whether or not the
game can be terminated (according to its rules) in a finite
number of moves. Mathematical techniques have been
devised that give the most advantageous strategies for
each participant if certain specified conditions prevail,
such as the range of Formissible actions for the
participants, the probabilities with which chance events
occur, the information available to each particirant, the
criteria for the game's termination, etc. Given such
definite conditions and rules, solutions to marry games
have been derived rigorously.

That "rational participants are assumed is of particular
significance. In Seetion 3 we discus some of the
difficulties related to "rationality," but for the mornent
the following will suffice to indicate what is involved:

"Assuming that behavior is correctly descriled as
the maximization of , it is quite another

uestion how well a person knows the funetion, i.e.,
lc numerical utilities, thc others are trying to

maximize. Game theory assurues he knows them in
full. Put another way, each player is assurned to
know the preference patterns of the other players.
This, and the kindred assumptions about his ability
to perceive the game situation, are often subsumed
under the phrase 'the theory assumes rational
players.' (It Duncan Luce and lloward flaiffa,
Gaines and Decisions, New York, Wiley, , 19,57, F.

In order to illustrate game theory more specifically, a
brief description of one type of game will he givera.
Constant-stun games are those in which the algehraie Bunn
of the gains and losses of the players always equals a
fixed number. Given the strategy of his Opponent, the
positive or negative expecte(l Alayoff can he calculated
mathematically for a "rational player in a two-person,
constant-sum game. The solution of such a garrie is
described as follows:

"The solution proposeol by von Neumann and
Morgenstern makes each player choose that strategy
for which the minimal gain is at least as high
and possibly higher than, the minimal gain r-

anteed by any alternative strategy. Thus the payer
is maximizing the minimum pay off, or'playirig the
maximirC (Because of a customary formulation in

terms of minimizing maximal loss or risk rather
than maximizing minimal gains this, principle is

usually referred to as the 'ininimax principle-)"
(Leonid llurwiez, "Vhat Has Happened to the
Theory of Games." Papers and Proceedings,
American Economic Review, V ol. %um ISo. 2,

1953, p. 399.)

Many other types of games have been anal)/ zed, and
attempts have been made to extend same theory so
that some of the restrictive assumptions (e.g., that the
players possess complete knowledge) are no kinger
required. (See, for example, Nigel Coward, "&nie
Developments in the Theory arid Application of Net/a-
gonies, General Systems, Vol. XV, WO.) Surritroas
problem situations in the behavioral science fields have
been regarded as analogous to games of strategy
Gerrie Theory in the Behavioral ..Scienees, edited bY
ra It. Buehler and Hugo C. %rind, pittsburez,
University of Pittsburgh Press, 194i9, illustrates sonic
applications), and scientific inquiry in genewal las been
viewed in terms of the investigator playing a game
"against nature" (see, for example, j. Milnor, "Games
A ainst Nature," in ELM. Thrall, C,114, Coorribs, and
ICI. Davis, eds., Decision Processes, Nov Nork, iley

19S504m).e work on decisions concerns "ernpiricd de-
cision-nuking"; inquiries in political science. Psychology',
sociology arid other fields have investigated the processes
by which decisions are arrived at, tke consequences of
decisions, thc sources of decision in an organization, etc.
Many such workers agree -with Jaynes G. March that
decision making is "one of the key focal points for
empirical social scienc e." ("An Introduction tO the
Theory and lkileasurernent of Influence," in fleinz Eulao,
S.J. Eldcrsveld, and M. Janovitz, eds., Political behavior,
Glencoe, Free Press, 1956, p. 335.) Other work puts
primary emphasis on the devdopinent of formal triodeb
for decision-making. We emphasize the work of the model
builders in this chapter.

Models are built for decisions to be made under various
types of general circumstances. Luce and Raiffa differen-
tiate the following four conditions: certainty, lit
which "each action is knoivn to lead invarialbly to A

specific outcome," (2) risk, in vvhict "cacti action leads
to one of a set of possible specific nutcoures, each
outcome occurring with a known probability," (3)
uncertaint y, in which "either action or both has as Its
consequence a set of possible specific ou tcontes, hat
where the probabilities of these outcomes are completely
unknown or are, not even meaningful," and (4) .g
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cOLntPilizitOii of uncertainty and risk. Itaiffa,
rip. cit.,

When aliaritita tivc measures FI sSigned to the prefer-
enci s. or likims of those involved in the decision and to the
probabilities .of the possible alternatives:, it is possible to
iclilettiate which decision will utaximize the desired out-
come - The intathemat ical side of decision theory often is
tIui ieal. Rayesian sta tistics, for eKample has received con.
-4lerable attentiorn Without ping into the technical work,

F,..olne notion of what is involved can be gaind from tlw
Pollovving quotation:

:Bay esia n statistics, a L'sirrelltiy con troversial view-
point colic erning statistical in r !rice. is based On a

pmhabili ty as a partiealar measure of
the opinions of ideally consistent people_ Statistical
ilifereoc:c is modification of opinions in the
light of evidence, and byes' tl.,..,ron specifies how
such ntodificatiens should Le nude."

-711e 13ayesion approach is U COlu Flinn sense ap-
proach_ It is simply a set of tech cliques for orderly
expression and revision of your opinions with due
rcprd tor internal consistenev among their various
aspects awl for the data.' (%Varcl Eel wards, Harold
Lindinan, and Leonard J. Savage, 131ayesian Statis-
tical fererire for .?.)sy etiological Research," Psycho-
logical Helios, 'Vol_ 70, l9(a,f, p.193, El. 195.)

Some writers concerned with mathematical decision
theorY are especially interested in the decisions proce-
dures of large groups- Kenneth &Lidding, in referring to
the development o f large organizations, says:

`-This is the movement, which 1 have called
elsewhere tbe 'organization revolution,' that in the
short space of less than a Century inis led to the rise
of sub giant organizations as General Victors, the
Pentagon, and die Soviet Union- Nobody has yet
iven the overall movement a name, and it is indeed
lard to find a short and vivid one for a movement

so cxtensive and at die .same tine so subtle and
quiet. rf lc only name I can suggest i5 the decision
systons mailerrtcrit. ("Decision-Idaking in the
Modern World,' in Lyman Bryson, ed-, An Outline
of -Nan 's A:now/edge of the Illodera fliorld, New
"orlt, McGraw-FR, 1960, pp, 421-422.)

Stunt writers believe that there is a need to develop
new principles to replace traditional decision.rnaking
techniques . l'or example, Shoeffler says:

"it is a rather remarkable fact tlat the principles
of decision-making that are in fact employed by
most people today are virtually the same as they
were 2000 years ago. Thus a United States senator
today, fro considering the enactment of a new pie,
of legislation, einploys mach the same pattern of
analysis as his Homan con meant did hi his time
for a siridlar purpose. Ile also employs the sarne
thotsght-patterns as the Borman did in deciding what
to eat for lunch, in1 choosing a wife, or in
forms illati rig a personal ph ilosophy o f life."
(Sehoeffier, op. cit., pp. 159-16(J)

Schoeffler a lso Buggest:4 that the Ilse of statistical
dee-Hors theory , garlic theory, we1 fare economies, opera-
tiora research, and rn odern logic can lead to loon!
effective dec isioii making.

Note on Operations Research

Numerous types of inquiry have been given the label
,perations research.'' Robert Dorfman says that "even

after a study of hundreds of xamples of work classified
as operations research, _it is by no means clear just what
the method is." ("Operations Research," American
i(eiti)riiintairinc Review, V 1960, p. 575.) The English

I, Operational lteseareh Quarterly, describes its field
vaguely:

Operational research may be rcuarded as a
branch of philosophy, as an atLituc of mind
toward the relations between man and environment
and as a body of methods for the solution of
problems which arise in that relationship.'"

llowever, a good part of the work done under the label
"operations research" can be included in what is here
called decision theory. For example, Morse and Kimball
sty: "Operations research is a scientific method of
providing executive departments with a quantitative basis
for decisions regarding the operations under their
control," (P.kl. Morse and G.E. Kimball, Methods of
Operation.s Re.veareh, rev. ed., New York, Wiley, 1951, p.

K.enneth Boulding says the "central aim" of
operations research" is the incorporation of quanti-
tatiVe and mathematical techniques into the processing
of information relevant to the making of executive
decisions, both in government and business," (Bouldin
op. eit., p. 4313,) And Saaty says: "Operations researe
is a field of science concerned with developing ideas
and methods to improve decision-making." (Saaty, op.
cit,, p. 1061.)

For a recent discussion of some of the technical
work being done in the field, see Leon S. Lasdon,
Optimization Theory for Large Systems (New York,
Macmillan, 1970); for an introductory account, see
Ilanidy A. ratio, Operations Research (New York,
Macndl Ian, 1971),

4. RESULTS ACHIEVED

l'erhaps many workers in game and decision theory
would agree with Saaty's staternen t:

" Ave do such research because people have prob-
lems and, as scientists, we believe that any model is
better duo none; it is all right to give badanswers to
problems if worse answers would otherwise be given."
(Saaty, op. cit., p. 1061.)

Ilowever, his statement appears to assume that develop-
ing a moddno matter how defectivein a problem area
where no model existed previously is equivalent to an im-
proved answer to the problem, which may not be the case;
sonte models may lead to even worse "answers" than we
had before-

Considerable differences of opinion can be fourul con-
cerning the merits of the models developed by game theo-
rists. As Rapoport notes, extremely laudatory claims were
sometimes made:

110

"In some quarters, game theo was hailed as one
of the most outstanding scienti le achievements of
our cent the implication is that game theory
stands ors a par with Newton's celestial mechanics as a
scientific achievement." (Rapoport, op. eit., p. 49,)
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we have the historical fact that many social
scientists have become disillusioned with game
theory. Initially there was a naive bandwagon
feeling that game theory solved innumerable prob-
lems of sociology and economics, or that, at the
least, it made their solution a practical matter of a
few years' work. This has not turned out to he the

" (Luce and Raiffa, op. cit., p. 10)

More recently, one finds few claims that game theory
has been an historic breakthrough, hut the range of
opinion about its merits still is considerable- For otainpk,
Saaty believes that game theory may be "one of the most
maligned and least appreciated fields of operations
research arid mathematics." (Saaty, op. cit., p. 1065)
John Boot seerns to find much of value in game theory,
although he says that "game theory has not quite lived up
to the high expectations which were held in the !ate
forties when it was hailed as a major breakthrough in
economk!s.n. ( John C.G Boot, Ilathernatical Reasoning in
Economics and Management Science, Englewood Cliffs,
Prentice-hall, 1967, p. 89.) Others are highly critical of
game theory. Walter Berns, for example, is scathing in his
analysis of an application to judicial behavior, calling the
game theory application "corrupt and untenable," and a
substitution of non-sense for common sense. ("Law and
Behavioral Science," in Hans W. Baade, ed., Jurimetries,
New York, Basic Books, 1963, p. 195.)

Such conflicting assessments appear to stem in large
part from differing views concerning the role in inquiry of
the models developed by game theorists_ Whether the
models are descriptive, prescriptive, or something else is

discussed in more detail in Section 5 (see also our earlier
discussion in Chapter 1, pp. 34). The earlier workers in
game theory tended to argue that their models could be
used to describe behavior:

"...this theory of games of strategy is the proper
instrument with which to develop a theory of
economic behavior.... We hope to establish satis-
factorily...that the typical problems of economic
behavior become strictly identical with the male-
matieal notions of suitable games of strategy." (Von
Neumann and Nlorgenstern, op. eit., pp, 1-2,)

And many recent garne theorists also appear to
regard their models as descriptively aseful.
H. Biker and William J. Zavoina, for example, say

that the "message" from their work is that in

situations where choice is possible, "utility maxi-
mization is the theory that fits political behavior
best." ("Rational Behavior in Politics: Evidenve front
a Three Person G ame, " .1 merican Political Science

Review, Vol. (14, 1970, p. 60. For further
discussion of their work, see Chapter V, v. 50 and
p. 56) In a recent paper, John Fox says that game theory
provides "a framework within which to imestigate.
properties and determinants of social con Met and
cooperation," which suggests a descriptive role for game
theory. ("fhe 1,_earning of Strategies in a Simple,
Two.Person Zero-Sum Game without Saddlepoint," Be.
havioral Science, Vol. 17, 1972, p. 300.)

klany game theorists, however, maintain that game
theory models should not be viewed as descriptive. Anatol
Rapoport, for example, has said:

"I think a categorical disavowal of descriptive
content is implicit in the entire game-theoretical
approach. Game theory is defivitely normative in
spirit and method. Its goal is a prescription of how
a rational player thould behave in a given game
situation when the preferences of this player and of
all the other players are given in utility units."
(Rghts, Genies, and Debates, Ann Arbor, University
of Michigan Press, 1960, pp. 226-227. As we shall
see shortly, Rapoport has since modified the views
Just quoted.)

However, there also are difficulties with the prescriptive
As Robert L. Davis says:

"The words 'normative' and 'rational man' seem
unfortunate. It may he that the first economists to
think in these terms actually intended to set forth
what a man should do if he were rational; the
intention of modern formulators of normative
theory is usually much more modest. Each
constructs an abstract system about which he says
in effect: 'If a person's behavior is such that under
the proper interpretation it can be said to satisfy
the requirements of this system, then his behavior is
what is called "rational" in my theory.' For
instance, the theory of zero.sum two-person games
can be taken as normative theory in the scnce that
it gives instructions according to which a man will
he able to maximize his expected payoff in such a
game, assuming he can find tile solution. But this
does not say anyone should use this theory iii

playing an actual garlic : it may be that he can more
easily secure this maximum expected payoff in
some other way. .. ." ("Introduction," in Thrall,
Coombs, and 'Davis, op cit., pp. 4-5.)

'Moreover, even when the model provides a description
of how a player can maximize expected payoff (and in
that sense is normative), many of tlie problem situations
to whicli game theory Inas been applied do not conform
to the rigorous conditions necessary for the solution to
hold. (Sce Boot, op. cit., pp. 89-90, for a brief discussion
of this topic.)

Howard has argued that Iris "rneta-theory" is both a
theory of rational behavior and an empirical theory that

redicts actual behaviour in game-like situations."
ithout going into the technicalities of his "meta-garrtc,"

it is important to note that the "actual behavior
predicted is somewhat special: "the theory does not
predict that a stable outcome will occur, only that if it
occurs it will be one of a certain kind singled out by the
theory (and called equilibrium outcomes).'1 ("The Theory
of Mcta-Garnes," General Systems, Vol. XI, 1966, p. 167,
p 168.)

Finally, some writers such as Rapoport argue that game
theory models often are neither descriptive nor prescrip-
tive (see Chapter I, p. 3), but still provide a valuable type
of understanding of certain problems. Rapoport says that
game theory imparts 'a very special understanding,"
which is not based on prediction, control, or the winning
of a competition, hot that leads mis toward an unspecified
and linspecifiable goal:

"I should like to reiterate my conviction that the
linderstanding nf the logical structure of strategic
conflicts is indeed the prime and, at least at present,
the only achievable objective of game theory.
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However, 'understanding' in this context is not the
intuitive understanding sought after by the social
scientist of the old (pre-positivist) school, nor the
understanding of the _positivist (rigidly linked to the
ability to predict and to control). It is rather the
understanding of the mathematician. Based on most
rigorous analysis, it is impersonal (hence has a
partial claim to scientific validity); but it is also
independent of the ability to predict or to control
(unlike the understanding imparted by sciences with
empirical content). The conclusion of a mathe-
matical theorem predicts nothing except that any
competent mathematician must come to the same
conclusion if he starts from the same hypotheses.

"The mathematician attains 'understanding' by
aining an insight into the interdependence of
sgical relatiods. Similar lz, a game theoretician

attains an 'understanding of the strategic corn-
ponents of conflict situations by gaining an insight
into the often extremely intricate interrelations of
strategic consideratiorts. This insight does not reveal
techniques for 'controlling' conflicts (let alone
means of 'winning' them); but gaining it is an
important step forwardtoward what we do not
know, because we do not know what new goals
may be revealed by the increased understanding.
Nevertheless it is possible to defend the view that
any gain of understanding of matters that have
some theoretical bearing on important aspects of
human relations is a proper human goal." (N-Persorz
Came Theory, A nn Arbor, University of Michigan
Press, 1969, p. 185, p. 184.)

Rapoport appears to assume here that the mathe-
matical-deductive streetures must somehow "bear" on

trategic considerations," which is j,ust the point to be
demonstrated. The "loOcal structure ' involved may turn
out to be only that of the model, not of the behavior
with which Rapoport is concerned. Eliminating from
considcration description, prediction, control, and pre-
scriptions for winning may "rescue" game theory frorn
many cdticisms, but it also scents to eliminate the
pertinence game theory might have for inquiry into
observed behavior in "conflict situations."

Despite the many disavowals that game theory is
descriptive, inquirers often have no hesitation in viewin
some specific ' real life" situation as an exemplification
a game. To illustrate, in a recent article the authors give
as an example of one of their games a controversy
between Orval Faubas and Dale 13umpers in the 1970
Democratic primary in Arkansas. (Marguerite P. Stevenson
and James L. Phillips, "Entrapment in 2 x 2 Games with
Force Vulnerable Equilibria," Behavioral Science, Vol. 17,
1972, p. 369.) Whether in fact such analogies hold is
often questionable; shnilarities of "structure" often
appear to be converted into identities of "structure."

In decision theory, considerable "prescriptive" or
"normative" work has been done hi ascertaining iJiich
decisions should be made by a person who hmm a
consistent ordering of preferences and who is striving te
maximize some quantity. Such decisions may lead to
undesired outcomes, of course, but they are selected
because of their expected maximization role:

"If the decision makers use the decision frame-
work of this book, all of their decisions will be
' or in the sense of maximizing expected utility.

ortunately, we arc still dealing with uncertainty,

and a carefully reasoned decision might stiE have a
bad outcome in any particular instance. Ws do not
guarantee good outcomesjust good Jecisions!"
(Albert N. Halter and Gerald W. Dean, Docisions
Under Uncertainty, Cincinnati, South-Western Pub-
lishing Co., 1971, p. 249.)

Experimental work also has been done in comparing
observed behavior to what is prescribed by the normative
models. For example, Donald Davidson, Patrick Suppes,
and Sidney Siegel attempted to provide formal decision
models that could =-.'; tested empirically. Their "under-
lying thesis" was that "an individual makes choices among
alternatives involving risk as it he were trying to maximize
expected utility." (Decisioa Making: An Experimental
Approach, Stanford, Stanford University Press, 1957, p.
26.) The following quotation illustrates something of their
results:

"Under controlled conditions, sonic people (IS
out of 19 subjects in the present experiment) make
choices among risky alternatives as if they were
attempting to maximize expected utility even when
they do not make choices in accord svith actuarial
values." (pp. 80411.)

In general, observed behavior often seems to depart
somewhat from behavior that might be expected on the
basis of various decision theories. For example, in an
experiment in which subjects gambled on the throw of
dice, the following were reported as anong the principal
results: "expected dollar value has negligible importance
in determining betting preferences," anal "subjects who
are sophisticated about probabilities and expected values
are no more likely to maximize expected dollar value
than others." (Alvin Scodel, P. Ratoosh, and J.S. Minas,
"Some Personality Correlates of Decision Making Under
Conditions of Risk," in Dorothy Willner, ed., Decisions,
Values and Groups, Vol. I, New York, Pergamon Press,
1960, p. 48.)

Many observers construe decision theory as leading to
the possible improvement of decisions: "even if a theory
of rational decision has little general descriptive value, it
still may have great interest as a normative theory."
(Davidson, Suppes, and Siegel, op. cit., F. 3.)

Sometimes the assumptions made about human be.
havior lead to a merOng of normative and descriptive. As
Wayne Lee notes:

"In practice, the distinction between normative
and descriptive theories often becomes blurred.
Af ter all, the hypothesis of general rationality states
than men do make the decisions they should make.
If this is the case, normative and descriptive theories
merge into one." (Decision Theory and Human
Behavior, New York, Wiley, 1971, p. 16.)

Much work in operations research and other areas of
decision-making has concerned the improvement of
managerial decisions. Russell Nekoff describes a typical
inquiry in an industrial setting:

"In one industrial problem.. .it was necessary to
fled the order in which items requiring production
should he processed over an assembly line. The
setup costs associated with each product depended
en which item preceded it over the assembly line.
The problem was to minimize the sum of the setup
costs.. .. Study of the problem revealed several
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decision rule s which appeared to yield lower costs
than one would expect to obtain Liy using intuition
and experience to sequence the production.. .. The
researchers replanned the production of the last
three years using the proposed decisiGn rules aed
compared the resulting costs with those actually
jail:Lured. A skehstantial reduction was obtained.''
"Games, Decisions, and Organization General
ystems, Vol. IV, 1959, pp. 149-150.)

Such wort- has sometimes been criticized, however, on
the ground that insofficient evidence is offered for the
solutions proposed- Alphonse Chapatis, for example, says:

"Even when we find model builders attempting
to make some validation of their models we
sometimes find them using as scientific evidence the
crudest form of observations collected under
completely uncontrolled conditions.... Let us take
evne red example. Once upon a time the problem of
traffic delays at toll bootha was tackled [C.W.
Churchman, R.L. Ackoff, and EL. Arnoff, Intro-
duction to Operations Research, New York, Wiley,
19571 They constructed a mathematical model,
added it, multiplied it, integrated it, differentiated
it, and came out with some conclusiors about how
the toll booths should be manned and operated.
Then came the mitical part. h the model any good?
Let us take the authors own words: ihe only way
to find out was to try it. If ii worked continuously
for a week, it should be able to work indefinitely.
They installed the new system at a toll collecting
site and measured traffic flow and some other
thinp for one week. Although the operation of the
new system did not conform entirely to expecta-
tions there is no doubt that during that week,
conditions were better than they had been pre-
viously. So say the authors: '...there is a good deal
of satisfaction in seeing the validity of so much
work actually established' ...Please understand me.
The authors may well have been correct. Their
system may indeed have been better. But you will
have to agree that this kind of te4 is rwt a model
of scientific inference." ("Men, Machines, and
Models," A rnerican Psychologist, Vol. 16, 1961, p.
130.)

5. CONTEMPORARY CONTROVERSY

Although disagreements about the mathematics in-
volved in the elaboration of game and decision theory
conjectures do occur, usually such disagreements are
satisfactorily resolved; in general there are few contro-
versies about the mathematical soundness of the basic
work irk the fields. Controversies abound, however,
concerning the significance of the models for inquiry into
human behavior.

Earlier we discussed disagreements about the role of
the models: are they descriptive, prescriptive, or some-
thing else? The difficulties with viewing the models es
descriptive have led many to emphasize sonic other role
for the models, and yet there is a reluctance to give up
completely the notion that observed behavior somehow
resembles the model. Rapoport, for example, although
insisting that "game-theoretic analysis" is not "a replica
of how people actually analyze conflict situations," also
suggests that "even though intricate game-theoretic
analysis 18 beyond the conceptual repertoire of the

ordinary subject, nevertheless the subjects' intuitions
[may] somehow parallel the analysis." (Pi-Person Came
Theory, p. 30a, p. 310.)

Even if a descriptive role for the models is given up
(both officially and in practice), most workers seem to
agree that analogies between the models and observed
behavior must exist if the models are to be pertinent to
the behavior under consideration. Much controversy
occurs about such matters. We note first that the
presumed connections between the models and observed
behavior often are not investigated with anything like the
care with which the model is elaborated, and "intuition"
may be relied upon heavily. To illustrate, Ewald Burger
says:

'As is the case with any mathematical theory
which attempts to describe part of the real world,
the fundamental definitions and concepts of the
theory of games must be justified by means of
intuitive considerations. Unfortunately, this makes it
unavoidable to have the rigorous mathematical
definitions preceded by certain vague intuitive
considerations which establish the connection be-
tween the mathematical definitions and reality. This
hook attempts to reduce these intuitive considera-
tions to a minimum; the author frankly admits that
he never feels quite at ease in these intuitive
discussions, and because he does not feel competent
in this area, the discussion is pushed as rapidly as
possible into the domain of mathematics.' Burger,
op. cit., p. iii.)

Churchman Las been seveeely critical of those formal-
tsts who attempt to justify their models as being in
accord with intuition: whatever proposition has the clear
support of intuition needs to be doubted and subjected to
analysis." (Prediction and Optimal Decision, Englewood
Cliffs, Prentice-Ball, 1961, p. 329.)

The total set of conditions required for a mathe-
matically rigorous solution in a game or decision model
often is seriously unlike the set of conditions found in
the behavioral situations to which the models are applied.
For example, the early work on constant-sum games was
often applied to economic behavior, but many economic
4ansactions result in a net impnwement for all the
participants, rather than in winners and losers. Other
types of game may be more analogous to such economic
transactions, and even within the constant-surn game
structure it is "possible to introduce (conceptually) an
additional fictitious participant who, by definition, loses
what all the real participants gain and vice versa." (Leonid
Hurwicz, "The Theory of Economic Behavior," A merican
Economic Review, Vol. 35, 1945, la. 918.) But then we
are faced again with the question of the analogy between
the new model and the behavior under discussion.
Although some game theorists are confident that the
procedures of "classical" game theory can be extended
and modified to overcome the criticisms about applica-
bility, others believe that a much mr ie thoroughgoin
reform is necessary. Fer example, in referring to the boo
by Luce and Raiffa, Rapoport says:

"It is primarily their book which convinced me
that game theory is more important because of its
failures than because of its mathematical successes.
For it is the shortcomings of game theory as

originally formulated) which force the consideration
of the role of ethics, of the dynamics of social
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structure, and of individual psychology in situations
Of con lliet_" (1.4hts, Games, and Debates, p. xii.)

Other eontroversies concern the notions of utility arid
rationality as used in the models. In an actual competitive
sitoatiot, the behavior corresponding to the "ittility" in the
model may he difficult to identify:

A theory such as we are discussing cannot come
into existence without assumptions about die individ-
uals with which it purports to be concerned. We have
already stated one: each individual strives to maxi-
mize his utility. Care must be taken in interpreting
this assumption, for a person's utility function may
not he identical with some numerical measure given
in the game. For example, poker, when it is played
for money, is a game with numerical payoffs assigned
to each of the outcomes, and one way to play the
game is to maximize one's expected money outcome.
But there ale players who enjoy the thrill of bluffing
for its own sake, and they bluff with little or no
regard to the expected payoff. Their utility functions
cannot be identified with the game payments." (Luce
and Raiffa, op. cit., p. 5.)

"Rationality" also is used in diverse ways. For example,
Boalding, who is highly sympathetic to decision theory,
says the field Is not, it must be confessed, in a state of
crystal clarity at the moment, mainly because of the ex-
treme difficulty of deciding on the correct criteria of
rational d ecision under conditions of uncertainty."
(Bonding, op. cit., p. 438.)

Rapoport points out that what we often cal "rational"
behavior is not in accord with the assumptions of some
writers. For example, we would not necessarily characterize
as "rational' the person who based all his decisions on
mathematical expectation. Rapoport points out that "the
mathematical expectation of an individual who takes out
fire insurance is clearly negative; othervise fire insurance
companies would go bankrupt." Yet it is not regarded as
irrational to purchase fire insurance. "Utility,' then, is

wed as something different from mathematical expecta-
tion, and "subjective probability" has been introduced for
instances in which the individual's estimate of probability
differs from the mathematical probability. llowever, even
after such modifications are made, the same problem arises:
Is behavior usefully describable using such procedures?
Rapoport admits that much doubt is possible:

"But posing the problem in this way reveals the
strong tacit assumption that behavior of individuals
or of classes of individuals is consistent an& pre-
dictable, once the underlying utilities and subjective
probabilities exist. And this may by no means be de
case." (Introduction," in Winner, op. cit., p. xv.)

Moreover, even if in some experimental game or decision
i aging behavior is found to conform acceptably to the
model, the experimental setting itself may be removed con-
siderably from the situation the experiment was designed to
describe. In the work by Riker and Zavoina discussed ear-
lier (Chapter V, p. 50 and p. 56), they admit that their

periment dealt with "surrogate politicians in a surrogate
olitical setting." They attempted to remedy disanalogics
ctween their game and actual political situations by intro.

clueing "putative critiivalents," hut then say that wc know,
of course, that them putative equivalents are pretty pale
imitations of these forces hi political life." (Riker and

Zavoina, op. cit.. p. 59, p. 52.)
Finally, controversy has ensued about the usefulness of

formalization. Although most workers rely on elaborate
formal models early in their inquiries. C. t Churchman
says:

indeed, pure formalization of decision theory
seems to be the very last thing we want to do, not the
first. For experimental pragmatismanel I suppose
eq ally for operations researchwe need to come out
of the formal language again, and reach agreements
on how observable behavior relates to the terms of
the formal language. We need to know when some-
thing is a decisionthat is, we need operational speci-
fications for identifying decisions and their proper-
ties. From this point of view, formal decision theory
does not represent a 'foundation' for a theory of deci-
sions. ("Problems of Value Measurement for a
Theory of Induction and Decisions," Proceedings of
the Third Berkeley Symposium. on Mathematical Sta-
tistics, Berkeley, University of California Press, 1955,
P. 55-)

6. TERMINOLOGICAL PROBLEMS

Some of the problems concerning "rationalit and
"utility" have already been discuesed. "Rationality' is used
in different ways in different contexts, and often designates
a type of behavior that is not observed in the situations to
which the game or decision model is applied. Luce and
Raffia say:

"Though it is not apparent from some writings, the
term 'rational' ia far from precise, and it certainly
means diffetent things in the different theories that
have been developed. Loosely, it seems to include any
assumption one makes about the players maximizing
something, and any about complete knowledge on
the part of the player in a very complex situation,
where experience indicates that a human being would
be far more restricted in his perceptions." Luce and
Raiffa, op. cit., p. 5.)

The set of requirements necessary for a person to behave
rationally may be complicated, as le illustrated by Howard's
statement:

"The rationality axiom is that a person with a
choice between outcomes over which he has a prefer-
ence ordering will choose so as to get the moat pre-
ferredprovided that he fully believes he will get it
and that by choosing otherwise he would have got
one of the alternatives." (The Theory of Meta-
Games," p. 168.)

Often the use of "rational, eelected is one that will
lead to a solution within a mo el. The following quotation
from Rapoport illustrates that situation, as well as the self-
actional language often found in this field:

"Modern decision theory departs from the conce
tion of mechanistic determinants of action and fran
ly posits a 'rational individual.' Some will insist that
'rationality' is not a well defined category, even that
it cannot he defined. But we will forgo the search for
a definition which is both general and precise and
satisfies every one's intuitive notions of what ration-
ality should he. We will use instead a definition te
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suit a situation. Vor installer if a man is faced with N
mutually exclasive alternatives, vve will assume that if
he is rational, he is able to anange the alteroatives in
order of preference, allow ing, pechaps, for indiffer-
enee zcrnorsg a It er natis es. " ("le troduction, m
Winner, op. cit.., p. xiv.)

Game and decision theorists often iasist that their use of
"utility" is not to he confused with the uses of earlier
economists. (Sec pp. 689 of Chapter VI for a discussion
of economists' use of "utility.") As looted earlier, there is a
question as to whether anything in human behavior corres-
ponds to The characteristics attributed to utility,
within a Oven model, often are chosen in order to provide a
logical closure for that model:

"We have treated the concept of utility in a rather
narrow and dogmatic way. We have not only assumed
that it is nurnerieal-for which a tolerably good case
can be made, . .-but also that it is substitutable and
unrestrictedly transferable between the various
players... . Wc proceeded in this way for technical
reasons: The numerical utilities were needed for the
theory of the zero-sum two-person game-particularly
because of the role that expectation values had to
play in it- The substitutability and transferability
were necessary_for the theory of the zero-sum n-pen
smi game.. Thus a modification of our concept of
utility-in the nature of a generalization-appears de-
. irable, but at the same time it is clear that definite
difficulties must he overcome in order to carry out
this program." (V on Neumann and Ntorgenstern, op-

v. 604.)

At times higidy mentalistic and scI actional language is
used in the discussion of utiliuirs Kenneth Arrow, for ex-

io his discussion of the impossibility of an "interper-
sonal comparison of utility," says that "it seems to make
no sense to add the utility of one individual, a psychic
magnitude in his mind, with the utility of another individ.
mil."' (Social Choice and individual Values, 2nd ed., New
York, Wiley, 1963, P. I L)

Th literature contains frequent references to "applica.
lions" of the models, but. often that word is used loosely
and confusingly, For example, Saaty says that game theory
"seeks to he prescriptive or normative, and also-like the
later Rapoport-emphasizes the "uneerstanding" that re-
stilts from the use of game models. Ile then discusses a
"very simple illustration" of a game rnatii- application to
the escalation of arms. (Saaty, op. cit., p. 1666. All further
quotations from Saaty in this section are from the same
page.)

Saaty says that a few years ago the United States wanted
the Soviet Union not to develop MIRV's (multiple inde-
pendently targeted reentry vehicles). Ile regards that histor-
ical situation as au example of a bargairliag game without
,omplete Mformation being available to die players. Ile
then works out a payoff matrix for the situation. According
to that matrix, if the United States has MIRV's, and tries to
eonvince the Soviet Union tlut tii develop them, the Soviet
Union's payoff will be better if it does develop MIRV's. On
the other hand, if the United States lacks NERV's and tries

ronvince the Soviet Union not to develiv them, the
payoff is still better for the Soviet Union if it does produce
the weapon.

Saaty conehnh.s that in this situation an opponent an-
not bv guided at all" Ivy what die other participant says,
and that the opponen t's "decision Must be based on other
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information." Ile suggests that an inspection sebeme by
both sides might have ensnrol tha t VIIRV's would not be
built, hut then adds: "Of course, we know from the news-
papers that linth sides know how to make MI RV's and may
even be mass producing theni."

But is the NIIRV case an instance of a "bargaining" game
in the required sense? Is it probable in this type of situation
that either side would he inclined to be guided solely or
strongly merely by what the other side said about its state
of weapons development? Whatever actual information was
available might change the payoff matrix materially. The
model is not normative for either side unless the situation
fulfills all the busi'.; requirements of the pme, which seems
highly doubtful; nor is "understanding' of the arms race
furthered unless it can he shown that the race fundamen-
tally is like the model. Just what the application of the
model is remains unclear.

Other key names in this field also are used unclearly or
incoherently. Churchman, for example, points out that
often it is not clear what a "decision" is and says that
"operational specifications for identifying decisions and
their properties shour be given." ("Problems of Value
Measurement for a Theory of Indlietion and Decisions," p,
55.)

7. COMMENT AND EVALUATION

In Chapter I we crticized self.actional and interactional
procedures of inquiry. Both types ut procedure are found
among game and dec.ision theorists. Many of the discossions
of rationality apparently reflect selfactional assumptions,
and frequent references to free mill are found (e.g.,
[toward, "The Theory of Meta-Ganies, P 168; Paul A.
Samuelson, Economics, 8th ed., [New York, McGraw-liill,
1970, p. 480). Interactional procedures also abound, in
which various aspects or phases of a transaction are viewed
as independent "reals" interacting on occasion with other
such "reals" (see our discussion of the prisoner's dilemma
on pp. 95-96).

Much of the work in this field consists in the elaboration
of conjectures far in advance of observation. To illustrate,
in their discussion of the difficulties of measuring "utility
functions," !Ace and Raiffa say;

"The main purpcme is to see if under any condi-
tions, however limited, the postulates of the model
can be confirmed and, if not, to see how they may be
modified to accord better at least with those CaSeS. It
will be an act of faith to postulate the general exist-
ence of these new constructs, but somehow one feels
less cavalier if lie knows that there are two or three
cases where the postulates have actual! y been veri-
fied." (Luce and Raiffa, op. cii., p. 37, Sec also our
earlier discussion on p. 4, Chapter I.)

As we have noted e rlier, in general the mathematical
work within game and decision models is carried out
rigorously, arid much ingenuity has been shown in
developing solutions within those models. Moreover, the
experimental work on various game and decision
situations often is done carefully within the limits of the
experimeut. But the behavior investigated within these
situations may be far removed from the behavior in the
economic, political, military, or other transactions that
led to the experiment.

Often a major difficulty is the unavailability of what is
required to make the model pertinent. To illostratefames
Bates gives the following description of decision-making:
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"A decision-making process involves a decision-
maker, an environment ill which the decision-maker
must operate, a set of actions available, and a set of
goals to be accomplished. An optimal decision is
made in terms of an operation which chooses a
member of the set of actions and the importance of
the goals. The model must include some measure of
the efficiency of an action (or a goal, a measure of
the value or importance of the goal, and a measure
of the adequacy or effectiveqess of the operation.
("A Nlodel for the Science Decision," Philosophy
of Science, Vol. 21, 1954, t, 339.)

Ilowever, the measures required by the model often
don't exist, or are seriously inadequate. Assuming
--oonbers for the sake of illustration may make a model

;ti plausible and promising, hut if we cannot develop
hose measures in practice the model is not useful for

wising "optimal decisions."
Our criticisms should not be confused with certain

"humanistic" objections to the use of mathematical
ocedures in investigating human behavior, such as that
uman behavior involves "intrinsically" unquantifiable

things. (For refutations of such objections to mathe-
matical procedures, see. von Neumann and Morgenstern,
op- cit-, pp. 1-8, and Kenneth Armw, "Mathematical
Models in the Social Sciences," General Systems, Vol. I,
1956, pp. 29-31.) Skepticism about the significance of a
particular mathematical model is not the same as a
rejection of mathematical procedures in general.

Defenders of the type of models we have criticized
often argue that the historical success of mathematical
models in the physical sciences somehow justifies current
models in the behavioral areas. For example, Eugene F.
Elander, an econometrician, says:

"...to say that, at present, we can stop using
mathematical models because they are methodologi-
cally so poor that they are not useful for prediction
is tantamount to giving up an entire avenue of
approach before we have traveled very far along it.
A similar criticism might have been raised against
the first fumbling attempts to formulate the
physical sciences mathematically; and such a
criticism, if allowed, would have prevented the
development of a scientifically oriented civilization
with a high level of technology." ("Correspondence
On Mathematical Models," Social Science, Vol. 37,
1962, p. 249.)

Elander appears to confuse the avoidance of poor
models with the total avoidance of models. Criticism of
the inadequacies of existing models may help in the
development of improved procedures of incpiry, and
reliance on inadequate models may worsen problems that
the models were designed to solve. What we object to is
not the use of mathematical procedures per se, but the
development of elaborate conjectures of any type far in
advance of observation.
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XI.

INFORMATION THEORY AND CYBERNETICS*
I. WORKING DESCRIFTION OF THE FIELD

Information theorists inquire iato the most effec-
tive way of coding, transmitting, and receiving
messages in communication systems in order to

achieve goals such as a specified speed of transmission,
accuracy of transmission, and economic cost. Quantitative
measures have been developed for the capacity of
communication channels and for the "amount of
information" carried by the signals transmitted over these
channels; these measures are based upon the number of
alternative messages or signals that can be transmitted
over a channel in a unit of time. Many attempts have
been made to apply the statistical techniques developed
by information theorists, and some of their findings, to
typical behavioral science problems.

Cyherneticists inquire into the regulative processes of
physical, physioloOcal, and behavioral systems, with
special emphasis on feedback in machines and in nervous
systems. "Information," as used by information theorists,
often is a kcy notion in cybernetic inquiry.

2. OTHER DESCRIPTIONS OF THE FIELD

R.V.L. Hartley, one of the founders of information
theory, said his aim was to "set up a quantitative measure
whereby the capacities of various systems [in electrical
communication] to transmit information may be com-
pared." ("Transmission of Information," Bell System
Technical Journal, Vol. 7, 1928, p. 535-)

According to a group of writers on information theory:

"It is basic to information theory that any event
is evaluated against the background of the whole
class of events that could have happened. Informa-
tion theory proposes to measare the effect of
operations by which a particular selection is made
out of a range of possibilities. .. . The measure of
selectivity used is a function of the probability of
achieving the same result by mere chance. In this
sense, information theory is anchored in probability
theory." ("Concluding Review" in Henry Quastler,
ed,, information Theory in Psychology, Clencoe,
Free Press, 1955, p. 8.)

.1 eronw Rothstein says that "Information theory, in its
recent formulations, is a form of abstract mathematics
dealing with choices from alternatives of an unspecified
nature." (Communication, Organization, and Science,
Indian Hills, Col., Falcon's Wing Press, 1958, p. 12.)

According to Colin Cherry:

"It is in telecommunication that a really hard
core of mathematical theory has develop such
theory has been evolved over a considerable number
of years, as engilleers have sought to define what it
is that they communicate over their telephone,
teleoraph, and radio systems. In such technical

*information theory and cybernetics are fields that are closely re-
lated in many respects. A adiscumed on p. 95, we include both fields
in a single chapter. Some writers use the label -communication
theory" rather than "information theory."
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systems, the commodity which is bought and sold,
called informatirm capacity, may he defined strictly
on a mathematical basis, without any of the
vagueness which arises when human beings or other
biological organisms are regarded as 'communication
systems.' Nevertheless, human beings usually form
part of telephony or telegraphy systems, as 'sources'
or 'receivers'; but the formal mathematical theory is
of direct application only to the technical e uip-
ment itself... ." (On Human Communication, New
York, Wiley, 1957, p. 40.)

John F. Young notes that the "basic idea is. that
information can he treated very much like a physical
quantity such as mass or energy." He says that
information theory "is concerned With the basic limita-
tions of various methods of communication," and that
th..! "basic principle adopted is that any message which
has a high probability of occurrence conveys little
information. Most information is conveyed by the least
likely messages. Thus information theoD, is biased on
probability ." (Information Theory,New York, Wiley,
1971, Preface, p. 1, p. 4.)

Norbert Wiener's statement that cybernetics concerns
"the entire field of control and communication theory,
whether in the machine or in the anima" (Cybernetics,
New York, Wiley, 1948, p. 19) often is repeated,
sometimes with minor changes or additions. Richard
Stone, for example, describes cybernetics as the study of
"communication and control in self-regulating systems"
(Mathematics in the Social Sciences and Other Essays,
(ambridge, M.I.T. Press, 1966, p. 33), and F.H. George
says cybernetics is the "science of control, communica-
tion, and artificial intelligence" (Computers, Science, and
Society, London, Pemberton Books, 1970, p. 14).

Often strong emphasis is placed on the breadth of
application. Stafford Beer, for example, says:

"Cybernetics is the science of communication arid
control. The applied aspects of this science relate to
whatever field of study one cares to name:
engineering, or biology, or physics, or sociol-
ogy. ... The formal aspects of the scienee seek a
general theory of control, abstracted from the
applied fields, and appropriate to them all"
(Cybernetics and Management, New York, Wiley,
1959, P. 7.)

And Ralph Parkman says:

"Cybernetics may be described as the study of
brainlike processes or equilibrium-seeking processes
and in these kinds of terms it is subject to very
broad and often disparate interpretations. It over-
laps such fields as general systems theory, theory of
automata, semantics, information theory, logic and
invades important areas of the physical, natural and
social sciences." (The Cybernetic Society, New
York, Pergarnon, 1972, p. 205.)

Anatol Rapoport notes the close relation between
information themy and cybernetics, and also emphasizes
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mint we return to

"Cybernetics is the science of eonmitinication and
con trol. As such, it does not examine transforma.
tions of energy. It examines patterns of signals by
means of which information is transmitted within a
system and from one system to another. Trans-
mission of information is essential in control, and
the capacity of a system to exercise control depends
on how much information it can pmcess and store.
In fact, the concept `quantity of information' is
central in cybernetics. In this context, 'quantity of
information is unrelated to the meaning of the
information, its significance, or its b-uth. Quantity
of information is related simply to the, number of
'decisions' which must be made in order to reduce
the range of possible answers to the question one
asks; to put it in another way, to reduce
uncertainty. ' ("Foreword," in Walter Buckley, ed.,
Modern Systems Research fur the Behavioral
Scientist, Chicago, Aldine, 1968, p, xix.)

3. METHODS AND TYPES OF INQUIRY

The context in which information theory was de-
veloped is of interest. Leon Brillouin says:

"This new theory was initially the result of a
very practical and utilitarian discussion of certain
basic problems: llow is it possible to define the
quantity of information contained in a message or
telegram to be transtrutted? flow does one measure
the amount of information communicated by a
system of telegraphic signals? flow does one
compare these two quantities and discuss the
efficiency of coding devices?" (Science end In-
formation Theory, New York, Academic Press,
1956, p. vii.)

And Ychoshua Bar-Hillel says:

"One of the tasks with which communication
engineers are presented is that of devising a
mechanism by which a significant sequence of
words, a message, produced by somebody, the
sender of the message, is reproduced at some other
place, with the shortest practical time lag.... The
following illustration is typical: A writes on a sheet
of paper '1 love you' and wishes that El, 3000 miles
away, should become aware of the full content of
this message, with little delay and at a low cost.
There will be institutions, in a capitalistic society,
which will compete with each other in providing A,
for a price, with the required service. Those
companies which perform these services most
satisfactorily, i.e., with an overall better combina-
tion of faithfulness, time lag, and cost, will get the
job. The executives of these companies will hire
engineers and put them to work on improving this
overall combination." ("An Examination of In-
formation Theory," Philosophy of Science, Vol. 22,
1955, p. 86.)

A communication sstemn often is said to consist of five
parts, as differentiated by Claude Shannon and Warren
1Veaver: (I) the source of the message; (2) a transmitter,
"which operates on the message in seine way to produce

a signal suitable for tra srnission over the diannel"; (3)
the channel, or medium used to transmit the signal to the
receiver; (4) the receiver, which decodes the original
message from the signal transmitted over the channel; and
(5) the destination of the message. (The Matheniatical
Theory (If Communication, Urbana, University of Illinois
Press, 1949, pp. 4-6.)

In some situations receipt of a near-perfect replica of
the message sent is important; in others some deteriora-
tion is allowable. Sometimes quirk transmission is of
pr'nnary importance, and sometimes not. If sending the
signals over a certain channel is costly, expending sizable
sums to develop a compact code for the messages may be
worthwhile. In short, both economic and technical factors
are involved in ascertaining the most effective way of
transmitting messages of a given type.

Of considerable importance are the relative frequencies
of letters and letter sequences of the language in which
the message is written. Very infrequent letters or
sequences can be given code-correlates longer than the
code-correlates for frequently occurring letters and
sequences. hi some instances, whde words, phrases, or
sentences may be given a brief code-correlate. However,
the saving in transmission time needs to he balanced
against the cost of encoding and decoding.

Telecommunication engineers have inquired into the
problem of how various signals can be converted into
other signals (for example, the translation of letters of the
alphabet into the dots and dashes of the Morse code, and
the further translation of the Morse code signals into
electrical variations). Information theorists have worked
on both discrete and continuous signals, and on signal
sequences of relatively complex organization (e.g., word
or sentence sequences).

Concerned with factors such as those just mentioned,
information theorists have developed mathematically a
measure of the so-called amount of information in a
message. Unfortunately, their use of "information" has
been confused with other uses (as discussed in Section 4)
usually information theorists arc concerned with
measure of the relative rarity of a certain signal sequence
among all possible signal sequences of the same length.
For example, the relative frequency of the sequence t-h-c
among all three-letter sequences in English interests the
communications engineer. Thus Cherry says that informa-
tion is described "solely as the statistical rarity of signals
from an observed source," (Cherry, op. cit., p. 226.)

The unit of measurement commonly used is the bit
(abbreviation of binary digit). Ludwig von Bertalanffy
says:

"rake the game of Twenty QuestiOns, where we
are supposed to find out an object by having
answered questions about it by yes or no. The
amount of information conveyed in one answer is a
decision between two alternatives, such as animal or
non-animal. With two questions, it is possible to
decide for one out of four possibilities. ... With
three questions it is a decision out of eight, and so
forth. Thus the logarithm at the basis 2 of the
possible answers can be used as a measure of
information.... The information contained in two
answered questions is log2 4 =-= 2 bits, of three
answers, log2 8 3 bits, and so forth." ("General
System Theory," General Systems Vol. I, 1956, p.
5.)

Despite general verbal iugreirmucuit as to what the word

1 1 8



108 A CURREN

"eybeowties" describes, precisely what inquiries cyber-
netieists make is not always clear. Beer says: "Some
people thilik that cybernetics is another word for
automation; some that it concerns experiments with rats;
some that it is a branch of matherna tics; others that it
wants to build a computer capable of ruuning the
country." (Beer, op. cit.. p.

Insofar as cybernetics has been claimed to he relevant
for behavioral scieuce inquiry, , two types of work seem to
be most important:

i) Cyhernetieists, like general systems theonsts, often
seek analogies in different areas of inquiry with the hope
that the unification of science will be furthered. Wiener
describes one such analogy that stemmed from the efforts
of W.S. McCulloch and W.II. Pitts to design an apparatus
through which the blind could "read, Printed words
were converted to sound by a photocell scanning of the
printed type. Wiener goes on to say;

"Dr. McCulloch's device involved a selective
reading of the type-imprint for a set of different
magnifications. Such a selective reading can be
performed automatically as a scanniug process. This
scanning, to allow a comparison between a figure and a
Oven standard figure of fixed but different size, was a
device which I bad already suggested. . . . A diagram of
the apparatus by which the selective reading was done
came to the attention of Dr. von Bonin Fan anatomist I,
who hnmediately asked, "Is this a diagram of the fourth
layer of the visual cortex of the brain?' " (Wiener, op.
cit., pp. 31-32.)

la particular, mach attention has been given to analogies
between the nervous system and the digital computer.
According tu George:

-It should also be noticed that this [the ease with
which computer hardware copes with binary states] is
one of the reasons why cybernetics pays so much
attention to the development of computers. It is
because it was felt that there is a distinct resenzblanee
between the two-state switching devices of the digital
computer inzd the two-state neurons that make up the
human nervous system. Neurons need not necessarily
be regarded as two-state switches, but what is
important is they can be so regard ed. " (George, op. cit.,
p. 33.)

ii) A more restricted field of inquiry is the investigation of
feedback in machines and in organisms. Some writers see the
major work of cybernetieists as the inquiry into the extent to
which biological phenomena can be accounted for in terms of
feedback. According to J.0. Wisdom :

'The basic hypothesis of cybernetics is that the
chief mechanism of the central nervous system is
one of negative feed-back. The field of study is not,
however, restricted to feed-backs of the negative
kind. Secondly, cybernetics makes the hypothesis
that the negative feed-back mechanism explains
'purposive' and 'adaptive' behaviour." ("The Hy-
pothesis of Cybernetics, Ceneral Systems, Vol. I,
1956, p. 112.)

Litterer emphasizes the maintenance of system
stability through feedback:

"Cybernetics has to do will feedback and control
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in all kinds of systems. Its purpose is to maintain
system stability in the face of change. Cybernetics
cannot he studied without considering coninniniea-
timi networks, information flow, and some kind of
balancing process aimed at preserving the intem-ity
of the system." (Organkations, Vol. 1, 2nd ed., New
Yor%, Wiley, 1969, p. 24.)

Governors and thermostats illustrate negative feedback.
When an engine's speed varies beyond a certain range, the
governor operates to maintain the speed within that
range. Such feedback is called negative because the work
done by the feedback mechanism opposes the "direction"
of the main system. Positive feedback occurs when the
feedback mechanism acts so as to amplify the work of the
main system, as when automobile power brakes amplify
foot pressure.

Wiener and his collaborators developed some hy-
potheses or conjectures about human behavior based on
their observations of feedback. Negative feedback may
lead to oscillation if the operation of the feedback
mechanism results in "overshooting" of a magnitude
similar to the deviation from the desired range the
feedback mechanism is correcting. For example, in
]:,1-recting a room temperature that is 50 above what is
desired, the temperature may go back to 50 below the
setting, etc. Wiener conjectured that oscillation should
also be found in organisms, if organisms are "controlled"
by negative feedbac-k. One of his collaborators suggested
that a patient with cerebdlar disease exhibits oscillation.
Such a patient cannot directly and smoothly raise a glass
to his mouth, but rather overshoots, first in one direction
and then in another. Wiener and his co-workers regard this
parallel as most helpful: "The analogy with the behavior
of a machine with undamped feedback is so vivid that we
venture to suggest that the main function of the
cerebellum is the control of the feed-back nervous
mechanisms involved in purposeful motor activity."
(Arturo Rosenbleuth, Norbert Wiener, and Julian Bigelow,
"Behavior, Purpose, and Teleology," Philosophy of
Science, Vol. 10, 1943, p. 20.)

Much excitement about cybernetics stems from the fact
that although older machines did not offer many parallels
to the complex aspects of human behavior, the
development of machines that can play games of strategy,
detect and correct some of their errors, store information,
etc., does offer such parallels.

As suggested by the foregoing, much work in
information theory and cybernetics concerns the
questions of machine design and functioning. However, as
noted by Parkman, many workers in these areas believe
that the significance goes far beyond engineering;

"To many engineers and scientists it [cybernetics] is
a mathematical means of developing the theory and
design of computers and other 'brainlike' machines;
and among them are some who feel that neither
cybernetics nor information theory have fulfilled their
original promise in attacking specific technical
problems. To others it is less a body of facts or
equations than a way of thinking to demonstrate the
unity existing between disciplines. They sec cyber-
netics pointing to fundamental meanings we already
sense, and offering a theoretical justification for
describing the limits ofand probing the still-
mysterious boundary betweenliving and non-livin
systems. This latter point of view is the one favore
here." (Parkinan, op. cit., p. 215.)
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4. RESULTS ACHIEVED

Conflicting assessments of the merits of the work done in
information theory and cybernetics are found. As the
passage just quoted from Parkman indicates, even the
technical engineering achievements are disappointing to
some observers. The significance for behavioral science
problems, of course, is of greater importance for the
present volume.

As in other newer fields, excessive claims often were
made initially. Rapoport notes that information theory was

repeatedly hailed as a 'major breakthrough.''" ("The
Promise and Pitfalls of Information Theory," reprinted in
Buckley, op. cit., 13. 137.) Cybernetics frequently was
regarded as a revolutionary new development that shortly
would transform the behavioral sciences, but as Caxton
Foster observed, the initial enthusiasm frequently was
followed by disappointment and disillusionment. (Review
of W. Ross Ashby's An Introduction to Cybernetics, in
Behavioral Science, Vol. 2, 1957, p. 319.)

The theme of enthusiasm followed by disillusionment
can be illustrated more specifically by what happened in
the field of machine translation of languages. In the 1950.s,
many believed that the translation of, say, Russian into
English would soon be a routine computer task. But in
1966 a Committee of the National Academy of
SciencesNational Research Council reported that no
machine translation of a general scientific text was likely in
the near future, and that unedited machine translations
were poor in quality and sometimes misleading.
"Languages and Machines: Computers in Translation and
inguistics, Pub. No. 1416, Washington, D.C., National

Academy of Sciences, 1966.) Victor H. Yngve notes that
"those working in the area [mechanical translation ] have
consistently underestimated the difficulties throughout the
brief history of the lield." ("MT at M.I.T. 1965, in A.D.
Booth, ed., Machine Translation, New York, American
Elsevier, 1967, p. 453.) According to George, many of the
difficulties seem to stem from a neglect of the behavioral
context of language use. (George, op. cit., p. 30.) Of
interest is Booth's description of the change of attitude of
Bar-Hind, who was a pioneer in machine translation:

"In the initial phases of the work he was fired with
enthusiasm for machine translation but later became
known as 'the leader of the destructive school against
machine translation,' a position which he can
properly be said still to hold. After acting as one of
the chief instigators of the First International
Conference on Machine Translation held at M.I.T. in
1952, Bar-Hillel drifted steadily from a position of
enthusiasm to one of profound gloom about the
subject, a drift which resulted in his filling the critical
position on the subject which he now does."
("Introduction," in Booth, op. cit., p. vii.)

Basic to many attempted behavioral science applica-
tions of information theory is the formula stemming from
Shannon's work for a measure of the "amount of
information" (1) contained in a message:

H I pi log pi
The probability of choice of the ith message is
esignated by pi; if the logarithm to the base 2 is used,

the amount is given in bits.) Shannon used C to designate the
capacity of a communication channel. Brockway McMillan
states one of Shannon's basic results concerning the problem
of the most efficient coding for a channel:

".. .suppose that the engineer is given a source of
rate II, and a channel, totally unrelated to the source,
of capacity C. Then Shannon shows that, if .II is less
than C, the engineer can design (i.e., set up
mathematical descriptions of) translating devices for
each end of the channel, between the given source
and the channel and between the channel and
recipient, of such a nature that the text from the
source can be recovered by the recipient with a
probability of error which can, by design, be made as
small as desired. On the other hand, if If exceeds C,
there will always remain residual errors in the
received text no matter how the encoding and
decoding is performed. ("Mathematical Aspects of
Information Theory," in Brockway McMillan et. a!,
Current Trends in Information Theory, Pittsburgh,
University of Pittsburgh Press, 1953, pp. 10.1 1.)

In general, many problems of matching sources to a
channel, of effectively encoding messages, etc., have been
adequately solved. Such useful, if limited!, results often have
been taken as having far-reaching implications for human
communication in general, as is illustrated by the following
statement:

"Indeed, it might be said that all interaction
between situations and individuals can be regarded as
communication and can be studied with the
techniques of communication theory. This is the
perspective which has been adopted by INorbert
Viener in his Cybernetics (1948) and in The Hurnan
Use of Human Beings (1950)." (John B. Carroll, The
Study of Language, Cambridge, Harvard University
Press, 1959, p. 205.)

But the "communication'. this quotation refers to
involves questions of the significance of the messages
communicated (what alleged facts the messages state, etc.);
technical information theory does not deal with such
questions. ThE confusion between the application of the
label "information" in information theory and other
applications is widespread. Bar-Hillel says:

"This christening [ information" as a label for
signal sequence] turned out to be a continuous
source of misunderstandings, the more so since it
sounds so plausible that when we speak of the
capacity of a system to transmit information we
imply some sort a quantitative measure of
information' However, it is psycholo:gically
almost impossible not to make the shift from the one
sense of information, fur which this argument is
indeed plausible, i.e. information = signal sequence,
to the other sense, information = what is expressed
by the signal sequence, for which the argument
loses all its persuasiveness.... Therefore, we see
over and over again that, in spite of the official
disavowal of the interpretation of 'information' as
'what is conveyed by a signal sequence,"amount of
information,' officially meant to be a measure of
the rarity of kinds of transmissions of signal
sequences, acquires also, and sometimes predom-
inantly, the connotation of a measure. _of the
kinds of facts.. .designated by these signal se-
quences." (Bar-Hillel, op. cit., p. 94.)

The confusion Hardline! discusses sometimes occurs in
a simple, direct way, as in popular accounts of the
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amount of information contained in a book or the
Sunday issue of the New York Times. At other times, the
confusion is more subtle. The technical application of
"information" is recognized, but yet that application is
assumed to have implications for the everyday sense of
"information."

For example, James G. Miller says:

"Throughout this presentation information (H)
will be used in the technical sense first suested by
Hartley in 1928. Later it was developed by Shannon
in his mathematical theory of communication. It is
not the sante thing as meaning or quite the same as
information as we usually understand it. Meaning is
the significance of information to a system which
processes it. _ _Information is a simpler concept:
the degrees of freedom that exist in a given
situation to choose among signals, symbols, mes-
sages, or patterns to be transmitted." ("The Nature
of Living Systems," Behavioral Science, Vol. 16,
1971, pp. 279-280.)

However, on the next p
"information" in a more usual nse:

to shift to

"Moreover...living systems must have...specific
patterns of information. For example, some species
of animals do not develop normally unless they
have appropriate information inputs in infancy. As
Harlow showed, for instance, monkeys cannot make
proper social adjustment unless they interact with
other monkeys during a period between the third
and sixth months of their lives." (Ibid., p. 281.)

Wayne Lee refers to the "obvious importance of
information in decision making" and expresses surprise
that there hasn't been more work "bridging information
theory and decision theory." When he discusses the cost
of obtaining information useful for decision making and
related topics, he clearly seems to be using "information"
in the everyday sense, and yet he also mentions the
"technical sense " of information theory and notes that
often decision theorists use "amount of information" to
refer to the "number of samples observed rather than
information in bits." (Decision Theory and Human
Behavior, New York, Wiley, 1971, pp. 267-268, p. 249, p.
268.)

In the following quotation from John W. Tukey,
calculations based on the technical application of
Information" are said to "verify" a maxim that rests on
a common-sense application of "infonnation":

'Modern information theory allows us to verify
the old maxim that 'a picture is worth a thousand
words.' A thousand words of connected English, at
6 characters (5 letters and space) per word-, and 1
bit per character... , amounts to 6,000 bits of
information, equivalent to a choice among 2s000

equally probable patterns. A scatter diagram for n
ints on a 80 hy 80 grid...would involve one of

0" = 2"." alternatives if the points were
distinguishable. lf, in addition, all patterns were
equally likely, 6,000 bits would correspond to
about 500 points. With 80%806400 cells for the
500 or so points, allowance for overlap and
indistinguishability of points need only be small.
Thus a scatter diagram of six or seven hundred
points, if all diagrams are equally likely, is worth, in

formal information content, a thousand connected
English words." ("Statistical and Quantitative
Methodology," in Donald P. Ray, ed., Trends in
Social Science, INew York, Philosophical Library,
1961, pp. 121-122, italics added.)

Some anthropologists have adopted aspects of inforrna-
timi theory (or information theory plus cybernetics).
Claude Levi-Strauss maintains that the brain uses a binary
code, and he views:human society as a communication-
exchange machine. Social phenomena are "messages," for
which language is a code (The Savage Mind, Chicago,
University of Chicago Press, 1966). And Edmund Leach
argues for a parallel between the brain and the computer;
the brain must follow a "program" that is inherited
genetically c"Claude Levi-Strauss: Anthropologist and
Philosopher," in Robert A. Manners and David Kaplan,
eds., Theory in Anthropology, Chicago, Aldine, 1968).

Probably psychology is the behavioral field to which
information theory has been most frequently applied as a
"breakthrough" technique. However, many applications
did not prove useful. According to Lee J. Cronhach:

"An examination of the studies employing the
Shannon...formula, however, suggests strongly that
it has been accepted whole, with insufficient scrutin
of its internal workings. As with the famous gi t
horse, psychologists seem to have felt that it would
appear ungrateful to become too inquisitive."

"My examination of papers using Shannon's
measure leads me to conclude that many applica-
tions of the measure must be regarded only as
playful.... A use of information theory may be
taken seriously when the author shows a specific
rationale for describing his data by Shannon's
measure. The rationale cannot be merely that he is
examining a communication process or something
that can be compared to one. He must show that
this process is like Shannon's in certain basic
particulars.... If ari investigator's process does not
conform to these specifications, he can perhaps

ltriodify the Shannon formulationhut no one
seems to do this. He can demonstrate that his
conditions are near enough to Shannon's that
discrepancies can be ignoredbut this is usually not
tested. He can continue to use Shannon's measure
as a crude approximation to more appropriate
functionsthis seems less useful than developing the
proper rational function to fit the situation." ("On
the Non-Rational Applicafion of Information
Measures in Psychology," in Quastler, op. cit., p.
14, pp. 24-25.)

Attempted applications_in sycholly are still found
(see, for example, 11.8.G. ornas, An Information-
Theoretic Model- for the Serial Position Effect," Psycho-
logical Review, Vol. 75, 1968, and Donald P. Spence,
"The Processing of Meaning in Psychotherapy: Some
Links with Psycholinguistics and Information Theory,"
Behavioral Science, Vol. 13, 1968). It seems fair to say,
however, that the major recent impact of information
theory on behavioral science problems has been via
cybernetics.

Much progress has been made in the design of machines
to perform complex tasks, often more efficiently than
humans can. As we noted earlier, the parallels between
aspects of behavior and the functioning of such machines
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have led to man) cybernetic conjectures about behavior.
To illustrate, Wisdom_ mentions the following, among
others: (1) that the brain may become -overloadetl" iii
the same way that a telephone exchange can; (2) that the
continuous forward walking of cats with a cauterized
interpeduncular nucleus can be explained as the failure of
a negative feedback mechanism; (3) that the unceasing
swimming until death observed in cuttlefish whose higher
brain centers have been removed may be similarly
accounted for; and (4) that positive feedback may help to
account for some cases of renal disease in which renal
damage leads to hypertension, the hypertension in turn
leads to further renal disease, and so on, until death.
(Wisdom, op. cit., pp. 115-117.)

As one might expect, many conjectures that at first sight
seem promising arc not confirmed by the evidence. To
illustrate, Heinz von Foerster made a study of memory in
which he used the principles customarily applied to the
so-called decay ,process in physics and chemistry. His
conjecture was that forgetting may bc the result of the
destruction of some of the elementary brain impressions.
He assumed that these impressions were caused by the
receptors sensing events. Applying decay principles
rsulted in a forgetting curve that was contrary to the
observed data. By introducing other "forgetting coeffi-
cients," von Foerster was able to modify his conjecture so
that it conformed to experimental evidence on human
memory. He also tried to account for hallucinations and
the dejtsvu phenomenon. ("Quantum Theory of
Memory," in Transactiom of the Sixth American
Conference on Cybernetics, New York, Josiah Macy, Jr.
Foundation, 1950.) Beer comments on von Foerster's
article: "Where this particular piece of work leads is not
yet clear." (Beer, op. cit., p. 38.)

More recently, much attention has been given to
artificial intelligence, the development of machines or
computer program simulations that are capable of
performing what usually are viewed as uniquely human
modes of behavior. Considerable work also has been done
on self-reproducing machines, with John von Neumann
being a pioneer. ("The General and Logical Theory of
Automata," in Lloyd A. Jeffries, ed., Cerebral Mecha-
nisms and Behavior, New York, Wiley, 1951.) Although
von Neumann's machines have not been built, hardware
models of simple self-reproducing systems have been
constructed. However, there are important differences
between the animal and machine progeny; in animals the
infants are simpler than their parents and develop to
maturity over time; self-reproducing machines yield
fully-forrned new machines like the odginal. (For a recent
summary of work in these areas and several others, see
Parkman, op. ed., Chs. 8 & 9.)

Attempts have been made to apply cyberne
many complex forms of behavior of men-in-society. For
example, the political scientist, Karl W. Deutsch, saw
many potential gains from using cybernetic notions
("Toward a Cybernetic Model of Man and Society," in
Buckky, op. cit., and The Nerves of Government, New
York, Free Press, 1966); E.S. Savas applied cybernetics to
New York City government ("Cybernetics in City Hall,"
Science, Vol. 168, 1970)- Mervyn L. Cadwallader regarded
the "breakthroughs" in information theory and cyber-
netics as of considerable significance for sociology"
("The Cybernetic Analysis of Change in Complex Social
Organizations," reprinted in Litterer, op. cit., Vol. II),
and Arnitai Etzioni applied cybernetics to the study of
total societies (The Active Society, New York, Free Press,
1968; see also the condensation of Etzioni's hook by
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Warren Breed, entitled The Self-Guiding Society, New
York, Free Press, 1971). Richard Stone argued that
economists "for years. ..have been talking cybernetics
%without knowing it" (Stone, op. cit., p. 33), and Arnold
Tustin developed a feedback model of some of J.M.
Keynes' economic notions (The Mechanism of Eco-
nomic Systems, London, I l cinema nn, I 953). Many
applications in psychology are found; to mention only
one, Tamotsu Shihutani regards the cybernetic model of
motivation as superior in many respects to other models
("A Cybernetic Approach to Motivation," in Buckley, op.

lu all this work the key question, we suggest, is the
extent to xvhieh the analogies, models, and simulations are
useful. Typically the internal aspects of the model are
ceneentrated upon much more tlhan the "matching" of
the model to the behavior being studied. In a recent book
reviewing a wide variety of simulations, Michael Inbar and
Clarice S. Stoll contrast reliability and validity. They say:
"The basic principle for establishing the reliability of a
simulation is that successive runs should give similar
resalts- .. Reliability is not of great concern in computer
simulations- .. With only rare exceptions a computer
simulation, once it is operatiN, is unreliable [an
unfortunate typographical error]. They obseme that
"the easiest and- least dependable method of validation" is
that the simulation -appears reasonable or has face
validity." (Sirvulation and Gaming in Social Science, New
York, Free Press, 1972, pp. 278-279, p. 281.)

In short, although both information theorists and
eyherneticists have developed many conjectures about
behavior, the extent to which those conjectures are
warranted usually remains to be seen; highly "reliahle
models often lack "validity."

5. CONTEMPORARY CONTROVERSY

The major controversies, both within in formation
theory and the application to other fields, concern the
notion of "information." There now seems to be
general agreement that the technical use of "informa-
tion' is considerably different from the everyday use,
although such an eminent eybernetician as Wiener
regarded "amount of information" and "amount of
meaning" as synonyms, and asserted that. the amount
of meaning eau be measured (The Bunwm Use of
hrwman Beings, Boston, Houghton Mifflin, 1950, p.
7-8).

W' Wit the group distinguishing between the two
senses of "information," some emphasize the dif ference and
see no or few connections. Bar-Ifillel, for exampk , says:

"fiat it must be perfectly dear that there is no
logical connection whatsoever between these two
measures, i.e. the amount of (servantk) information
conveyed by a statement and the measure of rarity
of kinds of syntbol sequences. . The event of
transmission of a certain statement and the event
expressed by this statement are, in general, entirely
different events, ." op. cii., pp.
95.96.)

Others, however, bdieve that there is malut important
connection and that a "theory of meaning" can be built
on i nifornia tits II theory. . Warren Weaver, for example,
differentiates three aspects of "the general communication
pniblem": Level A, which eolicerns the accuracy of signal
transmiission ; lxvel II, which concerns die iirecision with
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which the transmitted signals convey the message; and
Level C, which colwerns the effeetiveness with which the
message affects conduct. Ile goys on to say:

"...the mathematical thecny of communication,
as developed by Shannon, Wiener, and others...
although ostensibly applicable only to Level A
problems, actually is heltiful and suggestive for the
I.evel B and C problems.'

-The einteept of information developed in this
theory at first seems disappointing and bizarre-
disappointinii because it has nothing to do with
meaning, ani'd bizarre because it deals not with a
isngle message hut rather with the statistical,

character of a whole ensemble of messages.... I
think, however, that these should be only tempo-
rary reactions; and that one should say, at the end,
that this analysis has so penetratingly cleared the air
that one is now, perhaps for the first time, re Arty
for a real theory of meaning."

-One has the vague feeling that informatk.n and
meaning may prove to be something like a pair cf
canonically conjugate variables in quantum theory,
they being subject to some joint restriction that
condemns a person to the sacrifice of the one as he
insists on having much of the other." (Shannon and
Weaver, op. cit., p. 114, P. 116, p. 117.)

Rapoport also has argued somewhat similarly:

"It is naive to takesimply the flux in signals per
second to multiply by bits per signals in the
communication engineering sense and call the result
'amount of communication' in tite sense of
transmission of knowledge (labeling everything one
does not like 'noise). If there is such a thing as
semantic information, it is based on an entirely
different kind of 'repertoire,' which itself may be
different for each recipient. Yet some meaning
lurks in the expression 'to acquire information'! We
feel, however vaguely, that as a race we have
learned certain things as a result of which we can
more effectively 'order the universe' to our liking.
We have learned to reverse the degradation of
energy locally by putting heat to work .. At this
point we could he accused of the same promiscuous
speculation we have implicitly warned against. We
eau only plead that such speculation is extremely
difficult to avoid." (Rapoport, "The Promise and
Pitfalls of Information Theory," pp. 139-140.)

In cybernetics, probably the major controversies
concern the usefulness of analogies, simulations, and
models. Some eyberneticists enthusiastically project a
-cybernetic control" of large-scale institutions on the
basis of the further development of models. Beer, for
example (see the quotation from him given on p 5 of
Ch. I), starts with a feedback model of some of 'Keynes'
notions, says that it "must be possible" to construct a
simulation model of the economy, that it may be feasible
to experiment on that model by means of analogue
engineering, and concludes: "And, if all this is possible,
then the economy becomes a fit subject for cybernetic
control rather than guesswork and the vapourings of
olitical theorists." (Beer, op. cit., p. 35.) Beer assumes
ere that Keynes' highly controversial original work was

sound, that the further models are sufficiently close to
what they are modeling to be useful, and other dubious
-facts." Ashby mentions numerous possible isomorphisms
or parallels in otherwise very different systems, praises
general systems theorists for "putting-together" what
"classic" scientists did not, apparently confuses the
everyday and the technical senses of "information," and
then concludes that "information theory will eventually
play an important and active part in general systems
theory." (W. Ross Ashby, -Editorial," Behavioral Science,
Vol. 18, 1.973, p. 6.)

The development of machines that can perform
complex functions has stimulated further discussion of
ancient questions such as "Can machines think?" and "Is
man a machine?" Such discussions often are bogged down
in semantic confusions; considerable reliance is placed on

s about future developments of machines; and
requently technical disagreements are involved. To

illustrate the technical disagreements, brief mention may
be made of Gadcl's Theorem, a topic on which there is a
sizable literature. Kurt Godel showed that in the
formalizations of elementary number theory and its
extensions, "true" sentences are formulable that, however,
cannot be derived formally within the theory.

Some have argued that this theorem refutes or casts
serious doubt on any "mechanistic" interpretation of
thinking. Ernest Nagel and James R. Newman, for
example, argued that Giidel's theorem "does indicate that
the structure and power of the human mind are far more
complex and subtle than any non-living machine yet
envisaged."_ (Cddel's Proof, New York, New York
University Press, 1958, pp. 101-102.) Hilary Putnam, in
his review of their book, maintained that the statement
just quoted is "simply false." (Philosophy of Science, Vol.
27, 1960, p. 207.)

Although the development of cybernetic technology is
advancing rapidly, very little can be said with assurance
about the eventual adequacy of cybernetic models for
behavioral description. (The following illustrate con-
temporary controversies concerning the thinking ability of
machines: Sidney Hook, ed., Dimensions of Mind, Ne
York, New York University Press, _1960; Alan R.
Anderson, ed., Minds and Machines, Englewood Cliffs,
Prentice-Hall, 1964; A.M. Turing, -Computing Machine
and Intelligence," Mind, Vol. 59, 1950; and Charles
Chihara, "On the Alleged Refutations of Mechanism Using
Gödel's Incompleteness Results," Journal of Philosophy,

LXIX, 1972.)

6. TERMINOLOGICAL PROBLEMS

The confusions about various applications of the label
"information" are sometimes made even worse by
attempted clarifications. Often, for example, "informa-
tion" is distinguished from "meaning," and information
theory is said not to be concerned with the latter (e.g.,
George A. Miller, Language and Communication, New
York, McGraw-Hill, 1941, p. 41; Shannon and Weaver,
op. cit., p. 3, p. 99), but "meaning" is a notoriously
misleading name. "Information" in the everyday sense
often is taken as equivalent to "knowledge," which also is
a confusing name.

"Communication" frequently is used undearly, and
may be discussed in terms of the interactions of "minds."
Weaver, for example, says:

-The word communication will be used here...to
include all of the procedures by which one mind



INFOHM.4 TIOJV THEORY AND CYBERNETICS 113

may affeLt another. This, of course, involves not
only written aud oral speech, but also music, the
pictorial arts, the theatre, the ballet, and in f;:et all
human behavior. In some connections it may be
desirable to use a still broader definition....-
(Shannon and Weaver, op. cit., p. 95.)

Bar-Hind regards the confusions in information theory
as so great that he suggests the field should be renamed
"Theory of Signal Transmission," which would more
accurately describe what has been achieved in the field of
signal engineering. He also says that a "terminological
clean-up is also required for the use (in order to avoid the
misuse) of the following: "sign," "messar," "word,"
"symbol," "signal," "code," "code clement,' "elementary
symbol," "signal sequence," "symbol sequence," etc. In
,riew of his careful documentation of confusions, to read
the following by a conference group is somewhat
surprising: "In this field [information measures], we seem
to be in the fortunate position of having cleared up the
conceptual difficulties. The difficulties which remain are
by no means minor ones, but they are 'merely'
technical." ("Concluding Review," in Quastler, op. cit., p.
3.)

As do general systems theorists, eyberneticists have
some problems with "system." Beer, for example, says:
'...anything that consists of paris connected together
will be called a system. For instance, a game of snooker is
a system, whereas a single snooker ball is not. A car, a
pair of scissors, an economy, a language, an eu, and a
quadratic equation: all these things are systems." (Beer,
op. cit., p. 9.) But surely the snooker ball "consists of
parts connected together and therefore is a system. And
indeed Beer on the very next page says that a single blade
of a scissors "contains a systemthis time of atomic
characteristics." He further says: "So the problem of
stating the system we wish to study is by no means
easy.' (Mid., p. 10.)

"Control" also is troublesome. Beer says: "This word is
not used in the way in which either an office manager or
a gambler might use it; it is used as a name for
connectiveness- ' (Ibid., p. 9.) If so, it might be clearer to
use "conneetiveness" rather than "control." Some of the
confusions that result can be illustrated by questions such
as `Val machines ever control man?" Wiener has written
extensively on this question and expressed worry about
humans being victimized by machines:

"It has even been supposed...that the dangers
mentioned by Samuel Butler that the machines may
to some extent control humanity are absurd and
empty. Now that the machines are stepping up one
or more stages in their functions...the difficulties
and dangers conceived by Samuel Butler assume a
new actuality." ("The Brain and the Machine
[Summary]," in Hook, op. cit., p. 114.)

Without minimizing possible social problems arising from
increasing automation, "control" used in the sense of
"coercion" (as a machine forcing us to do something we
do not want to do), should be clearly differentiated from
"control" in the sense of "connectiveness," or from other
relations that cyberneticists include as aspects of control.

Writers on cybernetics use "purpose" frequently.
"Purpose" sometimes is used in a way reminiscent of
Aristotelian teleology; sometimes to refer to the function
of a machine; and sometimes in the sense of goal-seeking
behavior, as when a hungry animal seeks food. At times it

seems impossible to ascertain just what is intended. Some
cyberneticists have tried to eliminate older teleological
notions entirely, but assume that doing so involves a
restriction to physicochemical procedures. Ashby, for
example, says:

"No teleological explanation for behaviour will he
used. It will he assumed throughout that a machine
or an animal behaved in a Certain way at a certain
moment because its physical and chemical nature at
that moment allowed it no other action. Never will
we use the explanation that the action is pLrformed
because it will later be advantageous to the animal.
Any such explanation would, of course, involve a
circular argument; for our purpose is to explain the
origin of behaviour which appears to be teleologi-
cally direeted. (Design for a Brain, 2nd ed., New
York, Wiley, 1960, p. 9.)

Ackoff and Emery, on the other hand, view mechanistic
and teleological procedures as more complementary than
antithetical; they also argue that humans can seek
different goals in the same stimulus situation and thus are
unlike servo-mechanisms and other goal-seeking systems
(Russell L. Ackoff and Fred E. Emery, On Purposeful
Systems, Chicago, Aldine-Atherton, 1972).

Sometimes "machine" is given a very broad applica-
tion:

"...a machine has been defined as a device which
is capable of detecting something going on outside
itself, of changing its own state, of shifting its
position to detect something else and of taking
some action which alters what is happening outside
it. A typewriter can he fitted to this description; so
can a starfish, a steam-hammer and a brain." (Beer,
op. cit., p. 91.)

There may be adequate reasons for so applying the
label "machine," but if so, it is hardly surprising that
many parrtilels then can be found between machines and
organisms. also George, op. cit., pp. 38-39, for a
discussion of the broad application of "machine.")

7. COMMENT AND EVALUATION

Developments in information theory and cybernetics
illustrate two dangers in behavioral inquiry: (1) the
serious misunderstandings that can result from termino-
logical confusion; (2) the exaggerated claims that often
are made for the usefulness of mathematical techniques
and models. The understandable desire to further
quantitative measurements sometimes apparently leads to
the belief that what has been developed rigorously within
a model must be useful in inquiry. To illustrate, in a
recent (1971) book, the author first says that although
information theory "has not led to any startling new
practical inventions" and "has merely confirmed the
inventions which came before the theory," there is "one
major achievement" that "must not be overlooked":

Workers in many different disciplines have found
that the theory ean be applied to their work. Because of
this, the theory has helped in the process of
cross-fertilization of ideas from one discipline to
another. It provides a common language, and definable
quantities, for use in many different fields of
endcavour. (Young, op. cit., Preface, italics added.)
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Maoy others also vcri so enthusiastic about the
quantitative aspets of the models they apparently
failed to note that the -information" measured
through Ow models is not the -information" usually
of concern to behavioral scientists; i.e., a "common
language" was not developed. ( criticism is well
expressed by Bar-Ilillel: "It is up to the engineers to
revise their terminology, not in order to please some
overpedantie philosopher or logician but in order to
save themselves futile discussions and to discourage
others from ill-advised 'applications. (Bar-Hillel, op.

p. 104.)
As we have noted earlier, although even the inets

of the engineering developments in these fields
sometimes have been exaggerated, strong claims still
are found almut the future, both in respect to
engineering and human behavioral applications. George,
for example, says: "Cybernetics, as it reaches its
fulfillmcnt, will almost certainly supply the automation
of the thinking processes which will eventually plan
and organize our society as a whole." (George, np.
cit., p. 90.)

In addition, some workers in these fields claim
originality for views that were developed much earlier,
and sometimes more coherently. TO illastrate, recently
William 'F. Powers has criticized conventioual behaviorist
psychologists for relying on the notion tilat stimuli cause
responses, but not vice-versa. Ile snggests a "new
theoretical approach to behavior" that will give att(otion
to -feedback effects"; "cause and effect lose their
distinctness and one must treat the closed loop as a whole
rather than sequentially." ("Feedback: Beyond Bella-
viorism," Science, Vol. 179, 1973.)

We believe that such criticisms of conventional S-R
views have been developed earlier and more adequately by
Dewey and Bentley. hi his well-known 1896 article,
Dewey argued that stimulus and response are not
immediate data, but truncated partial statements of what
happens, and that for adequate description both need to
be considered as phases of a common event. ("The
Reflex-Arc Concept in Psychology," Psychological Re-
view, Vol. 5, 1896.) In later years he developed that
point of view more adequately, culminating in the
transactional procedures of inquiry developed with
Bentley.

More generally, the holistic emphasis often advocated
by eybernetieists usually is combined with interactional
procedures and assumptions (e.g., see Ashby's "Editori-
al"). which leads to incoherence. Trying to -put
t wether- in a holistic system parts that are assumed to
exist as separate "reals" apparently ac,ounts for many of
the difficulties cyberneticists find in describing adequately
some of their key notions, such as that of "system.

Underlying many of the difficulties concerning
"meaning, " -communication," and "translation" is the
reliance on the three-fold distinction of syntactics,
semantics, and pragmatics. or similar trichotomies. Much
of the work done on the engineering side is in syntactirs
relation of signals to each other), which does not yield

useful results for the study of ordinary human communi-
cation. Rudolf Carnap and Bar-Hillel worked on a "theory
of semantic information" (with semantics viewed as the
relation of signs to their referents), but that work also (lid
not deal with ordinary languages or communication (for a
brief account of their work, see Cherry, op. cit., pp.
231-243). Later, attempts were made to extend semantic
information theory to actual communicative behavior

Rulon Wells, "A Measure of Subjective Inform-
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ti(m," American /uzilzcnuaticaI Society Proceedings of
Symposia in ApplWd Mathematics, Vol, 12, 19(,1). The
syntactics-semanties-pragmaties split has been criticized

Tel, by Dewey and Bentley:

"\lurrjs attaches himself to Carnap. Ilis emitribn-
lion lies in the 'pragmatics' he has added to thc
dw.lier 'semantics' and `syntacties'. -to yield the
three 'irreducible:A,' the 'equally leOtimates',
Carnap gratefully accepts this offering with qualifi-
cations. . It enables him to toss all such uncom-
fortable issues as 'gaining and communicating
knowledge' to the garbage bucket of pragmatics,
while himself pursuing unhampered Ids 'logical
analysis'...in the ivory tower of syntactics and in
the straggling mud huts of semantics scattered
around its base. Neither Carnap nor Morris seems to
lie aware-or, if aware, neither of them is bothered
by the fact-that pragmatism, in every forward step
that has been taken in the central line from Peirce,
has concentrated on `meanings'-in other words, on
the very field of semantics from which Carnap and
Morris now exclude it. To tear semantics and
pragmatics thus apart is to lead from Peirce back
towards the medieval." (From Ch. I of Knowing
an(l the Known, reprinted in R. Handy and E.C.
llarwood, Useful Nocedures of Inquiry, Great
Barrington, Behavioral Research Council, 1973, p.
99.)

We suggest that the transactional procedures developed
in Knowing and the Known are far more adequate for
inquiry icto sion-behavior, including "meanings" and,'communication7"
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XII.

GENERAL S STEMS THEO
I. WORKING DESCRIPTION OF THE FIELD

EINEFAL systems inquirers attempt to &veto
warranted amertions that apply either to a I
systems, whether physical, physioloOcal, or beha-

vioral, or to many systems. They seek analogies, common
principles, and "formal identities" that hold across
conventionally differentiated fields of inquiry and that
will lead to useful integrating conjectures,

2. OTHER DESCRIPTIONS OF THE FIELD

Ludwig von Bertalanffy, a founder of general systems
theory, says:

"...there exist models, principles, and laws that
apply to generalized systems or their subclasses, irre-
spective of their particular kind, the nature of their
component elements, and the relations of 'forces' be-
tween them. It seems legitimate to ask for a theory,
not of systems of a more or less special kind, but of
universal principles applying to systems in general. In
this way we come to postulate a new discipline called
General System Theory. Its subject matter is the for-
mulation and derivation of those principles which are
valid for 'systems' in general." ("General Systems
Theory," General Systems, Vol.1, 1956, p. 1.)

According to Kenneth Boulding:

"General Systems Theory is the skeleton of science
in the sense that it aims to provide a framework or
structure of Fys terns on which to hang the flesh and
blood of particular disciplines and particular subject
matters in an orderly and coherent corpus of knowl-
edge." ("General Systems Theory: The Skeleton of
Science," General Systems, Vol. 1, 1956, p. 17.)

James G. Miller, :a discussing that part of general syste
theory concerned with behavior, says:

-General systems behavior is concerned with seven
levels of living systcmscell, organ, organism, group,
organization, society, and supranational system."

. .general systmis theorists...accept the...
daring and controversial position thatthough every
living system and every level is obviously unique
there are important formal identities of large general-
ity across levels." ("Living Systems: The Organiza-
tion," Behavioral Science, Vol. 17, 1972, p. 1, p_ 2.)

According to Joseph A. Litterer, general systems theory:

" is a new and emerging discipline and, as its
title suggests, is a general discipline. Usually, scientific
disciplines concern themselves with a particular sector
of the empirical world.... However, a discipline like
mathematics is concerned with developing knowledge
that does not of necessity have any connection with
the empirical world.... It gives us a language of
science. '

"General Systems theories are not as abstract or as

general as those of mathematics; however, the) are
considerably more so than the specific formulathms
of specialized disciplines."

".. .If mathematics ean he said to provide a Ian-
page of science, then General Systems may be
-iewed as providing a skeleton of science. It is con-
cerned with those generalities of theory that occur in
more than one specialized discipline and, in fact, may
not be able fully to he developed within the confines
of one discipline." ("Introduction," in Joseph A.

itterer, ed., Organizations: Systems, Control end
Adaptation, Vol. II, 2nd ed., New York, Wiley, 1969,
pp. ix-x.)

Anatol Rapoport says:

'General system theory' subsumes an on dook or
a methodology rather than a theory in the sense as-
cribed to this term in science. The salient feature of
this outlook is, as its name implies, an emphasis on
those aspects of objects or events which derive from
general properties of systems rather than from the
specific content.... The system-theoretic point of
view received its impetus from two sources: first, a
realization of the inadequacy of 'mechanism' as a uni-
veral model; second, a tendency to counteract the
fractionation of science into mutually isolated spe-
cialties." ("Mathematical Aspects of General Systems
Analysis," reprinted in Litterer, op. eit, Vol. II, p.
88.)

3. METHODS AND TYPES OF INQUIRY

As the passage just quoted from Rapoport suggests,
many general systems inquirers reject "mechanistic" proce-
dures in favor of "holistic" or 'organismic" procedures,
and focus attention on processes rather than structures.
"Open systems" are emphasized, in which growth is charac-
terisfie, there is a continuous flow of material into the

stem, the processes involved are often irreversible, and
elf-regulation helps to restore a disturbed balance. As

some of the previous quotations also suggest, considerable
attention has been given to "unifying" science, although
the appropriatenes3 of wing different techniques in V-
ferent scientific subject matters is recognized. (See Peter
Caws, "Science and System: On the Unity and Diversity of
Scientific Theory, General Systems, Vol. 13, 1968.)

Such themes are similar in some respects to Dewey and
Bentley's transactional procedures of inquiry (see C:h. I),
and some general systems inquirers have emphasized those
similarities. (E.g., Charles A. McClelland, "General Systems
and the Social Sciences," ETC'.: A Review of General
Semantics, Vol. XVIII, 1962, p. 450; Walter Buckley, ed.,
Modern Systems Research for the Behavioral Scientist,
Chicago, Aldine, 1968, p. 384, p. 497.) And Bentley also
emphasized similarities between the Dewey-Bentley views
and those of von Bertalanffy. (Arthur F. Bentley, Inquiry
into Inquiries, Boston, Beacon Press, 1954, pp. 349-351.)

However, much work in general systems theory is unlike
certain of Dewey and Bentley's key points. Frequent
references are found to "mind"; von Bertalanffy, for
example, says:
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-The world is, as Aldous llilxlr onrie put it, like a
NII1IIILILI ire rake w here the levels, the plo sical, the
biological, th social and the moral universe, refire-
St'llt the elloeolate, strawbr cry. and vanilla lavers. We
eannot reduce strawberry to chocolate the most wr
can say is that possibly in the last resort, all is vanilla,
rill mind or spirit." (-General Systems Theory," p. 8.)

(Note also the title of 011e Of Ilk boOkti, HO/Mts, .11en and
New 'York, Braziller, 1967; rTferences to the

-Mills Aral mind" also occur in his General Systems
Theory, New York, Braziller, 1968.)

Although the emphasis on systems ofieo is viewed as
sin,ilar to what Dewek and Bentley named hy transaction,
many srieral systems inquirers apparently have not
undeD,6_rod the differeneg's between f.rausactional arid
interactional prrieedures. Much general systems work not
only uses the label interaction. but prcio.eds along the
lines Dewier, and Bentley referred to by that label.
Litterer, for example, ziays:

-Both general system th d modern ulgani-
zalion theory study;

L the parts (individuals) in aggregates, and the
rth ement of individuals in 6 r and out of the system.

2. the interaction of individuals with the environ-
nt found in (he system.

3. the interactions among individuals iii the
system.

4. general growd. and stability probb ns of
systems." (Litterer, op. cit., Vol. I, p. 25.)

For further examples, mention may be .iudc of
Buckley's comparison of Dewey-Bentley s work, to h
symbolic interactionist theory of mind, self, and society"
Buckley, (Pp. cit., p. '84), and the recent paper by Bruce
I. Mayhew, Jr., Louis N. Gray, and Mary L. Mayhew:

"The Behavior of Interaction Systems: Mathematical
Models of Structure in Interaction Seouence" (Genera/
Systems, Vol, 16. 1971).

Finalft, unlike Dewey and Bentley, man, general
systems inquirers believe that it is useful to develop
elaborate conjectures far in advance of observation; much
energy is directed to the formulation of conjectures that
hopefully may be useful later. Three recent papers by
James G. Miller contain a large number of hypotheses,
intended to he evaluated empirically, which he believes
may apply widely both to the various "levels" of subject
matter he distinguishes and across those levels: "The
Nature of Living Systems" (Ikhavioral Science, Vol. 16,
1971); "Living Systems: The Group" (Behavioral Science,
Vol. 16, 1971); and "Living Systems: The Organization"
(Behavioral Science, Vol. 17-, 1972).

In general, we find that the work of general systems
inquirers much more resembles the work of formal model
builders as described in Ch. I than thc transactional
procedures of Dewey and Bentley. Snell niodd building
characterizes both of the general systems methods noted
by %V. Ross Ashby;

"One. already well developed Ur the hands of von
Bertalanffy and his co-workers, takes the world as
we find it, exarnines the various systems that occur
in it...and then draws up statements about the
regularities that have been observed to hold. This
method is essentially empirical. The second method
is to start at the other end. Instead of studying first
one system, then a second,. ..it...considers the sel
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ot 'all conceivable systems' and then reduces the set
to a more reasonable size. This is the method I have
recently followed." ("General Systems Theory as a
New I 'iseipline," Ceneral Systems. Vol. III, 1958, p.
2.)

Much work in general systems has been done by
mathematically-oriented biologists and behavioral scien.
lists, but inquirers with a backgrriund in engineering have
also contributed. What is called "systems theory" or
'systems researeh" in engineering, although often re-

stricted to a relatively narrow field, is similar in some
respects to general systems studies. Alphonse Chapanis, in
describing the origins of sytems engineering, notes that
the individual components of a system (e.g,, the
telephone system) may meet high specifications, but that
"very often the system as a whole will not work as
planned when these components are merely joined
together." The "complexity of our modern machine
assemblages has created the ne(rd for systems design and
.rtems engiltecring." ("lhm-1Ln Engineering," in C.D.
Hagle, W.11. juggins, and RR Roy, eds., Operations
Research and Systems Engineering, Baltimore, Johns
Hopkins Press, 1960; p. 337.) This holistic emphasis also
Occurs in general systems theory, (For a dismission of
engincerino applications of general systems theory, see
George J. r'Klir, An Approach to General Systems Theory,
New York, Van Nostrand Reinhold, 1970)

General systems inquirers are concerned not only with
riachine and man.machine systems, but with all systems
of all kinds. The articles in the yearbook of the Society
for General Systems Research, General Sys:ems, amply
illustrate the great importance its contributors attach to
furthering interdisciplinary studies and the unification of
science. The techniques used to reach these goals center
on finding analogies, "structural isomorphisms," "formal
identiCes, ' properties, or laws of wide application in
different systems. The following quotation is repre-
sentative:

"The concept of a system has been identified in a
large number of disciplines; biology, management
science, economies, sociology, political science,
theoloff, law, etc., have profited 'by the apparatus
associated with general systems. Various authors...,
recognizing a common thread in the logic of various
fields, have identified that core and christened it
'General Systems Theory.' It is hoped that by
investigating properties common to all (appro-
priately designed) systems, applications can be made
in the diverse disciplines." (Spyros Makridakis and E.
Roy Weintraub, "On the Synthesis of General
Systems, Part I, General Systems, Vol. XVI, 1971, p.
43.)

These analogies, etc., vary from mathematical models that
apply to some, but not all, aspects of the systems studied, to
loosely stated verbal parallels. Several illustrations follow.

J.W.S. Pringle argued that there are important parallels
between the process of learning and the process of
evolution. ("On the Parallel Between Learning and
Evolution," General Systems, Vol. I, 1956.) Anatol
Rapoport found that similar mathematical models can be
derived from the spread of neural impulses, rumors, arid
epidemics. (Chicago Behavioral Sciences Publications, No.
1, -Profits and Problems of Homeostatic Models in the
Behavioral Sciences," ri.d., pp. 19-23.) W. Ross Ashby
says that the banking system works "rather like the
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liwrr," and also that the dynamics of hank deposits are
isomorphic to the dynamics of the -flow of underground
water in Arizona." ("Editorial," Behavioral Science, Vol.
18, 1973, p. 2, p. 5.)

John W. Thompson L 0111 pant' UI 4 L.l oa and psy-
chology:

"ln the course of studying _be aviour Of
depressior .2. in accordance with frootal theory,
prediction has been Unproved by breaking awa3' to
some extent from the search for uhiform and rigid
sequences of events, and instead, seeking explanations
for sudden, and at first sight unlikely developmeots,
whenever unexpected changes occur. In the same way
the prediction of human behmiour might be helped by
the study of unexpected changes and apparent
inconsistencies.- ("Mental Science, Meteorology, and
General System Theory," General Systems, Vol. V,
1960, r 25.)

In a later article he sets further parallels among different
fields:

"With regard to class fication, the clouds provide the
weather expert with a fertile area for study, and the
problems facing the meteorologist here resemble not
only those in psychology but those in other sciences,
such as botany, concerned with growth and
development. .

"To a social scientist, the manner in which the
planetary wave energy is propagated rapidly to distant
areas where it may have magnified an unforeseen effect
is not unlike that of rumor in human affairs, as
described by Allport and Postman in psychology [G.W.
Allport and L. Postman, Tne Psychology of Rumor,
New York, bolt, 1947] and by Dodd in sociology in
connection with Project Revere [S.C. Dodd, "Dif-
fusion Is Predictable: Testing Probability Models for
Laws of Interaction, American Sociological Bouiew,
Vol. 20, 19551." (John W. Thompson, "Similar
Problems in Meteoroloky and Psychology," General
Systems, Vol. X, 1965, p. 49.)

JamesG, Miller writes:

"From the field of botany we find a rema:kable
study in systems theory in the slime mold, mentioned
by Ralph Gerard... . Under -onditions of adequate
water and food supply a colony of this plant is made up
of quite independent individuals, each with its own
inputs, outputs, equilibratory mechanisms and ability
to reproduce. Under more stressful conditions, when
the environment is less favorable, however, these
individuals flow together to form what is essentially a
single multicellular organism with specialization of
function or distribution of labor. Some become central
cells, others peripheral cells which always flow toward
the center, wherever it may be; some cells reproduce,
and others cannota remarkable model of how humans
band together under stress from a common enemy, as
did the Londoners, for example, during the fire raids of
World War II." (Chicago Behavioral Sciences Publica-
tions, No. 1, pp. 8-9.)

4. RESULTS ACHIEVED

The results achieved by general systems inquirers are
closdy related to controversies about the significance of

those results; consequently the material comidered in this
section overlaps with that considered in the next section. We
consider first the general objectives of general systems
inquirers, and then turn to the more specific results of
tbeir work.

In an early publication, von Bertalanffy said:

.the aims of General System Theory can he
innicated as follows: (a) There is a general tendency
towards integration in the various sciences, natural
and social. (b) Such integration seems to be
centered in a general theory of systems. (c) Such
theory may be an important means for aiming at
exact theory in the non-physical fieds of science.
(d) Developing unifying principles running 'vert-
ically' through the universes of the individual
sciences, this theory brings us nearer to the goal of
the unity of science. (e) This can lead to a

much-needed integration in scientific education."
("General Systems-Theory," p. 2.)

A similar theme has been expressed more recently by
Jere W. Clark:

"The term, general systems analysis...might be
better understood if it were labeled 'comparative
systems analysis because it concentrates on meta-
phorical or analogous or isomorphic similarities of
large varieties of systemssuch as engineering,
economic, ethical, and biological systems. Its
emphasis is on functional or organic synthesis."
("Systems Education," International Associations,
No. 2, Feb. 1970, p. 97.)

As is indicated by some of the sta ements we quoted
earlier, some tinies the "integration" or "synthesis" is
viewel in terms of "principles," "laws," etc., that apply
to ail systems. However, some general systems inquirers
doubt that there are any significant "laws" of such wide
applicability. Rapoport, for example, says:

In a way, general system theory belies its name,
for there is hardly anything but trivialities that can
be said of all systems. There are no 'general system
laws,' such as that every system tends to maintain
equilibrium or homeostasis or that every system is
goal-directed." (Review of W. Buckley s Sociology
and Modern Systems Theory, in General Systems,
Vol. XIV, 1969, p. 195.)

Perhaps most general systems inquirers would agree
that, whether or not there are "laws" applicable to all
systems, important similarities ("laws," "principles,"

_meralitics," "formal identities," "structural isomor-
p 'isms," "logical homologies," etc.) do occur in many
systems. References can be found, for example, to "a
common thread in the logic of various fields" (Makridakis
and Weintraub, O. cit., p. 43); to similarities found in
many systems that apply to objects outside the
conventionally-differentiated fields (Von Bertalanfly,
"General System Theory: A Critical Review," General
Systems, Vol. VII, 1962, p. 9); to what is derivable only
from the general properties of systems and not from the
specific content of a system (Rapoport, "Mathematical
Aspects of General Systems Analysis, p. 88); and to
general systems theory as the "skeleton of science"
(Boulding, op. cit., g. 17, and Litterer, op. cit., Vol. II, p.
x).
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The significance of those snnilarities is a topic of much
controversy, awl is discussel further in the next section.
For present purposes, we note one criticism and the type
of defense often given by general systems inquirers. In a
strong criticism or general systems theory Roger C. Buck
says:

".. Atte general usefulness of analoOos, especially
is .sting plausible hypotheses for subsequent
tusti 1g. is explained in mist beginning logic books.
Bo surely, one feels, general systems theory is

doing, or at least trying to do, something more than
this. , .. Now I am convinced that general systems
theory is trying to do something more, but just
exactly what more it is extraordinarily difficult to
discover. And the basic reason for the difficulty is
that after drawing our attention to some positive
analogy, these tlworists in general simply fail to say
anything about what the analogy is supposed to
prove or suggest, while nevertheless managing to
convey the impression that something pretty
momentous has leen proved or suggested." "C/n
the Logic of General P.,havior Systems Theor in

Feigl and NI. Scriven, eds., Ifinnesota Sluifwt in
the Philosophy of Sci(nce, V DI, I, Minneapolis,
University of Minnesota Press, 1956, p. 228.)

General systems inquirers often mention Newton's law
_if gravitation as an "isomorphy" with wide application.
Von Bertalanffy, for example, says:

"The is imorphy we have mentioned is a

consequence of the fact that, in certain aspects,
corresponding Astractions and conceptual models
can be applied to different phenomena. It is only in
view of these aspects that system laws will
apply.... In principle, it is the sante situation as
when the law of gravitation applies to Newton's
apple, the planetary system, and the phenomenon
of tide." ("General Systems Theory," p. 2.)

Whether the isomorphisms discovered by general
systems inquirers are as useful as the law of gravitation is
another matter; many isomorphisms are not useful in
inquiry, As May Brodie/A notes:

"It is all too easy to overestimate the significance
of structural isomorphisms. The fact that all or
some of the laws of one area have the same form as
those of another need not signify anything
whatsoever about any connection between the two
areas. To be convinced of this, just think of all the
different kinds of things which can be ranked and
measured. All have the same structure as arith-
metical addition and, to this extent, the same
structure as each other. Only the isomorphism with
arithmetic is in itself significant. ... But this implies
no connection among all those things that are
isomorphic to arithmetic, any more than there need
be any connection among all the different kinds of
things which satisfy the same form of empirical
linear equation," ("Models, Meaning and Theories,"
in Dorothy Willner, ed Decisions, Values _and
Groups, Vol. 1, New York, Pergamon Press, 1960, p.
28.)

Although some work in general systems theory
concerns analogies in many systems. other work concerns
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the de,elopment of mathematical models for particular
systms, usually in the hope that the models will apply
elsewhere as well. Thi models may In testable in principle
but go far beyond the presently available data (see the
1)71 and 1972 articles by James G. Miller), or the model
may he inure thoroughly tested. One instance in which
the proponent maintains that the requisite testing has
been done is Stuart C. Dodd's "System A," which has as
its core assertion: If everyone knowing an item tells it to
anyone, with equal opportunity for all tellers and hearers
in each successive unit period, then that item will spread
in a Gornpertz S-shaped growth curve. Dodd argues that
his System A was tested by controlled experiments on
people and that it was repeatedly confirmed by a nearly
perfect correlation of hypothesized and observed beha-
viors. Ile also believes that System A can be generalized
as a law of pair-interaction to any field of science. ("How
Random Interacting Organizes a Population," Synthese,
Vol. X11, 1960.)

Attempted applications of general systems work has
been nuide in a wide variety of fields, including
psychology, sociology, political science, economics, inter-
national relations, biology, engineering, education,
ecology, management science, psychiatry, law, theology,
and ethics. Ervin Laszlo also has applied general systems
theory to philosophy, including the area of a "scientific
theory of mind.' (Introduction to Systems Philosophy,
New York, Gordon and Breach; 1971; System, Structure,
and Experience, New York, Gordon and Breach, 1970.)
The following seems to us a fair summary of the results
achieved in much of the field: Models, usually mathe-
matical, are constructed for a particular system and then

s._aieh is made for other systems to which the same
models apply. The similarity of the models of various
systems hopefully leads to a unification of science and
may facilitate prediction of the behavior within those
systems.

General systems inquirers frequently emphasize that
their models apply only to certain aspects of the systems
they are investigating, but they appear to discuss less
frequentli the significance of what is excluded by their
models. Such exclusions may be vital, as is noted by the
authors of a recent paper on ecological models:

"In this paper we have been concerned to make
two main points. First, the behavior of the models
one makes of systems are conditioned by assump-
tions made about the long-term behavior of their
environments. To assume that landscape develops in
a preordained course to a stable equilibrium
predetermines that vegetation, and hence animal
communities, will also do so; moreover, the
structure of the model itself excludes reciprocal
action of animals on the development of vegetation,
and of plants on the development of land-forms.
Second, the assumptions of the developmental
models limit the type of question which can be
asked within the framework of the model. This is
not to say that the assumptions and the conclusions
drawn from them are necessarily wrong, but rather
that they preclude their own falsification." (Williarn
H. Drury and Ian C.T. Nisbet, Inter-relations
between Development Models in Geomorphology,
Plant Ecolog, and Animal Ecology, General
Systems, Vol. XVI, 1971, p. 67, italics added.)

5. CONTEMPORARY CONTROVERSY
Probably the major controversy in this field concerns
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the sipificanee of :he analogies found lw general systems
theorists. With refereoce to mune of Rapoport's work,
Buck says

Ale has developed equations to descdbe the
spread of neural inq 'list's, the spread of rumors, and
the spread of epidemics, and has demonstrated great
ingenuity in so doing. And he too has found that
'models of all these phenomena look mathematically
very mud, alike.' do riot see, however, that it
detracts from his genuine achievements to point out
that this similarity of mathematical models is, for
all he tells us, a slicer coincidence." (Buck, op.
p. 232.)

In discussing the material from James G. Miller
concerning the slime mold and human behm kir (see p.
118), Buck says:

"Well, so what? What are wc to conclude from all
this? That Londoners are a form of slime mold?
That myxamoebae are a sort of city dweller? Or,
perhaps, that during the battle of London some
citizens, due to their new and more specialized
activities, became sterile, while others devoted
themselves exclusively to reproducive activities?
One finds it difficult to believe that these are the
conclusions he is expected to draw, but, if not
these, what others? And, if no conclusions, why all
the fuss, why bother with the analogy at all?"
(Buck, op. cit., p. 229.)

in reply, von Bertalanffy says:

"...Buck has simply missed the issue of a general
theory of systems. Its aim is not more or less hazy
analogies; it is to establish principlei applicable to
entities not covered in conventional Buck's
criticism is, in principle, the same as it one would
criticize Newton's law because it draws a loose
'analogy between apples, planets, ebb and tide and
many other entities; or if one would declare the
theory of probability meaningless because it is
concerned with the 'analogy' of games of dice,
mortality statistics, molecules in a gas, the distribu-
tion of hereditary characteristics, and a host of
other pheuomena. ("General System Theory: A
Critical Review," p. 9.)

Surely even the severest critics of general systems work
would agree that systems theorists do not aim at
developing -hazy" analogies; the question is, rather, the
usefulness of the analogies that are found. Furthermore,
as was noted in the earlier quotation from May Brodbcck,
even clearly stated and close analogies may lark
significance. Although von Bertalanfly disapproves of
hazy analogies and says that Miller's discussion of the
slime mold contains "hazardous comparisons," Ins own
comparison of the world to a Neapolitan ice cake (see p.
117) seems somewhat "hazy." And some recent general
systems work ' characterized by vague and romantic
language:

-If you leaf through the volumes of General
Systems. yon will find articles with mull titles as
'Similar Problems in Meteorology and Psychology'
followed by pages of mathematical symbols. What
possible connexion, you may ask, can there bc

between the way the weather works, and the
working of the human mind? But systems thinkers
are not interested in content, or in concrete images,
only in abstract properties and relationships.
Systems thinking is a species of new abstract
information, a new Word, or Logos. To repeat a
phrase I used earlier, Systems Thinking is void-
oriented. And the thought may well have occurred
to you that, in this sense, the goal of Systems
Thinking and of true reliOon is the same: to see
through the faces of death to the chalice of eternal
life; to see through the illusory concreteness of this
world, concrete only because chaotic and uncon-
nected, to the abstract splendour of the world
which is to come." (Ray F. Walter and Norman I.
Walter, "The Equivocal Principle in Systems
Thinking," General Systems, Vol, XVI, 1971, p.
11.)

Although the critics also maintain that general systems
inquirers sometimes neglect the important dissimilarities
of the systems they are comparing (e.g., Buck, op. cit.,
pp, 224-226), one can find numerouS statements by
general systems workers_ about the dangers of misusing
analogies (e.g., von Bertalanffy, "General Systems
Theory," p. 2; James G. Miller, "Toward a General
Theory for the Behavioral Sciences," American
Psychologist, Vol. 10, 1955). Perhaps the most charac-
tmistic view of general systems theorists about analogies iS
expressed in an article_ by Ralph W. Gerard, Clyde
Kluckhohn, and Anatol Rapoport. They say: "Analogical
thinking is thus in our vie7c, not so much a source of
answers on the nature of phenomena as a source of
challenging tinestions." They also point out _that the
language used in cybernetics and in the mathematical
theory of communication often is carried uncritically into
other contexts by "insufficiently informed enthusiasts."
"Biological and Cultural Evolution: Some Analogies_and
.xplorations," Behavioral Science, Vol. 1, 1956, pp, 8-9,)

However, they are hopeful that the discovery of analogies
may lead to fruitful progress as well as stimulate
interdisciplinary cooperation. Nevertheless, some critics
still think that general systems inquirers overemphasize
the usefulness of the analogies that they find.

Recently Rapoport has argued that even defective
analogies may be useful if they extend the "conceptual
repertoire" of scientists. After discussing some mather
matical models in the areas of internabonal relations and
economics, he says:

"It would be rash to draw definitive conclusions
about the stability of the economic or international
system from the properties of various hypothetical
systems offered as models. However, an examination
of these purely theoretical consequences_cannot fail
to be instructive in the sense of enlarging the
conceptual repertoire of the theoreticians. Mathe-_
matical models bring to our attention aspects of
phenomena which might not otherwise have
occurred to us," ("Mathematical Aspects of General
Systems Analysis," p. 96.)

llowever, if the "hypothetical system" is unlike the actual
system being studied, "the aspects of phenomena" that
we probably would have overlooked may be aspects only
of the model and not applicable to the processes into
which we are inquiring. Similarly the enlargement of our
"conceptual repertolW' may not be pertinent to the
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problem at hand.
Inasmuch as general sstccus inquirers often cite past

instances in which the discovery of analoes led to useful
results, a brief consideration of sonic failures may help to
illustrate the critiss' point Of view, The following account
of such failures is !lased on Wesley C, Business
Cycles: The Problem and Its Setting (New York, National
Bureau of Economic Research, 1927, pp. 12-16). The
noted economist W. Stanley Jevons became convinced
that solar cycles cause business cycles. His study of
English business trends from 1721 to 1878 convinced' him
that the commercial cycle averaged a length of 10.466
years, which corresponded closely with the length of
10.45 years then given the sunspot cycles. Jevons held
that decennial business crises depend upon meteorological
variations and that the latter "in all probability" depend
upon cosmic variations as evidenced hy sunspots, auroras,
and magnetic perturbations. Translated into recent
language, Jevons found (or thought he had found)
significant similarities in three different systems.

Although his analogies may strike some readers as
bizarre, no objection is made here on that score; many
significant similarities, when first pointed out, seem
peculiar or inexplicable. The difficulty is that the
apparent similarities disappeared when more adequate
measurements were carried out. As Mitchell notes,
astronomers changed their estimate of the sunspot cycle,
and commercial cycles have departed widely from the
decennial norm. Others, including Jevons' son, attempted
to modify tbe solar conjecture. Possibly some such
conjecture will be developed someday that will withstand
the test of adequate measurement, but confidence in such
conjectures is misplaced until verification is achieved.

Mitchell mentions also another theory" based on even
more systems. In 1919 Ellsworth Huntington found some
surprising similarities, lie observed that a high death rate
preceded hard times, a low death rate preceded
prosperity, and that the death-rate curve, inverted, aereed
well with school attendance fluctuations a year Tater,
New York bank clearings of three years later, National
Bank deposits and wholesale prices four years later, and
immigration five years later. He concluded that business
cycles seemed largely dependent on the community's
mental attitude; the mental attitude on health; and health
on the weather. (Mitchell, op. cit., p. 15.) These parallels
sound very much like some of those discussed by general
systems theorists. Whether any such parallels are scientif-
ically useful can hardly be settled by the initial
attractiveness they may have; hence the critics emphasize
testing.

Although frequently general systems research is said to
he based on the use of "hard science" methods, some
critics believe that metaphysical speculation plays a large
part in the formulation of some of the results. Buck
argues that there is a "kinship between Miller's organic
theories of groups and societies, and the metaphysical
theory of the state as advanced by Hegel and Bosanquet,"
and later says: "I believe that general systems theory is
not in fact science at all, but rather naive and speculative
philosophy." (Buck, op. cit., p. 224, p. 226.)

6. TERMINOLOGICAL PROBLEMS

A repeated criticism of general systems work is that
"system " is used too inclusively to be scientifically useful.

Some general systems inquirers view a system as any
set of selected elements. ' For example, Walter and
Walter say:

"A system is any set of variables that we may
choose to abstract from all the variables in the
world. All other variables, not chosen for this set,
become parameters of the system. A system,
therefore, is very like a 'thing,' an object of
thought, to which we give existence or 'standing-
ont.ness' by abstracting it from the ground, the
voidmuch as a senl tor abstracts a statue from a
block of marble." alter and Walter, op.
11.)

And Ashby says:

"Can one reasonably start by consi.lering the
class of 'all conceivable systems"?' I suggest one can.
The first objection to be met is that the class is
ridiculonsly wide. It includes for instance the
'system' that consists of the three variables: the
temperature of this room, its humidity, and the
price of dollars in Singapore. Mos, people will agree
that this set of variables, as a `system,' is not
reasonable, though it certainly exists...Considera-
tion of many typical examples shows that the
scientist is, in fact, highly selective in his choice of

terns for study." (Ashby, "General Systems as a
Discipline," p. 2.)

Other inquirers emphasize the connections or interac.
tions among the parts of the system. James G. Miller, for
example, says:

"Systems are bounded re0ons in space-time,
invoking energy interchange among their parts,
which are associated in functional relationships, and
with their environments." ("Toward a General
Theory for the Behavioral Sciences," p. 513.)

Litterer emphasizes interrelations:

"Perhaps the most frequently cited charactedstic
of a system is that it is comprised of a number of
interrelated elements. These elements may be
objects or things... , attributes of these things, ..
or...events that occur.... By saying these arc
interrelated we mean that the characteristic of any
element, object, attribute, or event is dependent on
the other attributes or events or objects that exist.
Furthermore, that a change in any one means some
adjustment or change in the others." (Littercr, op.
cit., Vol. p. 4.)

And von Bertalanffy say

'It looks at first, as if the definition of systems
ts of elements standing in interaction' is so

general and vague that not much can be learned
from it. This, however, is not true. Systems can, for
example, be defined by certain families of differen-
tial equations and if, in the usual way of
mathematical reasoning, more specified conditions
are introduced, many important properties can he
found of systems in general and more special cases."
("General System Theory," p. 3.)

Some writers argue that describing a system adequately
is not possible. In a frequently cited article, A.D. Hall and
B..E. Fagen give the following "terse and vague" account:
"el system is a set of objects together with relationships
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bet wren the objects and between (heir attributes. "They go
iii to say that one would be hard-pressed to supply a

definition of system" that is precise and unambiguous, and
that this "difficulty arises from the concept we are trying
to define: it simply is not amenable to complete and shag)
deeription." ("Definition of System," General Systems,
V ol. 1, 1956, p. 18.)

As we have noted, and as some of the passages just
quoted suggest, often general systems theorists use interac-
tional language and_ procedures. At the same time, they
typically emphasize holistic and organismic notions, which
leads to incoherence. Although McClelland (op. eit.) argued
for transactional procedures, and such procedures seem re-
quired if the holistic notions are to be developed consis-
tently, more often a sharp dichotomy is amumed between
object and environment (e.g., Hall and Fagen, op. cit., p,
20), and the parts of a system are regarded as separate
"reals."

As we also noted earlier, many different names are ap-
plied in this field to the similarities or analogies found
("isomorphism," "formal identity," etc.). Often the differ-
ences, if any, implied by the various names is not clear, and
the similarities themselves seem to be of many different
types. We suggest that communication would be facilitated
if a different name were applied to each spec;fic type of

7. COMMENT AND EVALUATION

Some of the early difficulties in general systems work, as
described by Russell L. Ackoff, still seem to be with us
today. He said:

"There is already evidence that, in the systems rev-
olution, modest results tend to be excessively general-
ized and that assumptions once statedif stated at
alltend to be ignored in defining the realm to which
results can be applied. Furthermore, and perhaps
more seriously, there is a tendency for more and
more research time to be consumed in efforts to an-
swer questions which have no operational signifi-
cance. That is, a new type of metaphysics, one which
is subtly cloaked in mathematics, is arising and draw-
ing scientists into fruitless inquiries." ("Gaines, Deci-
sions, and Organizations.'" General Systems, Vol. IV,
1959, p. 145.)

He also characterized as a 'fundamental misconception"
the failure to distinguish between an exercise and a prob-
lem. An exercise that is important within a model, given the
assumptions and techniques of that model, may have signif-
icance only within those confines; i.e., there may be
nothing in human behavior that corresponds to it. (Ackoff,
O. cit., p. 145.)

The discovery of unexpected analogies often helps to
further inquiry, but the existence of analoOes per se is not
necessarily useful. We have emphasized throughout this
book the testing of conjectures by observation. Some
model builders, however, are so certain of the usefulness of
their models that they adopt a cavalier attitude towards
observation. Rapoport, for example, after saying that his
method is nOt to derive conclusions from "masses of data,"
goes on to say:

"The method is autonomous and theor tical. An
investigation starts with more or less plausible
assumptions related to some basic quantitative rela-
tions which may underlie social behavior. Came-
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quences of these relations are the end products of the
investigation. They may or may not be compared
with observations. This is also the method of male-
ma tieal physics, and this is why I refer to it as social
physics_ " Games, and abates, Ann Arbor,
1:; Hive rs i t v of Michigan Press, 1960, p. xi.)

On we emphasize testing relates to the
objectives of general systems inquirers. If the goal is
to derive "universal principles applying to systems in
general," the task of- verification obviously is a large
one. Even if the goal is to derive principles applying
to many, but not all, systems, verification still is
laborious. The many, many historical failures to
develop useful integrating systems should not be
forgotten; over and over answers" that seemed
promising failed when more adequate observations were
made. Moreover, the existence of "formal patterns"
common to many systems is not enough to insure that
inquiry into human behavior will be furthered. Physicists
have discovered many warranted assertions that do apply
to humans; yet those assertions may have little
significance for solving the problems of men-in-society.
For example, the law of falling bodies does apply to
humans, yet the topics of major concern to psycholo-
gists, anthropologists, sociologists, economists, political
scientists, etc., do not seem to be illuminated by that
law.
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N our surve ti th ne ....irios behavioral fields e

frequently' compared certain current procedures of
inquiry to the procedures we suggested in Ch. I. W`c

do not imply by fl_lose comparisons that our views about
inquiry are widely aecepted today; indeed, conflicting
views appear to find more supporters nilw than when the
first edition of this book appeared.

In the period since the first edition was prepared, two
!rends seem to h.r.-e become increasii0v apparent. On die
one hand, in: field after field many inmiirers have
advocated subjeetive and mentalistic methiols. Sometimes
the subjectivists are overtly antiseientific, but sometimes
they claim to be substituting improved scientific tech-
niques for outnonled or inappropriate techniques. On the
other hand, addiction to deductive imukl-building has
become increasingly evident in numerous fields. Nlany
would agree with Fritz iklachhip's assertion: "Explanation
in the social sciences regularly requires the interpretation
of phenomena in terms of idealized motivations of the
idealized persons whose idealized actions brine. forth the
phenomena under investicmtion." (Are rhe Social
Sciences Really. Inferior?,"bSouthern Ecolmmie Journal,
Vol. XXVII, 1961, p. 176.)

In some respects these two trends appear to be
markedly different, if not opposed. The formal model
builders emphasize mathematics, deduction, and ratiocina-
tion, while the subjectivists emphasize the qualitative,
meanings, and inner states. In other respects, however, the
trends are similar, and some recent writers, such as
Robert G. Fabian, argue that deductive procedures can be
applied usefully to the "motivated, valae-directed beha-
vior of human beings." Fabian praises the "fruitfulness"
of the "deductive pattern of explanation," winch he takes
as the "basic theoretical method" use(I by economists and
as "a valid approach to the general study of human
behavior." He also concludes that the "moral dimension
of human decision-making" is an "indispensable aspect"
of the procedures used by the deductive economists.
CHuman Behavior in Deductive Social Theory; The
Example of Economics," Inquiry, Vol. 15, 1972, p. 411,
p. 431.)

Both trends also seem to be characterized by the quest
for certainty. Many important human problems have no
scientific solution (at least as yet), and the data required
for a thorough test of the relevant conjectures often are
not available. Rather than concentrating on getting the
necessary data, a quicker method is sought, and what
seems plausible is offered as "truth."

The attractiveness of subjective procedures for many
recent inquirers is based partly on the failures of
behavioristic techniques in inquiry into sign behavior.
However useful those techniques may be for physical and
physiological subject matters, they have not been
successful in solving typical behavioral problems. The
identification of scientific inquiry in general with typical
behavioristic and interactional techniques has led many
subjectivists to doubt the adequacy of scientific proce-
dures for describing characteristic human behavior:

frequently happens that a disparity arises
between phenomena that can be observed with
scientific rigor and what is truly of interest in
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human behavior; the ordinary ictivities of human
beings, broken down into muscular mocement,
neural activity and the like, ibi not necessarily add
up to loam of interest to the psychologisthuman
behavior." (Ibid pp. 413-414, italics added.)

Transactional procedures of the type described in Ch. I,
however, do not attempt to describe sign behavior in
terms of muscular movement, etc., nor do they try to
"add up" the interactions of presumed separate reals.

Although the subjectivists often make sound criticisms
of some allegedly scientific procedures, historically the
emphasis on subjective procedures (which frequently is
found in times of cultural decline and a "failure of
nerve") has not yielded useful warranted assertions, and
we see no evidence. that the recent versions will be any
more successful than were older versions. A reviewer of a
recent book using the method of social phenomenology
says: "Why does phenomenology promise so much and
deliver so little?"; a lament that seems applicable to all
the varied subjectivisms now so prominent. (Thelma
McCormack, review of RI/ Laing's The Polities of the
Emily and Other Essays, in Contemporary Sociology,
Vol. 2, 1973, p; 23.)

The extensive use of models, especially mathematical
models, often is taken as a sign of scientific maturity;
numeroos defenses of such models in the behavioral fields
refer to the quanfitative precision resulting from New-
tonian models in physics. The impression is somethnes
given that Newton's models, which were intended to
apply exactly to data, were confirmed almost immediately
hy a broad range of measurements, thus showing the
"empirical" usefulness of deductive models. According to
a recent article by Richard S. Westfall, however, in several
important instances Newton distorted the available data in
order to "confirm" his conjectures:

...[Newton's Principth I proposed the exact
correlation of theory with material event as the
ultimate criterion of scientific truth,

"And having proposed exact correlation as the
criterion of truth, it took care to see that exact
correlation was presented, whether or not it was
Roperly achieved, Not the least part of the
_irincipia's persuasiveness was its deliberate pretense
to a degree of precision quite beyond its legitimate
claim. If the Principia established the quantitative
pattern of modern science, it equally suggested a
less sublime truththat no one can manipulate the
fudge factor quite so effectively as the master
mathematician himself." ("Newton and the Fudge
Factor," Science, Vol, 179, Feb. 1973, pf)
751-752.)

Westfall analyzes in detail thre . . the ac lera-
Gm of gravi ty, the velocity of soma!, and the precession
of the equinoxes. On the velocity of sound, he says:

". Jhe deception in this case was patent enough
that no one beyond Newton's most devoted
followers were taken in. Any number of things were
wrong with the demonstration. It calculated a
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velocity of sound in exact agreement with Derham's
figure, whereas Derham hittiself had presented the
conclusion merely as the average of a large moldier
of measurements_ Newton's assumptions that air
contains vapor in the quantity of 10 parts to 1 and
that vapor does not participate in the souirirl

ibrations were wholly arbitrary , resting on no
empirical fonudation whatever. And his use of the
.crassitude' if the air particles to raise the
calculated velocity by more than 10 percent was
nothing short of delilwrate fraud. The adjustment
involved the assumption that particles of water are
completely solid. In fact, Newton believed that they
contain the barest suguestion of solid matter strung
out through a vast preponderance of void." (Ibid.,
p. 753.)

of course are not sucsting that Newt n's
conjectures were necessarily unsound because he distorted
the available data to make his conjectures seem
confirmed. We also believe that the carTyover of Newton's
absolutist assumptions was a far more serious imeediment
to later progress in physics than his "fudging of the
data, but for present purposes we arc emphasizing the
unsupported confidence he had in his models. in the
behavioral areas, probably a far greater danger than a
misleading selection of data is the inapplicability or
inadequacy of a model for the uses to which it is put.
Ingenious and internally consistent models abound and
are much admired (e.g., see Chs. X and X1). but,
unfortunately iney often do not yield wat.-anted
assertions about behavior. Control over the model is
substituted for control over the events of concern, often
with the assumption that some events somewhere must br
describable by the model.

Pointing to mathematical models that have proved
useful is onc thirm, but to conclude that any mathe-
matical model probbably may aid progress is quite another
matter. Somehow the egregious mistakes attributable to
an undue reliance on existing conjectures and data, no
matter how sound they appear to be, are easily forgotten.
Immanuel Kant, for example, said of logic:

"...since Aristotle it has not had to retrace a
single step, unless we choose to consider as
improvements the removal of some unnecessary
subtleties, or the clearer definition of its matter,
both of which refer to the elegance rather than to
the solidity of the science. It is remarkable also,
that to the present day, it bas not been able to
make one step in advance, so that, to all
appearance, it may be considered as completed and
perfect." (Critique of Pure Reason, trans. by F. Max
Midler, New York, Macmillan, 1902, p. 688.)

Arid earlier we quoted John Stua statement about
economic value: "Happily, there is nothing in the laws of
Value which remains for the present or any future writer
to clear up; the theory of the subject is complete...."
(Principles of Political Economy, 1848; quoted front Vol.
I of the 1884 edition, New York, D. Appleton, pp.
536-537.)

To give a more. recent example, for many years the
distinguished physicist, Robert A. Millikan, maintained
that atomic energy (whether derived from atomic
disintegTation or atom building) could never be a
practicable source of mankind's energy requirements: To
illustrate, in 1930 he said he had "disposed of the process
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mitonniie disin gration, and found it completely wanting
as a source of available energy, since the radioactive elements
are necessarily negligible in quantity"; he concluded that at
most such energy "may perhaps be sufficient to keep the
corner peanut and popcorn man going, on a few street corners
in our larger towns, for a hing time to come, hut that is all."
And the energy available through the buildingap of other
elements front hydrogen requires such high pressures and
temperatures that "there is not even a remote likelihood that
man can over tap this source of energy at all." (Science and
the Now Civilization, New York, Scribner's, 1930, p. 96, pp,
111-112)%

Within a particular model, thc assumptions may seem so
uneltallengeable, the facts so certain, and the reasoning so
sound that the conclusions are inescapable, yet in instance
after instance, later on the assumptions are refuted, the facts
proved wrong, or an error in the reasoning is detected. But
still most writers take for granted that some final "truth,"
incontestable in principle, is the objective of inquiry.

Some, perhaps, may interpret our _emPhasis on the
constant interweaving of conjectures and observations as a
version o f _thc traditional "empiricist" distrust of
"theorizing." That would be a fundamental misapprehension
of our views; problems of all types normally require the
development of conjectures for their solution. Our objeekion
is not to conjectures per se, for we regard them as necessary,
but to conjectures that are tiot used to direct further observa-
tion, or that are viewed as beyond further testing.

In many fields, writers who lament the poor state _of
observational data apparently believe that a remedy is de-
veloping further ingenious conjectures. Leonard S. Silk, for
example., after discussing the. difficulties posed for econo-
mists by "imprecise" and "disorderly" information, says:

"Yet the economist has a secret weapon that other
people do not have. What he haL, that other people do
mit have is; economic theory. This gives him certain
habits of thought that enable him to conceptualize
problems that he has not seen before or problems
that seem always to confront him in a new way. .

This mode of thought develops out of what I would
call the economist's quasi.Talmudic training-which is
long on discussion and debate, with continuous
passage from the specific to the general and back
again-savagely close in its textual criticism-skeptical
about its own or anyone else's results-complicated
and wide-ranging in its style of inquiry." ("The
Problem of Communication," American Economic
Revieuy, Vol. L1V, No. :3, 1964, pp. 599.600. Silk also
repeated part of these comments both in the Preface
of his Readings in Contemporary Economics, New
York, MeGraw.11ill, 1970, and in his Nixonomics,
New York, Praeger, 1972, p. 160.)

'Twenty years later, Millikan repeated the same basic amuments,
but with qualifications. He qualified his negative conclusion
concerning Me building-up possibility by saying "so far as we can
now see , of the disintegration possibility, he said: -As an
economical, long-range source of power for the power industry, in
my opinion this method is out, U venture this opinion in spite of
George Eliot's warning that prophecy is the most gratuitous form
of mistake," (The Autobiography of Robert A. Mitlikaa, New
York, Prentice.11all, 1950, p. 274, p. 275.) Of considerable
interest is another early statement by Millikan: --the great
blunder which die physics of the past has made has consisted in
extending its generalizations with undue assurance into fields in
which they have not been experimentally tested,that is, in
treating these generalizations as feted, universally aRplicable.
principles instead of as essentially working hypotheses. (Time.
Hatter, and Values Chapel Hill, University of North Carolina
Press, 1932, p. vii.) Vital as that point is, forgetting it is a
temptation to which inquirers often succumb.
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Despite what he says in praise of the critical ahititie ol
economists, on this next page lie goes on to say:

-Nlany economists re careless in their public
utterance; they will invest ClidleSs !WON of
meticulous work in a journal article on some fine
point or th,ory, and then turn aronnd aml off the
top of their heads-dictate into a machine or
scribble ont air dispute/it designed to nuive the
Congress or die general public on some vital matter
of state." (ibh/.. ii. 601)

We suggest that inulerlying many recent views about
behavi4)r:4 inquiry is the conviction that somehow the
-mind- call know some things with finality. What is
needed, instead, arc proemiures that view human thinking
and knowing in evolutionary perspective. Once thinking is
takeh sir; hiosocial adjustive behavior, rather than as the
operation of a -mind' that can apprehend -reality" truly,
we have an opportunity of escaping from the e )is-
tcmologieal quagmires that have so impeded inquiry. INot
the least if the ironies of our cultural history is that the
general priwcdures of inquiry devehped long before the
rise of scientific inquiry still tend to dominate much
alkgedly scientific work. Despite the rejection of the
older conclusions about scientific subject matter, the
procedures that led to those conclusions often still are
followed. liewey and Bentley's attempt to describe
procedures of inquiry that have proved useful in
dcveloping warranted assertions therefore has the utmost
imp:Kt:thee, as is indicated by the concluding paragraph
of Dewey's Logic: The Theory of Inquiry:

"Th iries of knmvledge that constitute what are
now called episteinologies have arisen because
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kinnyledge and obtaining knowledge have not been
conceived in terms of die operations by_which, iii
the continumn of experiential inquiry, stable beliefs
are progressively obtained and utilized. Because they
are not constructed upon the ground of operations
and conceived in terms of their actual procedures
and consequetwes, they arc necessarily formed iii
terms of preconceptions derived from various
sources, mainly cosmological in ancient and mainly
psychologkal (directly or indirectly) in modern
theory. Logic thus loses its autonomy, a fact which
signifies more than that a formal theory has been
crippled. The loss signifies that ionic as the
generalized account of the means by Aid' sound
beliefs on any subject are attained and tested has
parted company with the actual practices by means
of which such beliefs are established. Failare to
institute a logic based inclusively and exclusively
upon the operations of inquiry has enormous
cultural consequences. It encourages obscurantism;
it promotes acceptance of beliefs formed before
methods of inquiry had reached their present estate;
and it tends to relegate scientific (that is,
competent) methods of inquiry to a specialized
technical field. Since scientific methods simply
exhibit free intelligence operating in the best

mer available at a given time, the cultural waste,
confusion and distortion that results from the
failure to use these methods, in all fields in
connection with all problems, is incalculable. These
considerations reinforce the claim of logical theory,
as dm theory of inquiry, to assume and to hold a
position of primary human importance." (Logic:
The Theory of Inquiry, New York, Holt, Rinehart
and Winston, 1938, pp. 534-535.)



APPENDIX

TRIAL NAMES'
A. PRELIMINARY COMMENTS

anguage problems frequently impede communi-
cation in Ibehavioral scientists d6cussions of thek
nquiries and of the methods applied in such

Mqukies. This report presents a glossary of some
important terms in order to diagnose some of the
inconsistencies, ineoherencies, or other inadequacies of
language and to suggest trial names that may prove useful
to behavioral scientists.2 Unfortunately, misunder-
standings easily occur, even in the initial stages of
discussion; consequently, aspects of the problem will be
&cussed before the trial names are suggested.

Many attempts have been made to improve naming in
the behavioral sciences, and an extensive literature is
concerned with definitions. In th6 report, no detailed
attempt is made to compare our procedures with others.
We begin with the procedures developed by Dewey and
Bentley. In order to avoid misunderstanding, we empha-
size that we are not attempting to develop or prescribe
any final group of names. As Dewey and Bentley say:

The scientific method neither presupposes nor
implies any set, rigid, theoretical position. We are too well
awire of the futility of efforts to achieve greater
dependability of communication and consequent mutual
understanding by methods of imposition. In advancing
fields of research, inquirers proceed by doing all they can
to make clear to themselves and to others the points of
view and the hypotheses by means of which their work is
carried on." (Page 89; all citations to Knowing and the
Known are to the pages as numbered in the reprinting of
that book in Rollo Handy and EC. Harwood, Useful
Procedures of Inquiry.)

They further say of their pr edure:

"It demands that statements be inade as descriptions
of events in terms of durations in time and areas in space.
It excludes assertions of fixity and attempts to impose
them. It installs openness and flexibility in the very
process of knowing.... We wish the tests of openness and
flexibility to be applied to our work; any attempts to
impose fixity wouM be a deniala ruptureof the very
method we employ. (K&K, p. 89).

Our intention has been to continue the Dewey-Bentley
line of advance, if it 6 an advance, without assuming that

1 Reprinted, with reyWons, from Alfred de Grazia, Rollo Handy,
E.C. Harwood, and Paul Kurtz, eds., The Behavioral Sciences:
Essays in Honor of George A. Lundberg, Great Barrington, N1ass.,
Behavioral Research Council, 1968.
2 This report relies heavily on the work of John Dewey and
Arthur Bentley. See especially their Knowing and the Known,
Boston, Beacon Press, 1949; reprinted in fuU in Rollo Handy and
E.C. Harwood, Useful Procedures of Inquiry, Great Barrington,
Mass., Behavioral Research Council, 1973; and Sidney Ratner and
Jules Altman, eds., John Dewey and Arthur F. Bentley: A
Philosophical Correspondence, 19324951, New Bninswick, N.J.,
Rutgers University Press, 1964.

This report also makes use of the survey of the beha,Aoral
sciences by Rollo Handy and Paul Kurtz, first edition. A Current

it necessarily 6 the only or even the best way to proceed.
If improvement in efficiency of communication results,
some progress will have been made. If instead our work
impedes communication, it should be superseded by
something more useful.

"Trial' is used here then, to indicate that we do not
seek to fix permanently, or even standardize for a long
time, the terminology suggested. Under some circum-
stances, standardization of terminology may have little or
no scientific use. The standardization of names in
alchemy or astrology, for example, would be pointless for
scientific purposes (except in the sense that if all
astrologers agreed, refutation of their views might be
easier). As scientific inquirers proceed, new similiarities
and differences will be discovered in the subject matter of
inquiry; consequently, a fixed terminology probably
would be a barrier to progress.

"Name" is used here in the Dewey-Bentley manner
(See K&K, pp. 132-133), althouei we realize that others
use that word differently. Names here are not regarded as
things separate from, and intermediate between, the
organism and its environrnent. Rather the focus is on
naming behavior on an organism-environmental transac-
tion. Conventionally, a sharp separation has been made
between a word and its so-called 'meaning," but here we
attempt to keep the whole naming process in view. For
us, the import of "H20" as a scientific name is
understood in relation to current scientific practices;
"1120" is a shorthand label for certain aspects of a
subject matter of inquiry, including the relations among
those aspects, as observed by scientists. To concentrate on
1120" as a set of marks or sounds radically separated
&our the thing named, as some epistemologists do, 6
considered an undesirable separation of things that, from
the viewpoint of our purpose here, usually are found
together. Specifically, separation of the word, its so-called
"rneaning," and the word user, frequently results in
hypostatization and seemingly insolulle problems of the
locus and status of "meanings and of "knowledge.

In the present context namin_g is the aspect of knowing
with which we are concerned. Naming behavior, as Dewey
and Bentley say, "selects, discriminates, identifies, locates,
°niers, arranges, systematizes." (K&K, p. 133.)

Naming can be made "firmer," be more consistently
useful, without restricting future revisions. For crude
everyday purposes, naming a whale a fish may be useful;
but to name it a mammal marks an improvement from
the viewpoint of scientific usefuhiess. Revisions as to
what "atom" is used to designate or name also have
provided improved naming.

Our procedures in preparing this report are transac-
tional. ' Transaction" here designates or is a name for the
fun ongoing process in a field where all aspects and
phases of the field as well as the inquirer himself are in
common process. A transactional report is differentiated
from self:actional reports (in which independent actors,
powers, minds, etc., are assumed to function) and from
interactional reports (in which presumptively independent
things are found in causal interconnection). "Borrower
can not borrow without lender to lend, nor lender lend.
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full legal-commercial system in which it is present as
occurrence." (K&K, p. 130.)

The work and accomplishments 01 scientists have been
described in many different ways, al no attempt is made
here to settle rill controversies or to endorse dootatically
any one view. Perhaps most can agree, however, that an
important part of the scientist's job is the increasingly
more useful description of things, including their
connections and relations, that are differentiated in the
cosmos.

Some authors attempt to distinguiai tharply between
"description" and "explanation." `Description ' is used
here to include what many refer to as -explanation,"
rather than in a way that contrasts a "mere' or "bare"
description with a scientific "explanation." Obviously
scienfists seek to improve the crude descriptions of
common sense, but their improved reports on their
subject matter (i.e., what some label "explanations") are
also descripfions in the broad sense. For example, a stick
partially submerged in water appears to be bent, and a
crude des'cription may go no further than to so state. But
if a more adequate deseription is given, in terms of light
-fraction, human processes of perception, human Ian.

page habits, etc., dun we have what is sometimes called
an "explanation." The explanation of the bent appearance
ounsists in a full description of the whole tiansactional
process, which enables us to predict what normal human
observers will see, given certain circumstances.

"Warranted assertion" 6- used here rather than "true
statement" (or "true proposition"). "Wm-ranted assertion"
seems an appropriate name for the outcome of successful
scientific inquiry. The term helps to remind us that the
assertion involved is warranted by the procedures of
inquiry and is subject to modification or rejection by
further inquiry. It also helps to exorcise the ghost that
scientists have as their business the discovering of final
and fixed generalizations.

As inquiry proceeds, modification of naming is to be
expected. The differentiation of water from the rest of
the cosmos is useful for daily life, but adopting the
scientific name `1120" marked Lin improvement in that
further prediction and control was facilitated. Perhaps the
development of physics and chemistry will some day
result in the further alteration of the naming for what in
everyday life is called water.

We deny emphatically that there is any kind of
intrinsic or necessary relation between the marks and
sounds used in naming and what is named. In that sense,
naming is wholly conventional; whether "water," "aqua,"
or "gldm" is used to refer to a certain liquid makes no
difference. (This is not to deny, of course, that specific
words are put of particular languages, and identifying
"water" as a noun in the English language affords many
clues as to how the word will be used by English
speakers.) On the other hand, some names are much more
useful than others. "1120", for example, as used in
current physical science, is quite different from "watern
taken as designating one of the assumed four primordial
elements. Although the whole notational system now used
for chemical elements and their combinations is in an
important sense descriptive, once the system is chosen,
naming within it is determined in major respects by the
system. "H20" as shorthand for water is not capriciously
chosen but rather is the outcome of painstaking and
carefully controlled inquiry. In general, then, althongh
there is no ultimately riOlt naming, and although all

is vtlyitri.wil ilarn in ir ii 111'11111.r

Sometimes those who object that naming is too simple
a process to be of much importance in scientific inquiry
take a much different view of the naming process than
that offered here. If strong emphasis is put on naming in
relation to assertions warranted by testing, then some of
those objections, at least, seem to be met. To have labels
for differentiated wpects of the cosmos that have been
thoroughly tested is one thing. To elaborate a ter-
minology that stands either for aspects that have not been
usefully differentiated, or for supposed aspects inconsis-
tent with well-established "ifthen ' statements, is quite
another matter. Perhaps both "phlogiston" and "caloric"
had considerable merit as names consistently usable for
various processes that at one time were assumed to occur
in heat phenomena. Thea- deficiencies, from the present
point of view, were precisely that they did riot name
diffeliren.tiated aspects of the cosmos as found by scientific

.

When those terms became entrenched in scientific
discourse, however, they were not easily evicted; they
were part of a semantic vested interest. Much the same
almost certainly applies to many behmioral science terms
now in wide and- frequent use. Sometimes suggested
chiles in naming are rejected on the ground that new
speci ications (scientific namings) omit important conno-
tations the term had in ordinary discourse or in earlier
science. Here again the importance of testing can hardly
be overemphasized. Rejection of "phlogiston" doubtless
pmitted what was once dear to many people, yet
scientific progress apparently benefited from those
omissions.

"Specification" is used here to refer to the naming that
has been found useful in scienw. Specification is a

different process than some of the processes frequently
named "definition." "Definition" has been used to refer
to such diverse things that confusion often results. As
Dewey and Bentley say:

"The one word 'definition' is expected to cover acts
and products, words and things, accurate descriptions and
tentative descriptions, mathematical equivalences and
exact formulations, ostensive definitions, sensations and
perceptions in logical report, 'ultimates,' and finally even
indefinables.' No one word, anywhere in careful technical
research, should be required to handle so many tasks."
(MK, p. 148.)

Broadly speaking, definition" often is used to ap_ply
to almost any procedure for saying what the so-caLled
"meaning" of a tenn is. Much of the difficulty with
"definition" seems to be just its linkage with "meaning."
But leaving that problem aside, a considerable variety of
procedures have been used in attempts somehow to
desigmate what a term stands for or has been applied to,
and many of those procedures are highly dulious from a
scientific point of view.

In this report, "specification" is used as a name for
scientific naming; i.e., the efficient (especially useful) kind
of designation found in modern scientific inquiry.

B. FURTHER DEVELOPMENT OF SOME
BASIC NAMES

In striving for agrecinimmil on some firm, mherent, will
consistent naming, proceeding initially along roughly
evolutionary lines may he helpful. "Cosmos" was selected
to name the smn total of the thinn we can see. smell.
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including connections among those things, so that we can
talk about the sum total of things without repeatedly
having to describe them in detail. ' Cosmos" is applied to
the universe as a whole system, including the speaking-
naming thing who uses that name. Moreover, costnos- is
the name for all that is included in man's knowing
behavior from tlw most distant past discussed in
scientifically warranted assertions to the probable future
insofar al, it is known by scientifically warranted
predictions.

Next we differentiate among the vast number of things
in the cosmos and select die living things; for these we
choose the name "organism." Note that selecting for
naming does not imply detaching the physical thing from
the cosmos. Everything named remains a part of cosmos
with innumerable relations to other parts.

Among the organisms, we further differentiate for the
purpose of the present discussion and select for naming
ourselves, our ancestors, arid our progeny; these we name

man.
We then observe the transactions of man with other

aspects and phases of cosmos and note the transactions
named "eating;' "breathing," etc. Among those numerous
transactions, we differentiate further and select for
naming the transactions typical of man but found
infrequently or not at all in other organisms.

This type of behavior involves processes of a kind such
that something stands for or is assurned to refer to
something else. Such processes we name "sign behwior,"
or simply -sign." Note that "sign" is not the name of the
thing that stands for something else; "sign," as used here,
is the name of the transaction as a whole; i.e., "sign" is
the short name for "sign process.- For example, the word
"cup" is not taken as the sign for the vessel we drink
coffee from; rather the word, the container, and the word
user all are regarded as aspects or phases (sometimes
both) of the full situation. Sign process is the type of
transaction that distinguishes some behavioral from
physiological processes, a knowing behavior transaction
from a transaction such as eating, digesting, seeing, etc.
(But no absolute or ultimate separation is suggested; sign
processes always include physiological processes and may
affect those proeesses, as when the reading of a telegram
containing bad news affects respiration.)

Sign process in evolutionay development has pro.
gressed through the following still-existing stages:

a. The signaling or perceptive-manipulative stage of
sim in transactions such as beckoning, whistling,
frowning, etc.

b. The naming stage as used generally in speaking
and writing.

c. The symboling stage as used in symbolic logic and
mathematics.

Focusing our attention now on the naming stage of
sign process, we choose to name it "designa ting.
Desipiating always is behavior, an organism-environmental
transaction typical primarily, if not exclusively, of man in
the cosmos. Designating includes:

1. The earliest stage of designating or naming in the
evolutimmary scale, which we shall name "cueing.-

-Hy Cue is to he understood the most primitive
language-behavior. ..Cue. as primitive naming, is so close
to the situation of its origin that at timesit enters almost
as if a signal itself. Face-to-face perceptive sitnatiims are
characteristic of its type of loeus. It may Mclude cry,
expletive, or other single-word sliteners, or any (mania-
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appear as an interjection, cxclamnmatiomi, abbreviated
utterance, or other casually practical communicative
convenience.- (ak, p. 136)

2. A more advanced level of designating or naming
in the evolutionary scale, which we shall name "character-
ix ng." 'this name applies to the everyday use of words;
usage that is reasonably adequate for many practical
purposes of life.

3. For the, at present, farthest advanced level of
designation we use "specifying." This name applies to the
highly developed naming behavior best exhibited in
modern scientific inquiry.

For the purpose of economizing words in discourse, we
need a general name for the bits and pieces of cosmos
differentiated and named. For this general name we
choose "fact." Fact is the name for cosmos in course of
being known through naming by man (with man included
among the aspects of cosmos) in a statement sufficiently
developed to exhibit temporal and spatial localizations.
Fact includes all namings-named durationally and exten-
sionally spread; it is not limited to what. is differentiated
and named by any one man at any moment or in his life
time.

Frequently we need to discuss a limited ratwe of fact
titwhere our attention is focused for the time ling. For

this we choose the name "situation." This is the blanket
nanuip for those facts localized in time and space for our
immediate attention.

Within a situation we frequently have occasion to refer
to durational changes among facts. For these we choose
the name "events."

Finally, in discussing events we usually have occasion
to refer to aspects of the fact involved that are least
vague or more firmly determined and more accurately
specified. For those we choose the name "object." Object
is an aspect of the subject matter of inquiry insofar as it
has reached an orderly and settled form, at least for the
time being.

Further tentative comments on sign process may be
helpful. The transition from sign process at the
perceptive-manipulative stage (here designated "signaling")
to the initial naming stage (designated "cueing") is a

change from the simplest attention.getting procedures, by
evolutionary stages, to a somewhat more complex sign
process that begins to describe things and events. No clear
line of demarcation is found. Some perceptive-manipnla-
five signalings and primitive word cues are descriptive as
well as simple alerting behavior.

The transition from cueing to characterizing also
reflects evolutionary development with increasing coin-
ilexity of process, including formal grammar, etc. The
urther transition from characterizing to specifying in the

manner of modern science reflects the further evolution-
ary development of sign process, a still more complicated
procedure.

At first thought the stage we have here designated
symboling" may seem to be a marked departure from,

or to reflect a break in, the evolutionary development of
sign process. However, mathematical symboling, at leam mis
frequently used in scientific inquiry, may be considered
shorthand specifying,. Each symbol replaivs one or more
words. A single mathematical equation may replace a hong
arid involved sentenee, even a paragraph, or a limper
descriptitin in words.

Sometimes symboling is considered to be different
from running, and even Dewey and lientley speak of it as
an "advance of sign beyond naming, accompauied 11)
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develops.- (K&K. p. 178.) Mathematical inquiry seems in
some respects to differ in kind from the designation liscd
in empirical inquiry, yet tbe mathematical symbols used
in scientific inquiry designate something quite specific;
rquivalene es or eith I .r relations, for example. For the
porpi,scs of empirical inquiry, aspects of the formal
mathematical structure are used to facilitate summarizing
and forusing attention on relations aiming things.

Thus sign process in its evolutionary progress to date
ma he described as the e lions of man to COMM U nivate :
first by simple perceptive-manipulative proces.ses; then by
verbal processes of inereasinu complexity, until this
increasing complexity of verCal procedure became so
much of a barrier to further pmgress that a shorthand
system was devised in order to facilitate further

muunicatio II. This shorthand system !NW been most
extensively developed in mathematical symboling.

C. LIST OF TRIAL NAMES

Many of the namcs below were taken from Ch. I 1 of
Dewes and Beale Knowing and the Known, while
others were used in 1 Current Appraisal of the Behavioral
Sciences. The importance of the names does not stem from
their sources, but rather from their aid in facilitating
onnmunication. The names below are provisionally claimed
to be important in the sense that we found them useful in
trying to communicate more successfully among ourselves.
(In some instances nams are listed because we f)und them
to be barriers to mutual understanding.) However, other
names overlooked by ns may prove to be even more useful
than those we here discuss, and some of theise presently
regarded as useful may prove to he grossly misleading on
further inquiry..

A final suggestion to the reader: The prevalence of
interactional mid self-actional theoretical rissumptions may
make transactional procedures unfamiliar at first sight. With
reference to nomenclature, W hat seems obvious in
self-actional or interactional terms frequently is deficient
from a transactional point of view.' What may seem odd,
peculiar, or overly simple-judged in terms of an acceptance
of other procedures-becomes useful, appropfiate, and
sometimes necessary, given transactional procedures.

For example, Dewey and Bentley have been severely
criticized for neglecting what the critics regard as obvious
and necessary for all work in the field: distinguishing
radically between psychology and logic. Their reply
follows:

-We may assure all such critics that from early youth
we have been aware of an academic and pedagogical
(listinction of logical from psychological. We certainly make
no attempt to deny it, and we do not disregard it. Quite this
contrary. Facing this distinction in the presence of ached
life processes and behaviors of human beings, we deny aro
riga factual difference such as the academic treatment
implies....We have as strong an objeetion to the
assumption of a science of psychology, severed from a logie
_

Thr prevalence a riontransaetional behavior in inquiry reflects
linguistic habits not easily changed. For example. although the
authors or I current! Appraisal of the nenavioral Sciences adopted
a transactional method. in Ifie first edition sometimes
iniuivertentl separated ''ititertial---"ex fernier "individual" =

organi.rn" -environment,- and a wonl From its
so.ealled -meaning.- with remelting incoherence. The discussion in
the gleissarV See" ii Oil of the present report suggests the dangers of
fusing -biologiral- and "physiological.- and helps to point cliii
the Lick a ()aril!, in some of illy IISCS of ''011era I (Mal ;Ind

I

and yet held basic to that logic, _as we have to a logic
severed from a psyvhology and proclaimed as if it e ed iii
a realm of its own where it regards itself as basic to the
psychology. We regard linownigs and reasonings and
nuithematical and scientific adventurings mien up to their
highest abstractions, as activities of men-as veritably men's
behaviors-and we regard the study of these particular
looming behaviors as lyirT within the general field 01
behavioral inquiry...."(k&K, p. 180; emphasis iii last
sentence not in original.)

Note: In the entries below, some quotations are taken
froin Knowing and ihe Known, Ch. II. Unless otherwise !
indicated, we agree with the material quoted.

ACCURATE: Dewey and Bentley suggest this adjective
to "characterize degrees of achievement in tlw range ol
specification. However, "degrees of achievement" seems
to imply some standards of comparison; standards that we
do not have. We sugge.st that names in the range of
scientific specification may be more or less accurate in
the sense of more or less painstakingly chosen and
'applied, Perhaps Dewey and Bentley were naming the
same characteristics of naming behavior by their phrase
"degrees of achievement." We suggest that 'accurate" be
used as a short name for "to date found most useful
scientifically or by scientists." See PRECISE.

ACTION, ACTIVITY: These words arc used here only
to characterize loosely durational-extensional subject
matters of inquiry. The words suggest self-actional or
interactional assumptions in which actions are the doings
of independent selves, minds, ete., separated from the full
organism-environmental transaction; procedures that are
rejected here for inquiry into knowings.known. See
INTERACTION; SELF-ACTION; BEHAVIOR.

ACTOR: A confusing although widely used word.
"Actor" often is used in ways that unfortunately separate
the doer too sharply from the complex behavioral
transaction. "Actor" here is used only in the sense of
"Trans.actor," the human aspect of a behavioral situation.

APPLICATION: In the terminology adopted here, a
name is said to be applied to the thing named. Use of
"application" helps to avoid the connotation of some
intrinsic or necessary relation between the thing named
and the marks or sounds used in naming.

ASPECT: The name for any differentiated part of a
firll transaction, without special durational stress. (For the
latter see PIIASE.) The aspects are not taken as

independent "reals." In a borrowerdender transaction, the
borrower, the lender, and what is lent are among the
aspects of the transaction. Those aspects are inseparable
in that there is no borrowing without lending, and
vice-versa.

BEHAVIOR: The name hre covers all the adjustmental
priwesses of organismin.envirOnment. This differs from
other uses that limit "behavior" to the muscular and
glandular actions of organisms in "purposive" processes,
or to the "external" rather than "internid" processes of
the organism. "Behavior" here is always used transaction-
:illy, never as of the organism alone, but instead a .5 of the
organism-environmental process. (This is not to deny that
provisional Se pant tic lii U f organisin and environment,
wit bin um LruuiuseiuIIu,nuat framework, can be use fill in
inquiry.)

BEI lAVIOBISNI: Although many conflicting behaviorist
procedures of inquiry can be found, a common feature is
the rejection of traditional mentalistic and nonscientific
procedures. We agree that the latter should he rejected.
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transactional procedures from many types of behaviorism,
because sonic behaviorists regard behavior as occurring
stfictly within the organism or regard behavior as
physiological. Our rejection of traditional presuppositions
should not be understood as implying exclusion of
h siological processes; we include them as aspects of sign
e avior. (See SIGN BEIIAVIOR; TRANSACTION.)
BIOLOGICn: The name given here to those processes

in living organisms that are not currently explorable by
the techniques of the physical sciences alone. Biological
inquiry covers inquiry into both physiological and
sign-behavior. No ultimate separation between the physi-
cal biological "realms" is assumed, nor do we assume
that present physical and physiological techniques of
inquiry will remain unchanged. Perhaps future inquiry will
make our present divisions of subject matters unsuitable.
See PHYSICAL.

CHARACTERIZING: This name is applied to the
everyday use of words that is reasonably adequate for many
practical purposes. Characterizing is more advanced than
cueing, but less advanced thazi specifying.

CIRCULARITY: In self-actional and interactional
procedures, circularity may constitute a grievous fault. In
explicitly transactional inquiry, some circularity is to be
expected. For example, the description of useful
procedures of inquiry is based on the observation of past
successful inquiries; that description in turn may help to
improve future inquiries; which in turn may lead to an
improved description of procedures; etc. Some critics of
Dewey and Bentley regard the type of circularity found
in Knowing and the Known as a major flaw, but they
apparently fail to grasp the significance of the Dewey-
Bentley procedures.

COHERENCE: The word is applied by us not to the
internal consistency of a set of symbols, but to the
connection found in scientific inquiry to obtain between
or among objects. Not logical connection, then, but the
kind of "hanging together" that occurs in observed
regularities, is what is named.

CONCEPT, CONCEPTION: "Concept" is used in so
many ways, especially in mentalistic and hypostatized
forms, and in ways separating the sign from the sign-user,
that its total avoidance is here recommended. "Concep-
tion" is frequently construed as a "mentalistic entity, '
but sometimes as a synonym for a point of view
provisionally held and to be inquired into. Even in the
latter instance, the word may have mentalistic connota-
tions. We are cominced that it is not useful because it so
often is a semanfic trap for the unwary.

CONJECTURE: When description is blocked in inquiry,
the inquirer imagines what may be happening; "conjec-
ture" designates such a tentative notion about possible
connections among facts. In view of the other applica-
tions found for "hypothesis," we suggest "conjecture" as
a replacement for that name. See HYPOTHESIS,
THEORY.

CONNECTION: In naming-knowing transactions, the
general name for the linkages among the aspects of a
process, as found through inquiry. In an obsemed
regularity, the things involved in the regularity are said to
he connected. "Connection" covers the relations some-
times referred 10 as "causal," "statistical," "probabilistic,'
"structural-functional," etc.

CONSCIOUSNESS: Not used hy us unless as
synonym for "awareness".

CONSISTENCY: Discourse found to he free of
contradictory old of contrary assertions is characterized
as consistent.
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CONTEXT: Here used transactionally to refer to the
mutually related circumstances and conditions under
which things (objects and events) ue observed.

COSMOS: Names the sum total of things we can see,
smell, taste, hear, and feel (often aided by instruments),
including connections among those things. "Cosmos" is
applied to the universe as a whole system, including the
speaking-naming thing who uses the name "cosmos."
Observable durations extend across cultures, backward
into the historical-geological record, and forward into
indefinite futures as subject matters of inquiry. Not to be
construed as something underlying knowing-knowns yet
itself unknowable.

CUE: The earliest stage of designating or naming in the
evolutionary scale. Primitive naming, here called "cueing,"
is close to signaling, and no clear line of demarcation
between them is found. The differenfiation is made on
the basis that organized language occurs ineueing. Some
psychologists apply "cue" to what we name "signal, and
vice-versa. If such psychological use develops firmly, our
me will be superseded.

DEFINITION: Often used in a broad sense to cover
any procedure for indicating the "meaning" of a term,
including: the stipulation of the application of a term in
technical contexts (as when "ohm ' is chosen as the name
for a unit of electrical resistance); descriptions of the uses
a term has in everyday speech; equations relating a sin le
symbol and a combination of symbols for which the
sinOe symbol is an abbreviation (as in symbolic logic);
what is here called "specifying"; as well as many other
procedures. Also used to refer to a description of the
'nature" or "essence" of a thing. In view of the many
widely varying procedures to which "definition" has been
applied, we avoid the term here. See SPECIFYING.

DESCRIPTION: Expansion of naming or designating in
order to communicate about things (including situations,
events, objects, and relations) on which attention is
focused.

DESIGNATING: Always comidered here transaction-
ally as behavior. Includes cueing, characterizing, and
specifying. When naming and named are viewed in
common process, "designating" refers to the naming
aspect of the transactirn. Designating is the knowing-
naming aspect of fact.

ENTITY: Its use often presupposes self-actional or
interactional procedures, and especially some independ-
ent-of-all-else kind of existence. Not used here. See
THING.

ENVIRONMENT: Not considered here as something
surrounding, and fully separable from organisms; but as
one aspect of organism-environmental transactions. The
apparently plausible separation of organism from environ-
ment breaks down when one attempts to locate and
consistently describe the exact demarcation between
organism and environment. For some purposes of inquiry,
focusing attention primarily on either the organic or the
environmental aspect of the whole transaction may be
useful.

EPISTEMOLOGICAL: To the extent the use of
"epistemological supposes that knowers and knowns are
fully separable, the word is incompatible with transac-
tional procedures and is not used here.

EVENT: The name chosen here for durationsl changes
among facts upon which attention is focused for purposes
of inquiry.

EXACT: See PRECISE, ACCURATE.
EXCITATION: To be used in reference to physiological

organism-environmental processes when differentiation
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between such physiological stimulation and sign-behavioral
stimulation is desired. See STIMULUS,

EXISTENCE: The known-named aspect o f fact.
Physical, physiological, and behavioral subject matters are
regarded here as equally existing. However, "existence"
should not be considered as referring to any "reality"
supposedly supporting the known but itself unknowable.

EXPERIENCE: "This word has two radically ollmwd
uses in current discussion. These overlap and shift so as to
eaust continual confusion and unintentional misrepresen-
tation. One stands for short extensive-durational process,
an extreme form of which Li identification of an isolated
sensory event or 'sensation' as an ultimate unit of inquiry.
The other covers the entire spatially extensive, temporally
durational application; and here it is a counterpart for the
word 'cosmos'," "Experience" sometimes is used to name
something considered to be primarily localized in the
organism ("he experienced deliOit") or to what includes
much beyond the organism ("the experience of the nation
at war"): to relatively short &rational-extensional pro-
cesses ("he experienced a twinge") and to relatively vast
processes ("the experience or the race"). "The word
'experience' should be dropped entirely from dismission
unless held strictly to a single definite use: that, namely,
of calling attention to the fact that Existence has
organism and enviromnent as its wpects, and cannot be
identified with either as an independent isolate," See
BEHAV IOR.

FACT: The cosmos in course of being known through
naming by organisms, themselves being always among its
aspects. Fact is the general_ name for bits and pieces of
cosmos as known throu01 naming, in a statement
sufficiently developed to exhibit temporal and spatial
localizations. Man is included among the aspects of
cosmos. "It is knowings-knowns, duranonally and exten-
sionally spread; not what is known to and named by any
one organism in any passing moment, nor to any one
organism in its lifetime. Fact is under way among
organisms advancing in a cognos, itself under advance as
known. The word 'fact,' etymologically from factum,
something done, with its temporal implications, is much
better fitted for the broad use here suggested than for
either of its extreme mid less common, though more
pretentious applications: on the one hand for an
independent 'rear; on the other for a 'mentally' endorsed
report."

FIELD: "On physical analogies this word should have
importan t application in behavioral inquiry. The
physicist's uses, however, are still undergoing reconstruc-
tions, and the definite correspondence needed for
behaviond application can not be established. Too many
current projects for the use of the word have been
parasitic. ThorouOi transactional studies of behaviors on
their own account are needed to establish behavioral field
in its own rigtht." "Field" here names a cluster of
connected facts as found in inquiry. We do not use
"field" as the name for a presumed separate euvironment
in wh ieh independent facts are found; "field" names the
entire complex process of mutually connected things and
their relations on which attention is focused, and includes
the observer in the transaction.

FIRM: Namings are firm to the extent that they are
found to be useful for consistent and coherent communi-
cation about things, including events. Fimmess, thus
demonstrated, involves no implication of finality or of
immunity to being superseded X4 scientific inquiry

HUMAN: 'Hie word used to differentiate ourselves, our

ancestors, and our progeny from the remainder of flu
cosmos. No ultimate division of the cosmos into inan
other Organisms, and physical objects is intended. Nor
olwionsly, do we intend by our naming to deny
evolutionary development from other organisms, or thr
myriad connections man has with other aspects of the
cosmos.

HYPOTHESIS: hi the literature on methodolo0
"hypothesis" sometimes is applied to any conjecturt
about possible connections among facts, but sometimes it
restricted to relatively exact formulations that may
emerge in an advanced stage of inquiry. Sometimee
-hypothesis" is embedded in the terminology of tradition-
al logic and epistemology, as when a hypothesis is said tc
be a proposition not known to be true or false initially.
but from which consequences Lwe deduced; if sufficient
deductions are confinned, the "hypothesis" is said tc
become a "truth." To avoid confusion, we suggest
replacing "hypothesis" by ",:onjecture." See CONJEC
TORE, THEORY.

IDEA, IDEAL: "Underlying differences of employment
are so many and wide that, where these words are used, it
should be made clear whether they are used behaviorally
or as names of presumed existences taken to be strictly
mental." "Idea" may be serviceable as referring to L

notion about things.
INDIVIDUAL: "Abandonment of this word and of all

substitutes for it seems essential wherever a positive
genyraI theory is undertaken or planned. Minor specialized
studies in individualized phrasing should expressly name
the limits of the application of the word, and beyond
that should hold themselves firmly within such limits." In
the transactional framework here adopted, "behavior"
covers both so-called "individual" and "social" behavior,
which are aspects of behavioral transactions. See
BEHAVIOR.

INQUIRY: "A strictly transactional name. It is an
equivalent of knowill, but preferable as a name because
of its freedom from mentalistic' associations." Scientific
inquiry is the attempt to develop ever more accurate
descriptions (including what are often called "explana-
tions') of the things and their relations that s
differentiated in cosmos, in order to facilitate prediction
and control (or adjustive behavior thereto). Statements
about the observed regularities, measurements of change,
etc., are fomiulated as warranted assertions.

INTER: "This prefix has two sets of applications çsce
Oxford Dictionary). One is for 'between,' 'in-between, or
'between the parts of.' The other is for 'mutually,'
'reciprocally.' " (E.g., this prefix sometimes is applied to
the relation "in-between," as when mind and body are
said to interact in the pineal gland, or that a tennis ball is
intermediate in size between a golf ball and a soft ball.
Sometimes "inter" is used fOr mutually reciprocal
relations, as in the interaction of borrower and lender.)
"The result of this shiftik, use as it enters philosophy,
logic, and psychology, no matter how inadvertent, is
ambiguity and midependability." The habit of mingling
without clarification the two sets of implications is easily
acquired; we use "inter" for instances in which the
"inhet wren" sense is dominant, and the prefix "trans" is
used where mutually reciprocal influence is included.

INTERACTION: "This word, because of its prefix, is
undoubtedly the source of much of the more serious
difficulty in discussion at the present time." Some
authors use "interaction" in the way "transaction" is used
byre. We restrict -in terac tioll'' to instances in which
presumptively independent things are balanced against
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each other in causal interconnection, as in Newtonian
mechanics. For inquiry into knowing-knowns, such an
interactional procedure is rejected. See TRANSACTION.

KNOW1NGS: Organic aspects of transactionally ob.
served behaviors. Here considered in the familiar central
ranue of namings-knowings.

NOWLEDGE: "In current eniployment this word is
too wide and vape to be a name of anything in
particular. The butterfly 'knows' how to mate, pre-
sumably without learning; the dog `knows' its master
through learning; man 'knows' through learning how to
do an immense number of things in the way of arts or
abilities; he also 'knows' physics, and 'knows' mathe-
matics; he knows that, what, and how. It should require
only a moderate acquaintance with philosophical litera-
ture to observe that the vagueness and ambiguity of the
word 'knowledge' accounts for a large number of the
traditional 'problems' called the problem of knowledge.
The issues that must he faced before firm use is gained
are: Does the word 'knowledge' indicate something the
organism possesses or produces? Or does it indicate
something the organism confronts or with which it comes
into contact? Can either o f these viewpoints be
coherently maintained? If not, what change in preliminary
description must be souP?" See WARRANTED ASSER-
TION.

KNOWNS: "Known" refers to one aspect of transac-
>tionally observed behaviors, i.e., to what is named. "111
the case of namings-knowings the range of the knowns is
that of existence within fact or cosmos not in a
limitation to the recognized affirmations of tile moment,
but iri process of advance in long durations."

LANGUAGE: Here viewed transactionally as behavior
of men (with the possibility open that inquiry may show
that other organisms also exhibit language behavior).
Word-users here are not split from word-meanings, nor
word-meanings from words.

MANIPULATION: See PERCEPTION-MANIPULA-
TION.

MATHEMATICS: Here regarded as a behavior develop-
ing out of naming activities and specializing in symboling,
or shorthand naming. See SYMBOLING.

MATTER, MATERIAL: See PHYSICAL. If the word
mental" is dropped, the word "material" (in the sense of

matter as opposed to mind) falls out also.
MEANING: Not used here, because of confusion

engendered by past and current uses. Transactional
procedures of inquiry reject the split between bodies-
devoid-of-meaning and disembodied meanings.

MENTAL: Not used here. Its use typically reflects the
hypostatization of one aspect of s*n behavior.

NAME, NAMING, NAMED: Naming is here regarded as
a form of knowing. Names are not considered here as
third things separate from and intermediate between the
organism and its environment. Naming transactions are
language behavior in its central ranges. Naming behavior
states, selects, identifies, orders, systematizes, etc. We at
times use "designating" as a synonym for "liaming."

OBJECT: Within fact, and within its existential phas
object is that which has been most firmly specified, and is
thus distinguished from situation and event. Object is an
aspect o f situation inquired in to inso far as useful
description or firm naming of that aspect has been
achieved.

OBJECTIVE: Used here only in the sense of
"impartial" or "unbiased."

OBSERVATION: Used here transactionally, rather thau
as a separated "activity" of the observer. Observation and

reports upon it are regarded as tentative and hypothetical.
Observation is not limited to 3-perception" in the
narrow sense; to a "simple" sensory quality or some
other supposed "content" of such short time-span as to
have no or few connections. Observation refers to what is
accessible and attainable publicly. Both knowings and
electrons, for example, are taken a,s being as observable as
trees or chairs.

OPERATION: "The word 'operation' as applied to
behavior in recent methodological discussions should be
thoroughly overhauled and given the full transactional
status that such words as 'process' and 'activity' require,
The military use of the word is suggestive of the way to
deal with it. '

OPERAT1ONISM: This has become a confusing word,
and sometimes seems to be merely an invocation of
scientific virtue. "Operational definition" sometimes refers
to defining phrases having an "ifthen" form ("x is water
soluble",' it x is immersed in water, then it dissolves"
sometimes to the insistence that the criteria of application
of a word be expressed in terms of experimental
procedures; and sometimes to a statement of the
observable objects and events that are covered in the use
of a word. On some occasions, "operational definition"
apparently is used to refer to something similar to, if not
identical with, what we call "specification" or scientific
naming. See SPECIFYING.

ORGANISM: Used here to differentiate living things
from other things in the cosmos, but not to detach
organisms from their many connections with other aspects
of cosmos. Organisms are selected for separate naming for
methodolotgical purposes,_ not as constituting something
separated rom the rest of cosmos.

PERCEPT: In the transactional framework, a percept is
regarded as an aspect of signaling behavior, not as a
hy ostatized independent something.

ERCEPTION-MANIPU LAT1ON : Although perception
and manipulation arc regarded as radically different in
some procedures of inquiry, transactionally viewed they
have a common behavioral status. They occur jointly and
inseparably in the range of what is here called signal
behavior.

PHASE: Used for an aspect of cosmos when attention
is focused on the duration of a time sequence, as when
referring to the various phases of the manufacture and
distribution of products.

PHENOMENON: Used here for provisional identifica-
tion of situations. Not to be construed as "mbjective,"
nor as a mere appearance of an underlying reality.

PHYSICAL: At present, we find three major divisions
of subject matter of inquiry: physical, physiological, and
sign-behavioral. These divisions are made on the basis of
present techniques of inquiry, not on the basis of
assumed essential or ontological differences. See BIOLOG-
ICAL.

PHYSIOLOGICAL: "That portion of biological inquiry
which forms the second outstanding division of the
subjeetmatter of all inquiry as at present in process;
differentiated from the physical by die techniques of
inquiry employed more significantly thati by mention of
its specialized organic locus," See BEHAVIORISM.

PRECISE: Dewey and Bentley use "exact" as all
adjective to describe symbols, and "accurate" to describe
specifying. We question the usefulness of differentiating
between specifying and symboling other than to point out
that the latter seens to he shorthand for the fomier.
Because symbols are often used in connection with
relatively precise measurements for the nurnoses of
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scientific inquiry, we suggest that "precise lay be more
useful than "exact- as an adjective charactefizing any
symbolizing. Symbols are precise to the extent that they
are shorthand names for precise measurements or what
could be precise measurements. See ACCURATE.

PROCESS: To be used aspectually or phasally as
naming a series of related events.

PROPOSITION: Used sometimes in the context of
logic to name the states-of-affairs to which statements (or
assertions, or sentences) refer. Thus "The dog is black"
and "Der llund ist schwarz" are said to express the same
proposition. Generally such procedures make sharp
distinctions among words, word-users, and "meanings," or
among runners, nameds, and names. Such separations are
here rejected, and along with them go many related
distinctions. We regard the talkings (including namings,
thinkings, reasonings, etc.) of man as human behavior
rather than as third things somehow occuming between
men and what they talk about, and we believe that
proceeding in this manner not only avoids many needless
mysteries but aids scientific inquiry into such talkings.

QUEST FOR CERTAINTY: In prescientific inquiry,
thc attempt to discover an eternal and immutable
"reality" that can be known with complete certainty. We
do not assert the absolute nonexistence of such "reality,"
but point out the failure to find it and the barrier such a
notion has been to scientific progress. In somewhat
disguised forms, the quest for certainty crops up in
purportedly scientific investigations, as M attempts to find
a certain and indubitable base upon which inquiry rests.

REACTION: In physiological stimulation (as contrasted
with sign-behavioral stimulation), "excitation" and "reac-
tion" are coupled as aspects of the stimulation transac-
tion. See EXCITATION, STIMULUS.

REAL: Used Taringly as a synonym for genuine," in
opposition to "sham" or "counterfeit."

REALITY: "As commonly used, it may rank as the
most metaphysical of all words in the most obnoxious
sense of metaphysics, since it is supposed to name
something which lies underneath and behind all knowing,
and yet, as Reality, something incapable of being known
in fact and as fact. '

RESPONSE: In signaling behavior, as differentiated
from physiological stimulation, "stimulus" and "response"
are coupled as aspects of the stimulation transaction.

SCIENCE, SCIENTWIC: "Our use of this word is to
designate the most advanced stage of specification of our
timesthe 'best knowledge' by the tests of employment
nd indicated growth."
SELF: Within the framework here adopted, "self"

names one aspect of organism-environmental transactions,
rather than an hypostatized "entity."

SELF-ACT1ON: "Used to indicate various primitive
treatments of the known, prior in historical development
to interactional and transactional treatments." Thai is,
used to refer to frameworks in which presumptively
independent actors, minds, selves, etc., are viewed as
causing events (as, for example, when gods are said to
cause meteorological phenomena, or nfinds to create new
ideas). "Rarely found today except in philosophical,
logical, epistemoloOcal, and a few limited psychological
regions of inquiry.'

SIGN: The name applied here to organism-environ-
mental transactions in which the organism involved in a
situation accepts one thing as a reference or pointing to
some other thing. "Sign" here is not the name of the
thing that is taken as referring to something else; rather
"sign" names the whole transaction. The evolutionary

stages of "sign" are here name "signal," "name and
"symbol."

SIGNAL: Used here to refer to the perceptive.
manipulative stage of sign process in transactions such as
beckoning, whistling, frowning, etc. No clear line ol
demarcation between signaling and cueing is found; some
perceptive-manipulative signalings are not only alerting
behaviors, but also may begin to describe aspects ol
cosmos.

S1GN-BEHAVIOR: Sign-behavior refers to that range ol
biological inquiry in which the processes studied are not
currently explorable by physical or physiological tech-
niques alone. Human behavior here covers both so-called
"social" and "individual" behavior. No ultimate en
ontological separation of physical, physiological, and
sign-behavior is assumed; the distinction made herr
concerns the techniques of inquiry found useful foi
vatious types of subject matters. See PHYSICAL,
PHYSIOLOGICAL.

SIGN-PROCESS: Synonym for SIGN.
SITUATION: Used here as a blanket name for a

limited range of fact, localized in time and space, upon
which attention is focused. "In our transactional
development, the word is not used in the sense of
environment; if so used, it should not be allowed te
introduce transactional implications tacitly."

SOCIAL: See INDIVIDUAL.
SPACE-TIME: Space and time axe here used transac

tionally and behaviorally, rather than as fixed, giver
frames (formal, absolute, or Newtonian) or physical
somethings. Bentley's words suggest our present approach:
"The behaviors are present events conveying pasts ink
futures. They cannot be reduced to successions of instants
nor to successions of locations. They themselves spar
extension and duration. The pasts and the futures sul
rather phases of behavior than its eontrol."1

SPECIFYING: Used here to refer to the naming that
has been found useful in science. "The most hiely
perfected naming behavior. Best exhioited in modem
science. Requires freedom from the defectively realistic
application of the form of syllogism commonly known as
Aristotelian." Should not be mistaken as a synonym los
"definition," at least in many senses of the latter word.

STIMULUS: Used in various ways in current inquiry,
somefimes delignating an object or group of objects in
the environment, sometimes something in the organism
(events in the receptors, for example), and sometimes
something located elsewhere. The nem- chaos connected
with this word strongly suggests the need for a
mansactionalprocedure. "StimulatMg" may be a preferable
term, inasmuch as it suggests a transactional process.

SUBJECT: Used here m the sense of "topics," as in
"subject matter being inquired into," rather than in any
sense postulating a radical separation of subject and
object.

SUBJECTIVE: The usual subjective-objective dichot-
omy, is rejected here, and what commonly axe called
"subject" and "object" are regarded as aspects of relevant
transactions. However, inasmuch as some inquiries in
philosophy and psychology still use procedures based on
"subjective" analysis or introspection, we emphasize our
objection to whatever is not publicly observable.
Subjectivism, understood as a procedure of inquiry
attempting to obtain scientifically useful "knowledge
from what is not publicly accessible, is rejected here.

SUBJECT MATTER: "Whatever is before inquiry

Arthur F. Bentley, inquiry Into Inquiries (Sidney Ratner, ed.)
Boston, Beacon Press, 1954, p. 222.
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where inquiry has the range of namil named. The main
divisions in present-day research are into physical,
physiological, and behavioral."

SUBSTANCE: No word of this type has a place in the
present system of naming.

SYMBOL: A shorthand naming component of sym-
boling behavior. As used here, not to be hypostatized, but
viewed transactionally and comparable with "name" and
"signal."

SYMBOLING: Symboling, in scientific inquiry, is a
shorthand means of specifying or scientifically naming. In
the development of pure mathematics structures., consis-
tency within the symbol system is of primary importance.
In such instances the symbols do not directly designate
specific things and events but rather designate potential
relations. (E.g., "2" does not name the type of thing that
"dog" does.) However, when mathematics is used in
scientific inquiry, the mathematical symbols are apphed
to the subject matter; then the symbols become
shorthand specifications or abbreviated names.

SYSTEM: Used here as a blanket name to refer to sets
or assemblages of things associated together and viewed as
a whole. Systems may be self-actional, hiteractional, or
transactional. Typically used here in the transactional
sense of "full-sydem, in which the components or
aspects are not viewed as separate things except
provisionally and for special purposes other than a full
report on the whole situation.

TERM: "This word has today accurate use as a name
only in mathematical formulafion where, even permitting
it several different applications, no confusion results. The
phrase 'in terms of' is often convenient and, simply used,
is harmless. In the older syllogism term long retained a
surface appearance of exactness which it lost when the
language-existence issues involved became too prominent.
For the most part M current writing it seems to be used
loosely for 'word carefully employed.' It is, however, fre-
quently entangled in the difficulties of concept. Given suffi-
cient agreement among workers, term could perhaps be
safely used for the range of specification, and this without
complications arising from its mathematical uses.

THEORY: Widely used in many differing applications;
i.e., as conjecture, notion, hypothesis, final outcome of
inquiry, etc. We suggest that "theoty" be used to
designate the description of what happens under specified
circumstances. So used, a theory is highly warranted by
the evidence presently available (e.g., the theory of
evolution), but is subject to future correction, modifi-
cation, or abandonment. See DESCRIPTION, WAR-
RANTED ASSERTION.

THING: Used here as the general name for whatever is
named. Things include both objects and events; any and
every aspect of cosmos.

TIME: See SPACE-T1ME.
TRANS: This prefix is used to indicate mutually

reciprocal relations. See INTER.
TRANSACTION: Refers here to the full ongoing

process in a field. In knowing-naming transactions, the
connections among aspects of the field and the inquirer
himself are in common process. To be distinguished from
"interaction" and "self-action." See INTERACTION and
SELF-ACT1ON.

TRUE, TRUTH: The many conflicting uses of these
words incline us .not to use them. In their senses of "can
be relied upon," "in accordance with states-of-affairs,"
and "conformable to fact," they name what we call
"warranted assertions." However, the connotation of
ermanence, fixity, and immutability suggests the quest
or certainty. See WARRANTED ASSERTION.

VAGUE: This term refers to various types of
inaccuracy and imprecision. Probably "vagueness" could
profitably he replaced by other words indicating just what
type of inaccuracy or imprecision is involved.

WARRANTED ASSERTION: Used here to refer to
those assertions best certified by scientific inquiry. Such
assertions are open to future correction, modification, and
rejection; no finality is attributed to them. See INQUIRY.

WORD: As used here, there is no supposed separation
of "meaning" from a physical vehicle somehow carrying
that "meaning." Words are viewed transactionally as an
aspect of knowing behavior; the subject matter is inquired
into whole, as it comes, not as bifurcated.
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