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This'paper consists of aé story with a moral In order to preserve. the con- .
tinuity of the story I shall put quite a bit,of the moral into” the footnotes.
Those_ with no taste for morals can, of course, sk;p tPe.footnotes

., This sﬂbry is about some 1fngu15t1c data. And, because the point

of the story i% not to clue you in to one or two facts about @an obscure
language, I'm going to take some liberties with the factg. What matters

is that the story could-bg true, not whether it is.or not.. It is, perhaps,
the first-ever sociolinguistic shaggf dog story. i : v :
There's a language, which I'11l call Tzotzil? for which someone once
" wrote. a Mickey Mpuse generative grammar.3 Among the rules of this grammar

. “1s something which we can represent thus: - N
, (1)  WHERE ~» {k%l} o .
) Ve : teno

In other words the underlylng where questlon morpheme ‘has two d1ffe§§\;, :
- ;eallzatlons i ee variation.” And you'll have to take my word ‘for the

(§; ‘fact that ‘the Tule. isn't syntact1c&ll§ or phonologically condltloned.

'\\/‘5 * . : . ) . L ’ ' T - ’

L As 'is well known, orfe thing hard-nosed sociolinguists don't wear
- ig Braces?_ So, when one of their number, whose name I wonl!t mentioﬁ,3 was -
<,y  browsifdg through this grammar in his bath one morning, he winced a bit when
D "~ he saw (1).- Cleagly there was only one thing he could do == p up four
-4 research assistants and, flve Uhers and parachute into TzotzilAland to check
L the rule out.

é?t in Tzotzil-landghe and hls.baggage 1abor10usly record every
. occurrence of k'al and teno and)for each occurrence they note down the age
of the .speaker, where he was standing, his pupil dilation, the time of day,
the Home addrdss of him and his addressee, the ajpr temperature, the height
of the speakerf s spouse, and one or two other thlngs which I'd rather not
mention. d
Meanwhlle, back yn the U. S A., the computer }s busy thinking about
_the data that our linguist 1is d111gent1y radlolng back to it.. As a result
of its cagltatlons it plots a number of 'graphs, some of Wthh will be re-
produced below. In the first one [Figure -1. overleaf ]; the' y-coordinate
rauges from 1-100.and represents the peycentage of Zeno occurrences relative
VA toatotal k'al and teno occurrences. Obviously 100 less whatever the value
QKE%?@ is w111 give you the percentage of gZ occurrterces. ( '

~

A

(é) y . _ 100n . 22 ~ where n =/number of teno occurrehces

n+m where m number of k'al -occurrences

ERIC . ' S 7L :
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Along the abscissa we have pupil dilation. Now, as the reader well knows,
indeed 'as anyone knows who has read Labov (1970), pypil dilation is an ,
obgectlve empirical measure of the degree of formality of a conversational
situation. You y be wondering hoew Labov ever discovered that, but try
and put such unwdrthy thoughts out of your mind. However, as you can see,
_ this graph actually isn t,very exc1t1ng‘ It seems that pupil dilation,

d.k.a. 'degree of formality,', is comﬁletely 1rre1evant to relative k'al
and beno usage.

4 L

‘ In «the next graph the y—coordﬁnate stays the same but along the .-
abscissa we have the home address an occupatlon of the speaker ranged.
along a seven point scale. 'Some of>my more naive readers may be a little
puzzled as to how we matich such obviQusly multidimensional data to.a single
linear seven point scale. Let me filil you in on thé sophisticated tech-
nique involved:’ what you do is awar@d points. So if the subject lives
in the Tzotzil-land equivalent of Park Lane they get 7 points for honie,
address, whereas if they live in the Tzotzil-land equivalent of Clapham

they only get '2 points. Likeyise if the subject is the Tzotzil equ1valent

of Vice- -Chancel¥r then they get 6 p01nts whereas if they are the Tzotzil
equivalent of a cleaner they only get 1 point. For any given subject you
just tot up their scores, divide by the number of dimensions you first
thought of,. and plot them on a graph I'm sorry if this dlgre551on has

"boréd those who knew hew to do 1t a11 alon *
/ ) . .
L 1007 o ,  Figure 2.
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As you can see,. this graph is a little more 1nterest1ng than the last
one but our linguist was ‘terribly disappointed with it. I shbuld have
mentloned that the computer not only prints out these pretty graphs but
1t also assocxates with each a string of figures. And in this case the
flgures tell us that the curve is just a random dlstrlbutlon around the
50% line, a distribution which is of na significance to man or beast.

Our linguist i5 distressed at this because his prev1ous experience of,
+this variable had led him to believe that’ almost anythlng which 11ngu15ts
had. called optlonal was; in reality, strongly cofrelated with jt.

Disappointed, but d;deterred, our linghist continued to examine
‘thie graphs provided .by the computer, despite the*fact that the two vari-
ables which wer@, in his view, the mdst promising, had let him down.
Being a .good empiricist he was naturally willing to examine the correl-
ation between any pair of variables whatsoever. The next graph to emerge
from the line-printer turned out to be ver; puzzling indeed*

1007 Figure 3.
- ’
AR 5L “ ' g
, 1! ) 14
507 ¢
» " 257 - N
4 . -
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- 0 i .
80° v - .130°
Air temperature
In this graphsthe abscissa represents air .temperature. As you can v

imagine this curve had our linguist seériously worried. He was after all,
a soctolinguist not a physiological linguist, Whatever else he wanted

he didn't want the honour of being the first linguist-to discover an’
'optional' rule that was conditioned by air temperature. Accordingly .,

he took a.close look at the string of figures associated ‘with thls graph
and discovered that although the curve was significant it wasn't really

very significant. There was a one—-in-ten possibility of its ha§1ng Rapp-
ened by chance. QOur linguist put this graph on’one side, consollng him-

~self with the thought that he was probably the victim of one of those )
statistical freaks that even the most rigorous of scientists must some-
‘times -fall prey to. : - .

v -
L]

Several more graphs came out but they all followed the pattern of’
+  the first two we looked at so I won't bore you with the details. The
linguist was beginning to get rather anxious -“< maybe the rule really was
. -optlonal The final graph to emerge swept all these"worrles away —- here
: : at last was sqmething exciting; not oply did it "have a pretty shape but
i also the figures associated with it made it virtually certaln that it had
not arisen through chance. .

.4

Q
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“most plausible model of performance dlscrepancy

. 10077 .Figure 4.
75%-

. " 507

257

R S.QO /r \
: o . i
v ~ Time of dfy

11.00__

.
. )~
[ .
.
-5

The abseissa of this graph represents the time of day -- the curve, turns
at about 11.00 a.m. At last we have the proof that the k'al / teno alt-.
ernation is not-optional. Our linguist looked at- this graph and the. first
hypothesis that sprang to his midd went as follows: there is ah abstract
competence-type rule which says use teno before 11.00"and use k'ql after
11.00. Furthermore the output of this compétence rule i obscured by
performance factbrs such as memory limitations, slips of the tongue, dis-
tractions, false starts, ‘shifts of attention and 1nterestq and faulty
watches sold to the Tzotzil-landers by unscrupulous Japanese salesmen. 10°
In the absence of these performance factors the competence rule Jiuld

appear thus:ll l . '/‘
- 1007~ - i I Figure 5.
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On further reflection our 11ngu1st decided that thlS hypothesrs wouldn t.
There were three reasons for thls,,the last be}ng ‘the most compelllng,
although only the first two get mentloned 1n hlS forthcoming paper

The first is that the curve- 1sn t quite what you'd expect on the
If speakers switched
from teno to k'al as*ﬂopn*as they thought it was- 11.00, but sometimes
.got thgatxme wrong’ then the curve would look 11ke Figure 6 and not 11ke

Frgure

A A I .
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‘ The second réason is that if you look at the individual data,
‘ rather “than at the grouped data, then you discover that the curve shown
in Figure 4 is replicated for imdividual spcakers and isn't just a pro-
) duct of thelr summation. . .

r . R
The third reason -- the\unmentidnabie one -- lay in something one
of his research assxstants confided to .him as they were on their way to
a Tzotzil Bar Mitsvah one day, soon after Lthey had formulated the,11.00
competence hypothesis. This research assistant had apparently overheard
one ‘of their Jhbjects use the k'al form at 6.00 one marning. The research
! a551sLant approached tlie subject and asked him to repeat what he had just
sajd. The subject repeated his utterance and again used the k'al form.
The research assistant theh asked the subject whether he tealized' that
he had wade a mlstake and whether he knew what" the time was. The: subject

veplied that he wasn't aware of having made. any mistake and that he thought

R

the

time w

was about 6.00 a.m.

Needless to say, the research assistant came

away a puzzled and worrled man.

S . _ .
Of course an anecdote like that has no place in an emplrlcal theory
) of ]dnguagc and our linguist rlghtly disregards it completely when he
- justilies his FEJCCtLOn of the 11.00 competence ﬁypothe51s 12

The 1ﬁngu1st s new hypothesis took the form of a variable tule, a
rule wiiich, like other rules of generative grammar is to be Lnterpreted
as a part of individual': compctcncc This rule looks like this: 14

-

(3) o (teno> /t : s -
WHERE ~—% ‘where-n = £(t) and t is the
’ ‘ klald>r /¢ time of .

1-n

the utterance. , .0

Now that may look very fancy, but it doesn't help us too much unless we

know what £ is. Luckily that question is easy
readers who have given Wigure 4 even a cursory
guesseq it. Yes, of course, Figure 4 is none

to answer —— I expect most
glance will already have _
other than a close approx-
negative hyperbolic tan

imation to our old friend the common or garden
curve So we have that:15 ) o

[RIC : -
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(4) f =. Ax(a - tanh{(bx - ¢))
where a, b apd ¢ are constants.
Our linguist got the computer to fiddle around with the constants a bit
and came up with best-fit values for a, b and c¢. Then he tested the
: -match between the cutve generated by his variable tule and that plotted
‘as a result of his observations. Amazingly the match is.very close and
the possibility of its occurring by chance quite negligible.

|
. . . ’
|
|
|

Before bringing this saga of research virtuosity to a close/let
me just swmmarize the achievements of this linguist. Herhas shown that
yet another rule, previously thought optional, is actually conditioned. -
He has shown that-his conditioning is cortextual and that the rule which
exhibits it is ~gsonétally probabilistic and not just an absolute rule
obscured by performance factors. And above all,- innatists rejoice, he '
has shown that hyperbolic tan functions are a feature of the competence

underlying the human language faculty. . \y. . Y
. ' - ‘ 4 !

o, . I might menticn, in passing, that an additional graph provided by ,
the computer also enabled our linguist to explain the very puzzling facts ' .
he had uncovered concerning the re]atLon between where- questlons and air-—
temperature. The computer had provided him with a plot of air- tempcrature )

. against time which looked like this: » .
. . _ |
. .
130°

80°

t : ,;* - ' S . 16.00 ' l
| Teme of day

"This shows that the hottest part of the Tzotzil day is about 4.00 in the
afternoon. If we compound this curve with our time-dependent variable
rule then the graph (Figure 3) that we had before, appears quite straight-

) " forwardly. “Here, as if he needed it, was Lndcpendcnt conflrmatlon of
. our linguist's Hypothesxs
p - Now ['m sure that the reader has found our linguist's second hypo- 1
thegsis utterly compelling as an explanation of the curious facts about
teno and k'al.' However I feel that it is only fdir to point out that
- ‘there is an alternative hypo@he51s available, if only to 1llustrate the
Lbmmense supertority of the theory Just described. The trouble with thls
alternative hypothesis’is phat it isn't very emplrlcal - In fact it isn't"
at all empirical. And 1t invokes non-behavioral concepts like 'meaning'.l6 ‘
\l Worse still it doesn't make any very pngLSe predictions about the data.

ERIC | ‘ : -
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large measure, a set of judgements about well-forme@ness. These judge-

“conflate two distinct types of fact,zzé‘facts about well-formednéss and

R ) L~ L
What predictions it does make seem more or less compatible with the data ’ J
as, ['ve described it. Anyway let me just sketch thi$ hypothesis for you ' ;ﬁ
so you can see how vagye, silly and methodologically unsatisfactory it is. 5
. v ' - y:
The silly hypothesis runs as follows: the words k'al and teno f
mean slightly different things.18 Both are basically equivalent to the J
English word 'where! but teno carries in addition the presupposition ®hat ;
the addressee hasn't been very far away whilst k'al carries the presuppo-
sition that the addressee has been %some distance away. And that's all we
need to say linguls*ically. However there are one or two nonlinguistic 1
facts which impingefon things. Before 11.00 people in Tzotzil-land
haven't had a chance to go any great distance away and return so where-—
questions adiressed to them mostly take the teno form. After 11.00 people '
start filtering back from the fields and the k’al form tgkes over in '
questions addressed to these perSons. And that'§ it. That's the hypo—
thesis. Of course it's silly to think that one could still get away wWMith
explanations like that now that linguistic theory is-at liberty to posit |4
variable rules and internalized hyperbolic tan funktiens. -

.

Lk * * *

o

Let us examine the assumptions implicit in variable rule descrip-
tions (VRDs liereafter) in rather more detail.l9 VRDs involve the linguist
in a complete change of data base: they purport to offer an exsdanation, \
ndt for the Lorm of sentence-types (as a conventional grammar does) but
instead for Lhe form of sentence—tokens, only the latter count as data for

a4 VRD. Furthermore a VRD cannot employ as data the form of a particular -
sentence token (as a conventional grammar can) but can only refer to the ;/f
set of forms found in a set of sentence-tokens.20 _ 1w

L] . o

The explanandum of, and data for, conventional grammars is, in
2

ments are irrelevant to the probabilistic components.of a VRD because the
latterTcan only mike statements about the relative frequency of occurrent
forms. -It might be argued that VRDs are about the wbll—formedness)of texts
but this view cannot be maintained. Consider the synonymous éxpressions
'--=' and '-' in the propositional calculps:2l. the former is much less’
common ifd proofs that the latter. Suppose we eximine a large number of/
proofs and find that -the ratio of former to latter is 1:9 and so we add a
variable rule to the syntax of the propositional calculus to reptoduce

this distribution. What ,Mappens if we are then shown a text consisting

of a set of proofs in which the occurrence ratio of ' ''to '-" is 2:17
Are we to say that this text is ill-formed? Clearly not, all we can-say

is that it has a nonstandard occurrence, ratio of '---' and '-'. VRDs

facts about occurrence, 'all within th
framework' (Cedergren and Sankoff 1974:334). °

same notational and theoretical

This conflation has a number of unfortunate methodological con-
gequencés for linguistic.theory. In the first place VRDs make single
counterexamples ifrelevant. How could onevproduce a counterexampfle to the
VRD proposed above for k'al and teno usage? The alternative semantic hypo-
thesis is, on the other hand, clearly falsifiable by a single counter-
examp].e.25 Worse still, imagine a linguist, sympathetic to VRDs, who is_
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' ] .
confronted with a set of counterexamples to one of his non-probabiligtic
hypotheses: he has only to convert thi hypothesis into an aparopriately

iy framed VRD in order to actually predict the 'coupterexamples For ex-
ample 4 suppose Schegloff (1968) had anticipated Labov s (1970) suggestion
to employ variable rules in the analysis of dLalogue data. Then, pre—
sented as he was with one counterexample to a rule24 that held for the.
other 499 cases in his corpus, Schegloff could simply have weighted his
-rule to apply in -99.87% of cases. .As it was Schegloff took the counter-
example. seriously and postulated a more general non- probabxlxsth
dndlyblh whth subsqud the entire corpuss

’ - Perhaps the ultimate reductio of the VRD approach will come about
when it confronts the problem of the relative distribution of synqnymous
expressions. Where these expressions are both listed in the lexicon we
may* simply add a probability to ‘the entries to give us such pairs as
. {ocuLIsT: [.9971]), (EYE-DOCTOR: [.003]}. However, if/ we are going to do
that, and the fogic of the VRD approach makes it mdndatory that we do,
then we are faced with an insuperable problem when e are called upon to
dccount for the reigtive distribution of transformationally unrelated but
synonymous expressidns, ome or more of which is not to be found in the
lexicon. Thus it would be impossible to fvrmulate a VRD to account for
the relative distribution of perfect tegnse and passc thtorzque in bggnch 26
or for. LhL relative dLstrlbutxon of the cxprcssxons 'sister~in—law' and

'spouse's sister or brother's wife' s ‘t )

The type of linguistics caricatured in this papér has, in effect,
redisc¢overed discovery procedures Just "as distributional data analysis
ILd to phrase-structure grammar and the taxonomic phoneme, so statistical
daLa analysis leads to probabilistic .grammar. Doubtless horoscopic data

' //9ﬁn1y51q leads to astrological grammar. Chomsky s discussions?’/ .of the

ethodological fallacy inherent in the dLscovcry procedure procedure for
theory construction are too well known to require rcpetltlon here.

/

’ » There are two possible responses to these remarks. One is to say

¢ that VRDs, despite the grandiose ¢laims made for them,28 should not be
assessed as Lheoretlcal statements at all But rather as descriptions QJ/
meeting the criterioan of observational adequacy, that is as descriptions -
which present the observed primary data correctly and thus achieyve the
lowest level of success far grammatical description. But, as ChomsKy
has pointed out, 'what data is relevant is determined in part by the \
possibility for a sgstematic theory, and one might therefore hold that
the lowest level of success is no easier to achieve than the others.... -
The problem bf deciding what data is valuable and "to the point is not an
easy one. . What 15 observed 1s often neither relevant nor stignificant,
and what 1s relevant and significant is often very 'difficult to observe, .
in 1lngULSth9 no less than in the freshman phy51cs laboratory, or, for '
that matter, anywhere in scignce.' (Chomsky 1964:28, fn 1 [my emphasms])

FhaL quanLLfyLng context should, in ‘present circumstances, be a
pointless and misleading exercise 1s quite unsurprising in the light of
standard scientific methodology. For, as Chomsky 1mp11cs in the quotation

~ above, a component of that methodology is thac theories determine their
' own data. This principle is nd news to most 11ngu1$ts :29  the linguist
with aWsyntactic theory will snudy strings wh}th are very different from
o - . .
ERIC | o -
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Aruitoxt provided by Eic:
.



A

those 1nvest1gated by the 1Lngulst with a phonetlc theory. Equally, no

linguist 1is interested in: J/;Lu@ny set of unacceptable strings but only

those. that confirm,. disconfirm or decide between linguistic theories.

. . I~
) ' The second *response 1s-to claim that probabilistic grammar is .

indeed a theory and not just a reification of a particular type of dis-

covery procedure. And to claim in addition that it is a theory which

specifies that qupantifiable aspects of context count_as potentlally rele® .
‘ vant data.30 ut probabilistic graumar, as formulated *by VRD proponents, .
is not a theory. Fancy statistics which summarize the dlstrﬁbutlon of .
items 1in a sample do not constitute an exﬁlanatlon of that dlstrlbutlon 31

"Ro think that tHey could do so,-1s to trade on a mlsconceptlon of the role

of statistics in sciesice: the accepted role of statistics, even in psy*I ’
chology, 1s to test an explanatxon, n&t to be the explanation.32’ The
first word in the phrase sxgnlflcént it the .01 1le¥@l' does -not mean che
samc as the second word in the phrase,ﬁ&xngulstlcally sxgmlflcant general—
ization' - to proceed as if it dxd Lsfﬁo be guilty of gross equivocation.
Significance in the first sense is no guarantee of 51gn1F1canCe in the
secorid. ! : '

v

e

: N . oo NOTES - . Lo .
. o \ . _ |
* I am'grateful to Mike Oakes for some discusSsion of statistical

w

matters. ’ ‘ .

’
1. A rather cynical syntactician at the conference, on hearing me
make this claim in conversation, responded with *Aren't they all'.

2. There is actually a language called Tzotzil which does have where- |
‘ questlon morphemgs k'alp and teno. | Lt is'intercétingly discussed > /
_in Sarles 1970 to whi I owe the Lnseratlon for the present dis-/
cussion. The latter should not however be construed eithér as a
- " contribution to the study of the real language Tzotzil, or ae a
\ caricature of my source. Reference to Sarles 1970 wg&} rapidly
' serve to dispel both these construals. X

3. To the best of my knowledge this statement is false.

4. Of‘iourse there i1s an alternative formulation in which we asdume

’ ofe of the two forms to be underlying and have an optional rule
which converts it into the other form.- Nothing said below is in
the 1east affcctcd by my choice 6f formulation.

-

5. After this paper was given a leading British sociolinguist criti-
' cized it on the gréunds that it should have named names and taken a
~specific piece of work as its target. Thé reason for not having
. done so i¢ gtraightforward: the criticisms -advanced are of a quite
general methodological nature, to have directed them at a specific
piece of work would have obscured the fact that they apply to a
whole paradigm of research. .

| 6 ‘Cf. .ChomSky 1964:56f. \ 1-0 .
| X . . ‘ﬁ _
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7. For mofe serious discussions of thegpntological absurdity of this
~ kind of approagch see Cxcourel 1964, 72; Gazdar 1976a and Wilson
1970. . _

8.  Incredible as it may seem, the,definitibn of empiricism implicit
in this remark is also,implicit .in the work don€ by miany persons
referred to as 'social scientist'. It receives classic expression

’ in the statistical technique known as factor analysis. 'There is”

surely no.reason why thet linguist must necessarily limit himself

to "the study of phenomena and théir ‘correlations', avoiding any

attempt to gain insight .into*such data by means of an explanatory
theory of language.' ' (Chomsky 1964:99).

-

~

9. I do not mean to imply that rules of this type could not exis§. A

™ . phonetic rule-which, say, varied the height of back vowels accord-
ing to atmospheric pressure does not sound, a priori, very unreas-
:onable. What makes this type of rule so ludicrgMs in the present
context is the fact that we are dealing with the dl?trlbutxon of
1cx1ca1'1tems ‘ -

*

t
* 10. This Iist is mostly derived from the lists given in Ohomsky 1965.
. . L l / N

11, It is not my intention to suggest that such a time-sensitive lingw
uistic rule is intrinsically absurd. In the discussion following
the paper C.A.Ferguson drew attention to the rule for the use of
the Moroccan-Arabic word for 'needle' which appears to be of exactly
this form for many speakers. ) . ’

12. For more serious remarks on the inappropriacy of behaviorist re-~’

. i strictions on mentionable linguistic data see Gazdar 1976b.% A
behaviorist methodology is, of course, not a necessary concomitant

.of VRDs (Variable Rule Descriptions), or vice versa. However, bexng
equally symptomatic of a misplaced ‘empiricism, thexr cooccurrence
in this instance should be unsurprising. .Cf. .g. the behavioral
approach adopted by Labov (1973) in his attempt“te-come up with a
probabilistic account of the meaning of the word 'cup'. - At least
some sociolinguists do not feel bound by a behaviorist methodology:’
Gillian Sankoff (personal communxcatxon) apparently only posits a
VRD when she has failed to elicit a meaning difference from inform-
ant intuittons. This order ‘of procedure seems to carry an implicit .
admission of the Lnfcrlorxty of VRDs relative to more traditional-

v forms of linguistic cxplanatxon ~ .

Iy

13. The latter half of thiévsentencg is lifted, almost word for word,
from Cedergren and Sankoff (1974:3@%).s o .

14. ° The notational conventions employed are discussed in Cedergren and
Sankoff=1974. The contextual variables most often found in such

: rules are 'formality' and 'class'. 1 have delibérately chosen to
T use time as the variable because its ontological statys as somethxng

o oriented to by speakers i$ that much more secure than”that of the

more commonly f#und variablegs (cf. €ootnotes 7 and 11 above). - The
‘ point is Ehat VRDs can be ckiticized even when‘ﬁhey employ 1atxvelw

, ' sensible variables. h j_i_ _ , ;

o e T
ERIC - o ;o e,

PAFulToxt Provided by ERIC
’ ’ .




Readers unfamexar with the Lambda Opergpor are dxrected t
and Fitch, 1969. : . . ’ :

. T
I'm assuming that Quine's 'inmbcent and uncontroversial
stimulus meaning'

-16.

Clearly 'precise'-means "numaerically precise'.

o '

/

"In general, it seems reasonable to regard an item as meanin'r
bearxng just in case selection of it is subject to an optiona
rule. Where the grammar provides for _an’ optional choige, '
-sense to search for the cornditions under which it 1s alprop.'
to make this chéice (this.being one asgect of the study of
(Chemsky 1964:36-7, fn.7) i

¢ L

18.

T

19717 1973a l973b and Gazdar 1976a f

20. &f. Sanders 1974:7, fn.3.
21, Althoughf’———' and '-' can correctly be said to be synon
- propositiomal calculus, they typically have & very dxffe ent functlon Ty

in proofs. Facts like that can only be obfuscated by ‘a
For a most uséful discussion of this distin
- ' 35f.). The fact, if it 1is one,

8at mat never
11l-formed.
'occurrence S

1ater A then asks B where B has been and uses. t e klal form

'A fdrst rule of telephone conversation, which might
"distribution rule for first utterances'" is: the ansuyerer speaks b
first.'\ (Schegloff 1§68) : ' v

'While indeed there is only one such violation.in my|data, its ) g
lone'liness in the corpus is not -sufficient warrant for not treating

it serxously Two alternatives are open. We mxghc Eocus exclus— . |

ivel$ on this case and seek to develop an analysls P rticular to it - N

that would ‘account for its deviant sequencing.

Thlstould constitute

an ad hoc,attempt to save the distribution rule, using a technique
commonly used in sociology —-- deviant case analysisJ Alternately,
we nght reexamine the entire corpus of materials’ seeking to deepen >

our’ understandlng ¢f the opening sequencxng We might ask: Is this

best treated as a deviant case, or would a deeper add more general™ : .
formulation of the opening sequencing reveal ptoperers of the

initiation of talk that the distribution ruke glosses over. -Analysis

of the case reveals that the distribytion rule, while it holds in

most cases, 'is in fact’ best understood as*a dertvatfive of ‘more ‘gep+

eral rules.™

(Sehegloff 1968) . ‘]_;2 ' .I | . -

v .



oy

29.

"The\power of thls approach lles in the unlquely well deflned and’

“$tylistics, dialectologw,

I owe this example and the argumént it illustrates to Dick Hudsonm -

(gerSonal communication). R
. \\ -
E.g. in Chomsky 1962 <R . s .

. .. -Hﬁ,t

economical relatlonshlp which it: posxts between® ﬁompetence dnd

_llngu1st1c performance% anqﬂogous £o that between a probability ,

distribution and a sample, or between a, model and.a simulation.
ThlS relatlonshlp not only\lntegmates gencratlwe and behavioral ot

-aspects ip ‘an elegant way, but is al¥o easily operationalized so as

to. provxde ‘consistent and repnoducxble results; The utility of a
theoryncontalnlng va*xable rules 1s-magnified many times as a con-
§equence of .the ease 'and n&turainess with which it extends from
ﬁurel#*lxnguxstlc appllq%blllty to. the domalns of soclolfngu15t1cs,

and language change, 1nd1v1dua11y or in
comblnatlon " (Cedergren and Sankoft 1974 353) - ' ‘

Y -

It is one of’ the themes of a recent symposium (Cohen’'1974) on ex-- _ o
plaining lingulstlc phenomena, see especlallyathe papers by Bever T
(1974), Dougherty (1974), Dretske (1974)-and Whitaker(1974). L
can ‘also be found throughout Chomsky s methodologlcal wrlﬁlngs, e.g.

"'"The prevalllng attitude in. .the sciences is to:regard data. as of

1nterest primgjily. 1nsofar ‘as 1t~has bearlng ‘ot the ch01ce among
alternative th orles,,and to. search for data, however ‘exotic, .that

B

‘wxl be" crucxal in thls senfe. (Chomsky '1964:98~ 9) Coei

‘be made a function not only of-the presence or .absence of llngulstlc

DA
'

'Onc accepted and anorporated 1nto descrlptlon, Varlabl]ltY can -

elements but also can be constrained by: extrallngulstlc factors,

all within the same notational and theoretical framework.'(Cedergren

and Sankoff 1974:334 [my emphasxs]) R .

By way' of analogy consxder a complex algebraic equation which, when
plotted on a graph, gave us an outline map of the U.K. There is no
sense “#n which su?h an equation eould be said to explain the shape
of the U.K. although it might, e.g., be a useful way of storing the
shape in a computer [This analogy is not orlglnal to- thls paper
but I can no longer locate a source for it, so none is- gLven ]

ﬁhe only counterexample I know of to thls claim ir )the 'hard'

.sciences lies in the role’ of statlstlcs in Quant Mechanics.

Persons wishing to draw parallels between the latter and: llngu—'
istics are welcome to try and do. §o-.
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