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- . adverbial phrase noun + adjective) from each sentence and asked to generate

ABSTRACT .

1

Y

, . v N .
. 'hvo experlments were carrled out to see (a) what parts of a sentence

- . . v

are .best retalned (b) whether th@se parts retained best- 1mmed1ate1y after
hvaLISltlQn are also remembered.hest after # 48 hour retentlon.lnterval S e

and\(c) whethex or not the>parts of a sentence which are retained depend
‘ S’
on the Semantic and syntactlc structure o} that sentence. -
¢ /
In the f1rst efperlment 72 Ss learned 64 naturally cccurr1ng sentences

A N

.that were equally dlstrlbuted across.8'categories: ‘Active or Passive, Simple

~

-

. or Complex (w1th regard‘to degree of left-branching), and Predictable or‘Un-

predlctable. At the netepthn test either igpmediately or 48 hours later,
§ o v
‘ the Ss were presented w1th a-test list 1nc1ud1ng the 64 old sentences ang;

-

64 new sentences.. The new sentences were formed by alterlng the old sen-

tences in one of e1ght ways -either by %hifting the adverbial phrase to an

adJacent, 1ntermed1ate or extreme 9051t10n in the sentence or the adverb.

. .
‘o

ff0110w1ng the main vefb) to,the‘front of the sentenCe, or replacingjthe'

*subJect, obJect- verb, or.adverbial phrase noun by a synonym or a near

;Synonym, Each sentence was presented by itself, and 8 had to judge whether

-

or not it was. noldh or "new" - . - .

In the second'experlment, 48 8s learned tie samé 64 sentences leirned

in experiment 1: For the retention tést the Ss were presented with two cue

- words (either the sﬁbject'¥ adjective, verb'+ adverb, object + adjective, or

- -

the rest.of the sentence.’
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| ~ INTRODUCTION s

Word strings have played only a (small-part in retention studies.-

There are at least two reasons (for thig. First, it has proved dif-

¢ R .

) i . ‘ .o . .
ficult to find adequate descyiptiexs and measures of word strings and :

[
(r
[
|
[~. | ‘ \'séntences. Second, associaiion theories héve élway§ dominated vérbal - .
-learning and these hgve directed. the attéﬁtion of experimenters *to- |
Ii .wérds simple connectioﬁs_ﬁétween elementary events,‘ﬂn ?wayrfr m : Lo
patterned rélatioﬁshiﬁs. f/// _ ' v
{ The! particular problem in defining sentences is that whereas a )
[ single item (as inla list of"noﬁsenée'sy¥lab1es)véan ﬁsually be de-
séribed.withoutvréferencé to any other item, in sentences items are
not ingependentz mfhe_role and ﬁeaniﬁg'of a word depends on the se-
,,quence-éf words in whiéh it.is embedded, and 56 any aﬂalysis must
takeJaccount not only of the iqdividual items, but also of the var-

\
* ious phrases (or structures) in which it participates. .

. The influence of asseciation theory on the choice of stimulus

.

materials for experiments is easily demonstrated. "Association

" theories have generqllyfheld that all mental functioning can be re-

duced to elementary (neural) events which are concatenated in a

linear fashion. That is, the elements themselves remain unchanged
regardless of any combinatida into which they enter, and changes in
‘the associative relationship between one pair of ‘elements do not

. ' |

result in changes for any other combination of elements.

Emine e ] . Lt
-The problem of studying these combinations of-mental ele-
ments led to the introduction of nonsense syllables by Ebbinghaus (;;\\‘}'
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_',‘ . R . w, C R

A . :
(1885) because he belneved they were unlform 1n learnlng dlfficulty, and

lacked any prev1ousl¥ established connectlon w1th one another. 'He ex--

pected that the referents of these nonsense syllables in the mind would

A

be treated as separate and independent elements and their retrieval dur-

ing a retention test could be presumed to reflect the associative

'strength of the particular item recalled, which itself was assumed to

be a direct function of the amount of praetice during learning.
The model of the'mind implied by Ebbinhaus‘! (1885) approach is one

of a network of assoc1at10ns between elements; the association be1ng

contingent on the temporally contiguous occurrence in the external

world of thé events represented by these.elements; their strength de-
pending on the frequency of contiguous occurrences. Since no internal

structure was imputed to the mind, there was no‘need for the stimulus

materials to possess inter-item structural relationships neither did

they.

»

The influence of association theory has been pefvasiVe: Stim-

ulus materials have usually been single elements, like words or CVCs
)

. The greét interest in associative networks (Deese,.

attests to.its importance. ,One of the reasons for the popularity of

|

the paired-associates (PA) learning technique is its presumed virtue

of allowing lists of items to be treated as independent S-R eléments

-

(Battigs, 1966; Unde;wood,¢1965%), At times the disregard of struc-
ture haslbeen carried to extremes: studles which have extended 1nter-
ol

ference theory (a member of the family of aSSOC1at10n theorles) to “

.




o e .
sentences hdve usually treated the sentences aS‘Ulefferentlatedtltem

»

strings; merely ‘equivalent to a- list’ of homogeneous wordS' horlzontally

arranged (Hall 1955; Slamecka 1959 1961 1962 Slamecka G Ceraso, 1960)

- .‘\"t

It should not be Supposed that.assoclatlon theorles have either

COmpletely domlnated or’ restrlctiveby bllnkered verbal 1earn1ng, Indeed,

in recent years; verbal 1earn1ng experimenters have been fiercely a-
theoretical For many of them theonetlcal bases are too often theoret1ca1

b1ases, servants of the1r data they have put the1r trust only in experl-
mental results.” Avoiding 1arger theoret1ca1 1ssues they have concentrated

instead on investigating the functional relationships between vamlables,"
. | © A

remaining content with relatively low order theoretical constructs .and

. C L . : /

empirical generalizations.

4

.

However, the data’ themselves have-led to problems of structure and

the outcome of this willingness to follow .the data has been an awakeriing

@

of 1nterest in structural re1at1onsh1ps These relationship57may involve '

sequent1a1 structures (as in Langulstlc hablts) or 51mu1taneous structures,

-

as in the orgaanatlon of elements (ideas, images, 5TmS , OT whatever) in

"memory. We turn now to some of the verbal learning findings which suggest
4 .

that sentences and word strings may be valuablé for stodying-psychological'

processes like learning and remembering.

-

Despite the Ainherent .difficulties for association theory in provid-

ing an account for complex sequential processes, verbal learning investi-

e -

gators have been -traditionally interested in serial learning from the
time of Ebbinghaus férward (Osgood, 1953, Pp. 502 ff;'Woodworth § Schlos-
. ] .

berg, 1954, Pp. 708 ff; Young, 1968). Asseciation theories. of serial

10




: L / : .
o (’j ' : processesahave been developed E!ull- 1930j/81amecka, 1964a: Staafs & -
| : . | Staats, 1966 Young, 1968), but the theoriés have never- bee; effec—
| tiVely,extended"to'problems of sentences and connected discourse.
A : v . o ,
l ' Nevertheless it has always been intended that these podels will

-

9

eventually. encompass any kind of verbal material - (Staats G Staats, -

»

4

1966), be it nonsense syllables or the New York Times. Certainly,

| "the study of sentences'fs a logical extension of a traditional ver-
[, bal learning interest in serial processes (Jenkins; 1965).

. ] " . A phenomenon which'hds been identified in the verbal learning

: laboratory, and which ‘seems particularly suited for studying with

» (
» .

word-strings, is reSponse integration and organlzation. Underwood &

S o . ¢
tegrate- the response term into a unitary entity before it can be

Schulz (1960) have‘found that in PA learning it is necessary to in- . ;

’ -

‘hooked up with the stimulus. Mandler (1954, 1962) notes that pre-’

_i ) i , viously discrete parfs of a response sequence can become integrated

so that they behave as a/fqnctional unit. He. shows that these in-
4
! 0 tegrated response sequen#es which are now independent of particular

"\
.

associative connections ke g. as 1n learning to learn) may actually

have arisen..from simple 1ssoc1ative processas. Battig (1966, 1968), ~

. Handler (1967), and Tulving €1962, 1964, 1968) have all pointed to e
3 .. .
. the 1mportance of responSe organizafion in almost any form of learn-
v . . 7w R -
1ng, even W1th1n appqrentdy pure association paradlgms. Sentences

-

»
are idea1 for studying reponse integration as they possess structure

- .,

v . . .
on several levels; letters fust be integrated into words, words-into

. phrases, and.finally the sentence itself must be integrated from the

» . d

’




- tempt to. proJLHe -a sat1sfactory accopnt of verbal 1earn1ng must “eventt-
q

verbal 1earn1ng exper1ments in that they may " reduce. 1nter—sub3ect var-

" haps best studied by means of word str1ngs ‘Yhy is it that sentences have_

| . 3 . s. - . c

phrase structures.

In any case, it is difficult to escape the effects of a person's ‘

language reperto1re and Underwood (196Sb) has stressed the importance of
&}nguistlc hab1ts‘an verbal 1earn1ng. These can be introduced by thé S, ..
.who may form naturaL language mediators between items in a PA 1earn1ng
task (Montague § Wearing, 1967; Montague, Adams § Kiess, 1966). %t is
doubtful)whether tt is.poseihle to stop Ss from using‘me&;atofs of that
kind. The} can also be introducednby thﬁbg, and the importance of ex-
perimentally stimul'ated linguistic habits in PA learntng‘has also been

shown by Rohwer § his ssociates (Rohwer, 1966; Rohwer & Lynch, 1966;

L]

Roh rer, Shuell, & Lgvin, 1967), whq found that learning was faciiitated’

when the two items to be learned were embedded-in a sentence. Any at-

Iy v

=

“ally deal with linguls??c processes. It may even be argued that sen=-
" © .

tenges are superior to single items in some respects as materials for
! 4

ab111ty in the kind of intellectual operations apprled to the ‘tdsk,

P )

+ - -

and allow the experimenter to exercise more control over'the stimulus

- o " ] & 4 v
environment o ’ - , },‘

¥

Since it seems that the study of sentehces i8 4 natural outgrowth of

B S — Y imeac UYL ey

&
trad1t10na1 interests in verbal learnlng, and that- some problems are. per~

been largely ignored? Certa1n1y the influence of association theony, and\

a

the lack of structural measures provide two reasons. But maybe there is
. " v

ﬂa'third. Although few would deny thatvsentences are.a good deal more




Y

r

-~ )

mportant in the work-a-day woxrld than nonsense syllables many feel

« .

that before tackllng Such complex app11ed problems it is first better
to ga1n a fall understandlng of the S1npler world of s1ngle 1tems. It
‘is argued that only ‘'when CVCs, nonsense syllables and-words are safely"

encaged 1n our theoretical nets should we venture out ‘after the’ b1g

game of sentences and connected d1scourse

However ~theére is an 1mportant qualltatlve d1fference between sen- -

t ety

utences and single 1tems in that tHe former possess 1nten—1tem structure.
Because of thIS d1fference there is a point at wh1ch the further study

of s1ngle items can y1eld Do more 1nformat10n about sentences. If we

. - -

‘are to. increase our understandlng, there is. then no ch01ce but to grasp

the complex nettle of connected discourse w1th whatever tools are avall-

. \ . . : PR Lof
able, . _ " L S T )

M'

f1nd for

a,. N
THe strategy should be to use whatydescrlptlons we caﬂ,

s (l '

sentences 1nvest1gate the learnlng and memory of these sentences when

3 -~

&g

. well understood variables (in ‘traditional verbal learnlng S1tuat10ns)

o

L;ke degree of pract1ce and length of the retentlon 1nterval are manip-

’

'ulated compare the results w1th those from other verbal learnlng

‘studies, and use these comparlsons ‘as a basis® for further investiga-
“tions.

The task of thls 1nvest1gat10n is three fold first; to rev1ew the

=

sentence descrlptlons 1n the 11terature, and select those wh1ch seem to

- 7

deserve further attention: second to see what k1nd of theoret1cal for-‘;

mulations might accommodate the data on ‘the retention of sentences:

. - . . d ° N
thir®, to generate some data on sentence retention, being particularly

i J

£
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1

q.

‘concerned to note the-effectsion'remembering,of‘traditional variables,

. e . . . . . ~ -
- N AN o . . . oo N

like:length‘oflretentionAinterval and level of,learnfng.
Y . ) . . .\. v . - B \,\ . ’ X
Measurement of sentences' Content and Meanlng . o ‘-\ : RN

since some words are crucial-to the meaning of a sentence, while others

- onal slashes marklng the boundary of each IG

‘arbitrary,~but he‘argued that anyone else's part1t10ning would_not_be

o v jl

“The. major d1f£1cu1t1es of measurement encountered in studylng sen*

~ .

tences and prose (as opposed to single items: ), were 1dent1f1ed by K”

LN

Henderson (1903), one of the f1rst 1nvest1gators in ‘the area. He. noted

LS
I [ - hA

that the oyera‘ meaning of a sentence 1s someth1ng more than a stralght—

forWard‘combination meanings of 1ts.const;tuent words. Al 51mp1e wo/d

-

count will rét do as an index of‘a‘variable such -as lea;ning_diffiCulty,

N . . - SN

. . B . . b
are redundant. : o E :

L
-

‘Henderson introduced thevnotion‘of the meaning unit or}idea_;:ggif
(IG) as an entlty wh1ch mloht serve as the constltuent element of sen—
tences and prose passages. The I1G may be def1ned as a 11nked set of
words wnlch can be seen as an 1deat10na1 unit. The excerpt’ below from

Henderson shows how a sentence may be partltxoned 1nto”IG\\"fhe d1ag-

&7 n/A bear, / cllmblng,over ‘the fence / intofa yard/.where\
' bees were kept,./ began at once / to smash,therhives, /

i " Y

and to rob them / of the1r honey /"

. .

Henderson admltted that hlS divisions were subJectlve and’ somewhat

e
-~ "

sufficiently different to alter materiaily his Tesults. Despite these
, . ' . o T
doubts, the IG has been widely used (Clark, 1940; Cofer, 1941; Levine

§ Murphy, '1941; Lyon, 1916, 1917). Welborn & English (1937),-in’a |

~ .
a « .




- <

measurlng methods were still w1dely employed in essentlally unchanged form(”

-
.

+. . But the arb1 ary way in which IG boundar1es have been def1ned has conr

' \

_t1nued t worry studen of word strings. Cofer (1941) was able to generate

,three sets ot\dlfferent IGs' rom the same passage. Kdy (1955) concluded

*than*s' nAce. Ho&éver the onLy systemat1c methqdolog1cal study on IGs

that has been reported is due to Lev1tt (1956) “-He carrled ‘out a serxes

a 8

of eXper1ments anq?fbund that (a) d1fferent Judges are l1kely to dlylde

P

the same materlal in different’ ways, (b), rECall scores™ are. sens1t1ve o

the way +in which mate?ia&-is divided, and (c) recall is affected by var-
fations in IG size. . \\\‘ : - o o o

~ u

Neyertheless; despite it§'p;§§Te@s, the IGggasoproved a useful*

measure of learning and- retention. Hen :\Sn s (1903) clalm that small
! ~

changes in IG groupings. would have 11ttle fect on the results- has been

5, - &
generally borne out. Cofer (1941) found that s "Tal scores,blncludung-

retention measured by three d1fferent 1G cla551f1cati‘"' ~total nunmber -

of words nemembered and the number of E- def1ned ”51gn1f1cant" words xe-

called were all qu1te hlghly related The questien then arises as. to

-what .measures are best, and how many to use. On the one band-lt seems
r. ‘ . ) ‘ - : . ) &
as though IGs are not really satisfactory as a measure. of learning and:

: 3 . -

retention, and on the other hand there is a little evidence that almost

any measure will do, even just a gross word count (Adams,'l967,'p. 169),

One .way of meeting the problem of which measure to use is to facter

analyse a.number of indices, and so find out how many independent scores

.

—
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: N - O\
to 1earn elther orne; of two3prose passages (onevbelng Bartlett's (1932)

. T .

~War of tﬁe Gﬁbsts) and he scored the1r reca11 protocols in Seven dlfier—

»

. N ] ] ) . i & ) B
“ént ways. ‘These were: ’ ’, ’ ‘ Y

(D ﬁamﬁégngzfcg recalled, (2) number of sentences Present in reca%l,

-t

\\\\\\\ | termi.ng whether or not it could be filled in from-the recall protocol.

1; . ' hbst of Klng s measures loaded on both of the factors mhich implies’

~{3)number of content words recalled,’ (4) total number of words recalled,

N (5) nunber of words recalled;that were also presént in the original pas-
* | -sage, (6) overaibtgoodness of recall (as rated b&_a sﬁt of judges), and

, '”‘(7Q a modification.of the Cloze procedure (Taylor, 1953, 1956), which con-

sist%d of #eléting every tenth word from_the original passage and then de-

P
.

King first inter-correlated and _then factor analysed these variables
“and found two factors. One factor was defined by the number of content

>

;a"’ gwords and IG5 recalled, as well as by the modified Cloze score, and thc

- . ‘other Ffactor was def1ned by the tota1 number of words reca11ed and the 3

©

number of W%rds in. common ‘between the or1g1na1 and the- recalPed passage.

o | ‘_~
N He 1nterpreted the f1rst as.a content or organlzatloh faCtor and the ™
R second as a’ length or quant1ty factor. Subsequent work by King and his. .

l B . -

assoc1ates (Klng, 1961; King §au, 1963; King & Russell, 1969;-King &

a?

* Schultz, 1960; King & Yu, 1362) ‘has substantially replicated these re-
~ T ‘ v ST G - . A
sults. ‘o P : ) ) : S

. Vo ]
. .
- - ! ¢

thatxhls scores probably cons1st of two components, a general 1earn1ng

x

componént and either an organization or a quantity component. Any two

-

. ¥  measures Wwill be correlated (in general) because they share a learning
4 o . . . 1
.® ‘ .t Yo ‘

s .
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component in common. In some of his ‘other sﬂudies there was affair amount

of varlatlon in the loadings of the var1ables- but in almost fvery case a /

. two-factor.solutlon has emerged, w;th one ‘factor pr1mar11y related to con- -

tent and the other to length
2l o D
These results suggest that.two correlated scores are enough to de-

scr1be performance on a retentlon test for sentences (although a 51ng1e

measure could serve) The f1rst score is the total numher of" wqrds re- e

'é, .
membered and the second is’ the amount of substant1ve meanlng remembered

) as. indexed by -the number of content words or IGs recalled

.
l

In the d1v151on of sentences 1nto 1Gs experlmenters recognlze that

not-all words make the same contributioen to the mean1ng of akpassage.
} : /- ‘
The part1t10n1ng is usually done by 1solat1ng phrases containing nouns,
1

" the boundaries betweep IGs being 1nd1cated by function words and pumc-

tuation marks. The assumption underlying this procedure i's that meaning. /

| .J

* (or contert or semantlc) den51ty is related to learning, and that. meanln

»

is carried by content words. ' There is no attempt to further deﬁane oT,

measure meaning density; whatever it is, the number of IGs in a passag

are presumed to reflect its value for that passage. :
Whlle the drstlnctlon between content and functlon words (alth 1gh
not explicitly developed by these investigators) is useful and inmgortant
(Glanzer, 1962) there are two serious-objections.to IGs as a meaflure. ‘ .
| : P ' N : P
The first is that aé%ectives, although content words, have a diffferent
status from nouns, which they qualify. An IG grouping places;’ouns»and
adjectives together and trcat a noun phrase with an adjectiv .the'same'as
a noun phrase without one. Using only content words will nodt help, for oy
L ’ \ M‘ﬁ
. o
! 1 ’ o

\ .

Bl
etV
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*
0

| i. -  with that measure an adjective is not distingUiShed from a noun. | A

i

gy

The second problem is that IGs (and content word measures) cannot take

4 ~,account of sequential constraints, be they structured or semantic. Sen-

tences may be more - or less redundant and surely a hiohly redundant sefi-
‘. i - I

tence has less meaning, 1n some sense, than one which is not so, - It cer-

-tainly should be easier to learn® . The problem of structural*constraint

pumy gy 'u-ﬁq oy ey P

is treated,in the next section. The question of semantic constraint has

o<
Jga.

-
" .

been tackled by Becker §& Carroll (1963)3 who have developed a coefficient

- of sentence contingency, Ip. "In order to obtain Ip they<first define two
€scores, p (Overlap percentage), wthh 15 the number of repeated nouns o,

- and pronouns (appropriately weighted)®of the total number of nouns, (ex-
! 5 .
pressed as a percentage) and Cp (concept percentage), which is the total

. number of nounsxless the numerator of 0p (the number of repeated nouns and

o

.~

pronouns) diVided by the total number of words (expressed as a percentage)
. Ip is obtained by, Simply d1v1ding 0p by Cp s Becker § Carroll c1aim that

4 IB 18 roughly«equivalent to redundancy and they have found that the learn-
ability of prose passages is a function of Ip'* ‘ X
- - While the studies discussed in thisvsection have not provided'any
. ) wnolly satisf;ctory,empirica} measures of sentences; thé} have indicated

* 2 . 0 . » N '. M )
some important Varidbles.* The distinction between conteént and function

bl
L~
el

— words, and the importancé of meaning density, organizational factors and

o \ sequential constraints, have all been demonstrated, if no exPlicitly:

The tasks remaining are to specify structure rather more precisely, and

) Il .
= Lt
B . o N

to discover how the semantic characteristics of a sentence interact with

4

. its: structural components, to- aftect learning ardrretention.
. e
. ) k74

- = . . J

( N / . ) .o (_‘; o L L
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Measurement of sentences: Structure.

Approximation t% English‘(Ag),, The_stUdies discussed so far heve fo-
cussed_mainly on'meaning'and content‘ A bioneering-study'by Miller 54‘
Selfridge (1950) took another tack. ‘They began with the premise thet
one of the fundamental characterlstlcs of landuage is its structural .

organlzatlon or patternlng The1r assumptlon was not partlcularly con-

‘trover51a1 Henderson (1903) sa1d much the ‘samg th1ng But 1nstead of

'def1n1ng the pattern in terms of meanlng, Miller & Selfrldge def1ned

< ¢

the influence of a verbal pattern or context as the extent to which

e
.

\the choice of a partlcular-word depends on'the words that precede it.

In order to examine this proposition, Miller § Selfridge compared
word strings varying in'their degree of patterning. They generéted

possages of different orders of approxlmatlons to Engllsh (AE), where

N

the order of AE was def}ned in terms of the length of the precedlng
contextual string of words that determined a particular word.’

Thus zero order AE sequences wére obtained by drawing random sam-
ples of words from the Thorndike-Lozrge (1944)‘iists.' First order AE

required that the relative frequency of Words in the natural language -
be represented; therefore words were drawn at random from conventional
‘.

printed texts.

¢

Higher order AE passages were generated by human Ss. For instance,

second order AE was produced by presentlng a. common word such. as he

she, or it to a person who was instructed to use the word in a sentence,

for example,; "It goes on faith and four wheels”. The word directly

following the first word that was -given, goes, was then presented to

19

5

-
.




. order of AE to several groups of Ss, used immediate recall,

eral, the higher orders were recalde“.as well as organized text.
v g

.-number of studies have conflrmed these findings (Postman § Adams

"o &

’ - V - . . _9'7,-
another §; who had to use it in a sentence, for example, "No man goes

S

easily to his death" The word easin would then be presented to a

third S,” who w0u1d have to put it 1n a sentence. This procedure was fol-

9

lowed unt11 a sequence of words of the'deS1red length ‘had been construct-

ed. Each successive pair of words went together'ln a sentence. Each word

was determined in the—context of only one preceding word.
For AE orders of three through to seven (51xth ordér was omitted), Ss
saw a sequence of two or more words (dependlng on the: order) each t1me and

th
used ‘the sentences in a sequence. * Hence n order AE was a word str1ng in

«

which aﬂy sei of n sugcessive words went together in a sentence, and in_

wh1ch any one word was determlned 1n the context of the prev1ous (n- 1)
A : I3

words. - o

-

Miller § Selfrldge gave word strrngs varylng in both  length. and

and scored

L]

€.
the number of words correctly recall d,

. «

" They found that recall increased
with the order of AE and decreased with increasing list length. In gen-

" They

: concluded that high AE mater1a1 is’ easy to learn because.it preserves

oty ~
the short range . associatjions or sequent1a1 depeﬁdenC1es that are famll-

| iar to Ss, rather than becauselit 1s meaningful in any general sense. A

\

1960;

R1chardson & Voss, 1960 Sharp, 1958) .

M111er & Selfr1dge used the total number of words correctly remem-

Marks & Jack (1952) and Coleman (19&3)>

.

pered as their recall score.

.criticized this method as it fails to distinguish between words which »

&
. ° . -




g

K ' are merely correct, and words which’ are correct in sequence. Now the M
g short-range associations which are presumably preserved in high AE ma--
_ ) i s .
K . . = ’ - . . M . i . - - CaE
- \ terial consist of at least two factors. The first is inter-item asso- -

'
-
3

. ' . - ‘ ’, ,
ciations of a semantit kind, and the second is syntax. Counting the

> .

| ‘ U4 ’ ‘~e B ‘. i
number of words correct taps the effect of the first component, while *

+ . . 4

the influence of changes in grammaticality.is reflected in the seéqugnces

»«g :  of correct words. Marks & Jack (1952) ard Coleman (1963) found:-that .

. . v .8

. . M -
when recall was scored in terms of correct sequences or words, recall ~
. . _

!

e ]

improved across all orders of AE, instead of becoming asymptotic at
A3 , ~"
about the 4th order, as Miller & Selfridge reported.

- " Tulving & Patkau (1962) iﬁterpreted sequences of correct words as’.
: : . . . .

chunks, foilowing Miller (1956) and defined the chunk as:';

a—m’ m‘
7

“.,...any group of one or more items which occur in a\ . ]
subject's recall in the same sequence as the input list. . o
For example, if the stimulus list consists of the sequehce
A,B,C,D,....V,W,X, and the subject recalls T,U,V,A,B,C,E,F,. -
R,K, in this order, we assume that the ten items the sub-- S
ject recalled are organized into five adopted chunks; ! '

WSFEET Sy

ﬁg,‘
TUV, AB, DEF, R and K" (p.90). , . : -

.~
.

v . - T e
" Tulving & Patkau found that the number of words correctly recalled

;;u..:q

+ -

increased with the order of AE, but that the nﬁﬂbqr of éhunks;femémber-

i . _ ed,waé invariant. Regardless of the order of AE, the mean number of

. a

i' ‘ .chunks recalled was about 'S or 6. - .

« -
e '
[

" These findings, which whre confirmed by McNuhlty (1966) show that
higher AE material is easier to learn because it can easily recbded; not
because it preserves short-range associations per se. However, recoding
utilizes Qoth intcr-item‘associations and grammatical constraint. Al-

though these AE studies point to certain variables (short-range asso-

( ciations and setquential dependencies) and processes (recoding) which are

: ¥ .




important inniearning word strings, XE itself'i% not a measure that'can &
be,used~in.the study of sentencefretention for the simple reason that .
’ T Tooa
it is not a measure of sentences.' fn the next section we will'look at
ways in which the netion of sequentlal constra1nt can be appdled to
g =

naturally occurring - sentenceé. ' ‘ , .-

K Sentence Predlctabrllty/ Approx1mat10n .to English scores may also -

‘be interpreted as measures»éf sequent1a1 constraint since by defini-

tion the hlober the order of AE, the longer the sequence whlch deter—

. .

mines or constrains any‘partlcular\;3?3v~ Slmalarly, the h1gher the T

v
o \‘ ©

<+ “order of'AE' the more pred&ctable anyvparticular word will be from the
» "4 5 -
precedlng contexm.‘JMlller & Selfrldoe ] technlque allows the amount

 of sequent1a1 dependency to be spec1f1ed prec1se1y, but it carr1es the *
'avlmpllcatlon phat,naturaLly occurrlng sentences have a very high order ' L€
of AE anc 1ndeed that the AE orders of a11 sentences are similar, o

: lp (N . '.\ ~ - . . .
S1noe in e»er) ‘case the approx1matlon to Enollsh is perfect . Yet

A4 ' h \.-.

'1ntu&t1xogy,~1t is c1ear that prose passages, for example, vary a

cff*
great dea1f1n pred1ctab111ty ' There is a world of difference be- a
. - - ,
. tween good Journallsm and - estoyce. ) . )
es & gl gp veen exam

These differences In’ d1ff1cu1ty between example of Engllsh prose -",v

have been’ examrned by investigators 1nterested 1n predicting read-
ability (Klare, 1952).. The pioneer ip the field is Flesch (1948) who'

caembined -average sentence 1ength in words aVerage sentence Jlength in = -

syllables, and number ‘'of personal words intor a formula of,readlng ease;'

- - -

Dale § Chall (1948) %gveloped an index of readingndlfflculty that em-
b o , . g

phasized the 1mportnncc of unf'tml‘ar words Llowever,. both these
v . *

“~
~ ' - »

measures are based on the hinds 'of variables used-by the writérs who o
. P ~ i l . ‘

N\ . ) v




, e , . N ' » .
. ? ) . e

) - - : e T . ~\
were dlscussed in the f1rst sectldn in that 1nd1ces from. 1nd1v1dua1 ele-. ;

+ . e e

ments, or simple word counts were used and/the strurture between the
. . - A N oy
words was ignored ' . . e, e - ‘

- " Two technlques have been developed wh1ch do provrde some measure of

N I

.sentence pred1ctab111ty. One; also 1ntended as an index of readab;llty,

o .

is the Cloze procegure (Taylor 19534 1956}, 1n whlch every nth word is

struck from a passage then the S has»to guess what the deleted words

v - A

are. The other method 1s to glve fhe S the f1rst word of a sentence "

\
.

1et him guess the second word after Wthh‘he is’ tbld the correct an-
swer; then let h1m guess the terd word, follow1ng wh1ch he is told

kY -
- -

what the word is and so on through to the end of the sentence. This

at
.

method wh;ch we shall ca11 the success1ve guesslng technlque 1s-rather

. akin to the ant1c1pat10n method of' palred assoc1ates (PA) 1earn1ng

Rubensteln &-Aborn (:958) requlred Ss to learn prose passages and '

found that:the_FIesch Dale-Chall, and successive guessrna scores cor~
related .61, .75, and .78 rcspectlvely with the amount of 1earn1ng

érnte the correlatlon between CLoze and Dale Chall scores is- high,

(. 94 accordlng to Taylor (1953)), it scems as though both learn-

S a .

ab111ty and pred1ctabh11ty are strongly affected by word frequency .

N

It is obvious that pred1ctab111ty must“depend on word freQuency”i .

T oA i

N §1nce, in a statistical sense at 1easf§?h word is predlctable Slmply
. "l; ‘ -
: ‘because it is frequent. But pr\sdctablllty also depends on sequentlal
. T " - a . ;%

congtraints, and the importance of these have been documented'%y
Mllier f Sélfridge (1950) and others. HoweKer it may be the case

that. n naturet language, sequential constralkts are, for all prac-




N

-

. .
tical purposes, the same,

ing var1ab1e.

.-

r .

-

4

-

r

~

o

and the word frequency is theé only wide rang-

~ omitted from one of four pGSSible‘positions, as shown in Table 1.

e They found that: S

Aborn, Rubenstein & Sterllng (1959) examlned the pre*lctablllty of -

rr—— -

words as a function of their form cluss (part of speech) and -pesition:

.

. " - -
in a sentence. Their sentences were of, three lengths, and words were

1CE All

The S's .task was to fill in_the blank'space in each“%entence.

- words were classified as either ‘nouns, verbs,
. B : AR .

adverbs, ‘pronouns or -
\ :

function words.
) . - .

L} ) }.; - .
(1) form class, p051t10n of OmlSSIOH, and sentence ; 1ength are all 1nde-

pendently effective as, sources of constra1nts on words in sentences,

- .

"(2) the. pred1ctab111ty of words in a class is in general related to.

r -

the size, of the class, (SI_increasing the COQFQ§F beyond@ll words dobs

not increase predictability,, and (4) words in medial positions are more
~ @ .

predictable than words in initial'or'final posttions. © .

There are three studies whlch elaborate somewhat bn these- f1nd1ngs
v

.from Aborn et.gl (1959). Sa121nger Portnoy & Feldman (1962) admlnls-

. e

th woxrd deleted

’ \

tered Miller'&_Selfridge's (lgSﬂQ passages with every S
!~to-Ss. Their task'was to”replace the mi%Sing words. They found that -
the number of.words replaced which ‘were in the correct grammatzca%wcate:“

< o - e : . ! .
gory (even if ‘themselves not actuallyﬁcbrrect) TOSEe" rapldl; from zero

order to third ordér AE, then: flattened out, whereas the number df words

correctl) replaced rose more slowly, but contlnued to rise across the

-

¢
higher orders -0 AE. The authozs concluded that S$ tould use the syn-

tactical 1nﬁormat10nsthat was oresent in strlngs of three or four wgrds
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- a

even though the context was still insufficient to determinefthe precise |

-

: - Lo o
meaning of the missing wordﬁw This cObnclusion implies that Ss can ‘use syn-
tactic and semantic information separatelyvin predicting what a deleted

, - ; 1
. . . [N .

word might be,

.
|

]

a - . [

’

‘Fillenbaum, ‘Jones §& Rapoport (1963}“de1etedfeither every sécond, .
N e o B " . 4

[ [ . - B .
third fourth:, fifth or Sixth word from transcripts of rUnning speech o

They found that the predictability of the form class of wq;ds depended
r . “":?9
on the 1mmed1ate context but that prediction of specific, words depended

on the ‘overall semantic context and the size of the fprm class of words
from which the part%gular word was drawn, Again, these' résults suggest
. ' - ¢ . ._ A e

that grammatical and semantic information are—sgbjectively”separable;'*'

Treisman (1945) attempted to measure the separate effects of seman—
' st ..nd"

i° LY
tic and grammatical constraints. ,;2 ,

th ,sth

She used 100 word passages !

th

Ve
47,6 and ch orders of AE; two- prose passagos, one a highix

s &
predlctable children's story about camping, ‘the other an extract from

-
-

the novel Lqord Jim by, Joseph Conrad; and g passage of-"Syntactrcal o
English" in which the words fere selected randomiy from Lord Jim, except .
M M Al . ¢ ¢ .
for the constraint that.each word had to be ‘the same.partcof speedh as,

b

the ‘word in the same position in a samplg 100-word extract thosen to
M Lo . c . \ P

provide a érammatical skeleton.

g a* . . ’
An examgl®-of the outcome’of this pro-

. cedure was. S ,

£

» ? “\'.. ) 4 (
A S RN

.
n\.

""Up that scene the‘way had forgotten,omaddenrng lumpily .
down a’beatd. He 'is perfufictorily soft with them t¢6 -
. Scatter you if he was called and held to ,process....."

~ - - - . - s

. 3 . : “ ~ bl
v,These'klnds of word §tr1ng§ are¢ also called-gnomalous sentences (Marks .

Y ’

& Miller, 19G4; Miller & Isdrd;

- N . .

1963) . . .

&5

98 L.
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" :
1. _ ,

; i - 'f_ - The eXperimental;task,was to guess. eyeryltenth word (prev1ously de-

leted). so eaéh §;hadrto guess 10 words. There weTé two groups of/IOO Ss

P ,

e ieach- each group had to guess a‘different lot of-lO words, so that in toto
there were 100 ~guesses for each of the 20 words for all the 9—passages.

. o Tre1sman def1ned the 1nformat1on content of each word as alogzp

~i where Pe 1s the probab1l1ty that -a word w111 be guessed correctly. ’An.ﬂw'
estlmate of that probab1l1ty was obtained from the frequency of correct

. guesses (each of the 20 deleted words had a total of 100 guesses) The

1

.correct word for any delet1on was ass1gned a minimum probab1l1ty of be1ng

. . .

x ' . e

o guessed correctly of 0.10, hence the max1mum Nalue of the information con-
e ? - By
V S - tent for any word was.f. 64 bits. (The more often a word was guessed cor-’

. --} rectly the greater 1ts redundancy or pred1ctab111ty, and so the smaller

o ~

‘.

its information content) The average word 1nformat1on content (WI) for -
a passage wds def1ned as the mean amoumt’ of 1nformat1on conta1ned by the

{ . -

@° - , ‘ , C
i . 20 deleted words ’ : Loy B

<

< .9 . .

s

S1nce Tre1sman-felt that the»compet1ng responses in the total en—

)

o

SRV / sémble of S's guesses mlght also affect h1s performance the average o

hl

amount of 1nformat1on conta1ned by all the guesses made was calculated

- . . a

‘If there are*n d1fferent words guessed for, a part1cular;de1et1on and

o

% - if the frequency of guesses for the 1th word 1s P; > then the entropy of -

o

the d1str1but1on of responses for each blank or its‘distrlbutional en-.

* -
s Y ¢ ’

[] ’

tropy (DE) may be def1ned as. follows

-

(p;logyp,)
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Aruitoxt provided by Eic:

-The DE of a particuldr passage wasuobtained'by.finding the mean DE for all

its%ZD deletions.‘ﬁAn’analysis of the conceptual constraintS‘(Orvsemantic'

: context effects) was made .by taking g.uessed words ~51milar meaning, o
N .

grouping them in "synonym clusters" and calculating the DE of the CIUSters s

~ in the Same way as for words.

v

- I R . ‘
S To compute the grammatical constraints, the DE of parts of speech was .

'caiculated. For this calculation an S's guesses were-classified as either

v
. e, - @ *
.

~ houns, pronouns, adjectives adverbs, prepositions conjunctions or arti- .

cles. It should be-noted that’ ‘for both the DE Qf synonym clusters and of

parts of speech " the max1mum information content is. 1ess than for words,

© A

51mp1y because @he number of response alternatives has been reduced For

-words, the possible number d%\different guesses was 100,\but for parts of 4

- " s -2

B .

n» g - 0

. speech it was onIy 8.

~
H . . . . . ,

ta - ,/aV . -

e - i ES N " . s

v Treisman"s results are summarized 1n Figure 1.

- - » : -

i creasing the order o AE 1ncreased%the redunﬁancy of a11 her measures . ¢:d'
L. e -,.:'ﬂ‘. . o . I
T Althouoh the easy pr se was more redundant than 6th order AE the dlf— fﬂ‘w

ficult prose (the extract fr@m Lord J m), although“grammatically redun—f

-had a higher semantic 1nformation content
° Q ] . Y

. was not'only extremely high with regard‘to semantic information content

- L3

g dant

- but 1ts grammatical redundancy was the .same as. the first order AE, e,

- - - M .A— . .

Treisman aroues that the different reoression slopes of DE (parts

= .

Ve .

-of speech) amd the othér DE measures 1mp1y that syntactic and semantic

’ - -

- cues make 1ndependent»contributions tolgord gue551ng. ~he ﬁlfjmﬂ

.. - - i
] ‘ . L - )

: o
,HoWevef

: ferencé in slopes“may"simplv be'dué to the different ceiiiﬁg‘of informaz .

» . : - - ’ .- ;
tion content between the various measures”yhich WFS mentloned,above :
- ¢ - '.. - . . - b N " "
- o ° “ a
» “ - T T , N - hd
’ ;e Y- .
° iokc T -

a . [

She found that in- ;J

The syntactic Englisﬁr S
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: WOreover ‘the results from the Syntact1cal English suggést a rather in-

.

timate relation between meaning and structureﬂ It‘seems that!the overail

a L

conceptual coherence of a passage is of great,importance;'and'the’ih—
v K L-

ability of Ss ‘to guess the parts of Speech correctly in the syntact1cal e

’English cond1tion implies that meaningful associatlons come f1rst and .

are p?ior'to the structure, at least in a predicﬂion task ‘of this kind.

v
R - -

One factor for which Treisman did not contrQ;_is word. frequency.

It was remarked above that the Dale- Chall index M!whlch is based on word

.

frequency, 1s correlated with both leainabilitﬁyhnd predictab}\5¢y It

is p0551ole that,the differences in predictability between the passag?s

from Lord J1m and the easy prose: sample may simply, be-due to d1fferences'

in word frequencv between the two passages. Aborn.§& Rubenstein (1958)

have shown that_when §s ‘are allowed-several attempts.to replace a de-".
o A . A : . :

Q@ . . L . N
leted word, they begin with common words, and move on to more infrequent
words. It is quite'possibl that sequential semantic constraints and-

word frequency are both operat1ve ‘in Cloze tasks, but no one (to my

T -

:knowledge) has as yet separated'these two variables. Some evidence

that semantic constraint per se is important is provided by Shepard"

(1963).who gave Ss a fixed period'of time to generate as many replace-(
ments as possible for a deletedfword in sentences of varying~length.

He found that incr&sing the amount'of context sharply reduced the . ;.'
rate of generation of replacement words. He also confirmed Aborn,

Rubenstein & Sterling's_(1959) finding that contextoal effects were o
asymptotic after the length_of the bilateral context wasbincreased

o

beyond-ten words.

30




'ately h1gh correlatlon between pred1ctab111ty and Aearnlng

3 _Y ) ’ ' ) o 24

[ The stud1eS'rev1ewed 1n th1s sectlon show that short term sequentlal
L}

dependenc1es (semantlc and structural), overall context, word frequency
v

and form class are all important in helping to guess words that have been

deleted from a text. Predictability is also related to learning. Ruben-

o

- stein & Aborn (1958), whose experlment was dlscussed above, found a mode

: i)

2 —
- . g —m

Slamecka a946b), u51ng the successive guessing techn1que, developed
six 20 word sentences varying in pred1ctab111ty. An example of h1gh pre-

dictability 1s: "The young child nust learn that two and two are four,

bevond'the:shadow of a doubt"; and an example of low pred1ctab111ty is

"With many games, good balance or speed on a return swing produced what
\

teams generally judge as being proper play Slamecka found that pre—\

;-d1ctab111ty (or contextual constraint) exerted a strong influence on

'sentence acquisition, but a.rather lesser influence on sentence reten- . .

tion, where remembering was assessed by re-learning after a six day re-.
tention interval; In general, it seems that predictability, whether

assessed by the Cloze procedure or successive guessing, is an 1mportant

an Ly

‘variable in learnlng and remembering word strings.

Although the evidence which has been presented indicates that pre—
. . . ¢

-

dictability depends on structural as well as semantic factors, the only

- . .

a . ‘. . .
struttural factor as yet identified is form class. Sequent1a1 con- .

straints have been referred to, but they have not been further described,

‘Clearly, the operators which determine sequential structure are gram—

*

matical rules, and indeed there are studies which show that grammatical

structure per se facilitates learning.

81




,examples and descriptions of which are shownwln Table’ g, From’ the number{

of trials necessary to.attain cfiteribn it can he.seen that the addition

"experiment, Forster (1966b),also found that grammqtlcal'tags assisted

‘learning, and that the assistance was not mediated by merely providing cues L

‘ B oo _
‘ships of the individual .words. Although the operation of a$sociations is

A

.o ’ . - . .25
,; - R - . ) ‘n .

ER;teln (1961) required Ss to learn 6 d1fferent kinds of sentencgs v

. .

s . ﬁ“' .‘t;
of properly placed grammatical tags to a strlng of ncnsense syllables

significantly facilitates learnlng; From a second study (Epstein, 1962}

he concluded that the facilitative effects of grammatical tags depend not 'jﬁ

v

on the establishment: of any sequential associations but on the fact that ‘i’

the tags allowed the word strlngs to be treated as un1ts. ----- ~<In a related

e

to serial order. ' s +

An aspect of sequential constraint which has not been explicitly
discussed 1s inter-item associations, although the semantic component of

- '
- . ‘ .

predictability must obviously be related to the associatignal relation-

constrained by context (Howes § Osgéod, 1954), the presence of’pte-

established infer-item associatiWas within sentenges do. contribute to

o~

learﬁing (Johnsdn,‘1968; Rosenberg, 1966,-1967a, 67b).

v

Pred1ctab111ty is a response measure. Tt'is a'subjectively”defined

functlon of the grammatlcaL structure of the Sentence, and’ the character- ?ng -

istics of the words (absolute and contextual frequency of occurrence) that-
P

comprise the sentence. When we describe predictability, we are not de-

scribing an inherent property of a sentence that is independent of the
outcome of the processing, or-interpreting of that sentence by a person. o
) . L -

In a sense, the predictability of a sentence is-an intervening measure,

L
v

.. . -'.\ ’ -
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"TABLE 2

SENTENCES USED by EPSTEIN (1961):

. I. nonsense syllables. with grammat1ca1 tags
s

plus function words
“A vapy koobs desaked tht citar molently
um glox nerfs"

II. sage as I, less the orammatical tags

"a'vap Keob desak the citar molent um
glox nerf",

III. Items of I in a random order.

. 4

"{oobs vapy the-um citar nerfs a molently."

"\ vapy koobed desaks the citar molents um
. glox nerfly."

-
-

V. Anomalous sentences
‘ ‘.
‘.*nCruel tables sang falling circles to empty
bitter pencils."

VI. Randomized wofdsv

"Sang tables bitter empty cruel fo circles
pencils falling."

"t

eXahp}és
e

S

Trials Egvcriterion

5,77

7.56 _

- 8.15

IV. Same as I, with the .grammatical tags channged

.6.90

3.50,

b '5.94
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one that foilows-itsbiogically defined construction, ‘andprecedes its

» .
Y

learning by-é ﬁafticp;ar person. E : - !
We have noted that a sentence's structure is described by its
grammar, and. that gramhatical factors are important in learr@ng and re-
: : . . .

tention. The next step is to explain the grammaticgd descriptions of

sentences a little further.

Grammatical models of sentence structure.

There are three kinds of generative grammars which are capable of

producing English sentences (Chomsky, 1957). ' They are finite-state

. grammar (FSG), phrase-sffucturp‘grammar (PSG), and transformational

grammar (TG). .

e

Finite-state grammar (FSG). VAVFSG is a Mﬁrkov source, in that the
piocess'of fofmulatiné sentences 1is viewed as a series of selections of
rwords, each selecfion being determined by»the‘antecedent wordg.- This
mode1 generates sentences:in a left-to-right fashion, each word depending-
only on the preceging words. It is apparent’ that the grammar ﬁrefsuﬁpdsed'
By Miller & Selfyidge (1950) is finite state,,as'the selection of‘any par-
ticular word deﬁends oﬁvthe precediné words. Although the matter has not
been made explicit, predicéability studies which are simply concernéd with
the preceding amount of context are based on spme form of FSG. .

One attraction of a FSG for psycﬁologiSt is th;£ it is quite q}bsely.
related to association theory. For éxample, Hull (1930), pfoposed a

chaining theory to account for sequential activity in which each response

produced a stimulus for the next response. Essentially, his model may be

ljepresented by a gimple Markov transition matrix. Staats § Staats (1966)

. 34
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S-R model of language production also may be represented by two sets of

~ Markov processes, ‘one set dealing with the sequential probability of

. grammaﬁical form class, the other, embedded in the first, dealing with

P ‘

-

the words within these form cldsses.
\

However, FSG has some:drawbacks. It is not in princigle adequate .

as a grammar of English (BeVer,‘1968; Chomsky, 1957, 1959; Fodor'& Bever,

1968; Miller § Chomsky, 1963;.Mijler, Galanter a'Pribran,'lgeo). It is

'counter-intnitive in that most people are awaré of the endings of their
entences when they are stfil halfway through speaking them. Aborn

et al's (1959) and Shepand's (1963) finding of bllateral influence on

‘predictabillty would not be expected by an FSG. stein's (1962) and

Forster's (1966b) findings that grammatical tags have an“effect over and

ebovc the facilitation of sequentia% associations‘al 0 suggest that a
FSG is 1nadequate. Neither do FSG's provide a wey n which chunks may
be easily inferred (order of AE introduces artificial ctures into the
word strings that are not normally present in the natural languege); and
we have already cited evidence which shows the inportance of chunking.

A consequence of the necessary inadequacy of FSG (it has been proved
by Chqmsky that it cannot generate all and only all the grammatical'sen-
tences in English) means also that asscciation-thedries are intrinsically
incapable of‘pfoviding a complete account of language behavior. That is
not to say that assoclatlons and statlstlcal probabilities of responses

i

arennot,lmportant the) demonstrably are. However, they are not suffi-

L v
cient, and so we must look further‘for an adequate structual description

of sentgnces(
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s i
Phrase structure grammar (PSG) The clalm that a set of ele ts is

\}”»

structural means that a change in one e1ement Ereates systéﬁ&tic changes

in others, even if these others are remote from the f1rst, Th1s c1a1m_1s'

.

certainly true of sentences, their elements are not 1ndependent and the

problem of measur1ng sentence structure has ar1sen from the questlon of

R

how this 1nter dependence should be assessed A further conpllcatlon in

- -~ - .

+ -

the case of sentences is that not all 1nter- elatlonshlps are equally
. 1

strong; the structure of sentences 15 h1erarqh1ca1

¥ (r"i

L.

A descriptive PSG takes structural Unlts‘(properly morphemes; o
although partsrof speech will ‘serve in thls 1nstance) and expresses the

relatignship between them e1ther by neSted lﬁbelled bracketlng or by a

®

tree diagram (whxch is also ca11ed a phraseJmarker or.P- marker) Both B

-~

descr1pt10ns are 111ustrated in Flgure 2 They are actually a spec1a1

~

case of the set of posS1b1e kinds of P- nhrkers, called a b1nary P marker,

: wh1ch 1s obtalned by immediate oonstltuent (IC) analysis.

°

The ba51c procedure that is used 15 an IC analysis is to take a
sentence, and divide 1t 1nto two un1ts. Thls d1v151on usually divides
‘ [
the sentence 1nto the subject and the predlcate. At the next 1eve1

% R
down these two constructlons (the subJect and the pred1cate) arée them-

-

selves divided into their major constltuents, and so the process con-.

' b
t1nues unt11 the whole binary tree is complete. The process is (-

111ustrated in F1gures 2 and 3, - R

One virtue of PSG is that it can d1st1ngu1sh rather eaS11y be- -
&

tween many sentenceS‘which have exactly the same word sequence (and -

are thus identical from an associationistic view), but are actually D

'
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An example of how an ambiguous sentence may be resolved

~

by means of constituent structure analysis.

Fipure 33

'

N

38

O

Aruitoxt provided by Eic:

E




4

eourTes

[ )

i
;

amblguous : For eXample consider the sentence:
N L
(1) They are cooklng apples.

The -word- cooklng may be elther a present part1c1p1e or an adJec-

~

[

tive. The alternatlve meanlngs can be read11y exPressed by bracketlng

- the words into succe551ve1y larger'unlts, or by means of a tree dlagram.

-

The alterngtive meanings are shown in sentences\Z and 3 below and also

(2) ((They) ((ame cooking) (gppies))). T
(3) ((Théy) ((are) (codking apples))) -
3

A way in which P- markers could ‘be used in a model of sentence genera-
tion has been devised by Yngve (1960) Con51der the sentence

(4) The old man has very weak knees. S

Yngve assumes that ihitially this sentence mighf be represented '
by some symbol S .leaving tie nature of SA(imaoe,‘expression, cencate-
natlon*of neurals events, pride of r s) unspecified. He then generates
‘the sentence b) means of s0- called binary rewrite rules, Wthh start -at
the topmost node (s) of a‘sentence, and proceed to work down through suc-
cessive nodes until the sentence is generated from left to,fight{’ The |
procege, which is really the reverse of IC analysis, is illusprated in
sentence 4 in Table 3, The txee diagram which is genergted»by the con-

| tinued‘anpllcation of these rewrite rulee is shown in Figure 4. ,_~ V.
Yngye was interested in ﬁroblems of hechanical translation, but - :>Q

_ , ¢ e - o
Martin § Roberts (1966) have suggested that his model can bé readily be .
. T g o f 8!

coordinated to a psychological model of theé'listener and the speaker.
. . L} . { 'ES . a .
The occurrence of any one word 1in a sentence (whether uttered or heard)

.
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v

‘Rewrzd te, operations necessary to generate ThE

k]

o

isk; _other 0peratmns yxerely translate word classes into words. ¢ To the

3

-'v

The rewritev (or decoding) operations themselv s are preceded by an aster-.

I‘lght of each- operation the specific podes being held in memory are shown.

e * o - 'b
' Operation +* 7 .. Node$ stored in memory n
*S . . NPy + VP [ .
“ - .'_-a 1 .. . ’
NP, T + NP, VP ) )
- . /// . . M
T The 7/ . NP, VP '
- . . ‘e !
> NP, AdjP + N; ) P .
Adj old N, e
Nl' man . VP
\ ’ > ) “- o , 4
* VP V hd NP:’) . ‘. b g — ) .
V. has ’ NP3 :
* NP3 AdjP + N, o R o
* AdjP Adv + Adj, e e . Ny
Adv~>  very . Adj,, Ny
. Ad;‘]:;zy weak v . N2 R
N2 kne‘gs )" . [ memme .
Il \ 1 » N ) -
\§_= sentence, NP = n'omi,pLhrase; VP == verB'phrase; T\-= article; L
Adj = adjective, N = noun, V = verb, AdjP = adjective phrase; T :
Adv # adverb ' . < i ‘

»o

-

did man has very weak knees.
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for annyoIIOW1ng wards."For example;jin.sentence 4; |

L

carries implication

the first word, the, i 11es ‘a rioun phrase and a pred1cate. The'second'

o

completlon of the noun phrase and a pred1cate. Slm— f:

1

-word ; old, implieS't

1larly, the othtr words’ 1mply succeedlng words of certaln partlcular'

¢ >

Vv

. g-‘

classes

- : ‘
. P .
St . . . . ¢ &

Now it is clear that some words ‘have more 1mp11catlons ‘for the re-

0
¢ b \ .

'malnrng words than others for example the first is- always preonant w1th

sente ntLa- ossibilltv while the, final word is always barren. It may be,

conwenlentlv assumed that at the time any part cular term1nal word is

lwrrtten-out (or rece1ved) there-ex1sts a set ‘of expectatlons about what

[}
-

clas;es of words are to come, these expectatlons (or in- the case of the

2

~speaker 1ntentlons) be1ng carried 1n short- term*memory (STM) .- The

~<‘L,

finitle capaC1tv of STN is well establlshed and so*gt.comes as no sur-
prise| that tne number of nodes which may be ii lied~at any one time are -

: i
2 - . .

‘quite limited. Thus Suagests that the. average number of‘nodes in Sfﬂ

v

during the course of a sentence mlght proV1de an ,index of berhaps com- .

L3

prehens1on or learn1ng=d1ff1culty Equally well the number\of nodes

*

in ST

| for a partlcular word may be sa;d to reflect the depth o

“%al embeddness of that word. ‘:,' . .%"'. <.

L

n the case of sehtence 4, the number of nodes in STM for each'ter-

.,,

nlnal Mdrd are shown ‘in TablerS The number of nddeé ;n memory for a\

. ‘—*f———‘ . %',

that woFd in the tree d1ag ani (Yngve, 19601 ’MartlnAﬁ Q@berts (1966) f’
v .

.

« I
folloW'ﬁhelr suggestion, /Computatlo s of Yngve numbers are swown 1T




‘Figure5'4.and 5.
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Y gve numbers‘are worth noting.

Fm'st 1

»

‘thercarry only structural LQf'rmatl factors as word cliss
o certarnty are not taken into account. $his i 'becauSe Yngvernumbers

- are aSS1cned to word classes only on: the basis of structural relatlons

Ea'.,

‘o

e

n

,

between word classes.

1

1
Second, an Yngve number must--always ‘be a non-~

negat1ve Lnteger' it is zero only for the f1na1 p051t10n in the sen-

. e,

: tence

be Largerthan g + 1

-8

3

words, and wh1ch may be wrrtten as Y) ! \

b

"

_ Yngve's 1ndex 18 not the only poss1b1e
' plex1ty that may be derlved from PSG P mark%rs nor.rsiitenjirely

adequate,

tq understand_‘

appllcatlon of Yngve measure .to.
‘ i

ot

o

If Y

)

.

‘1s the Yngve number of the 1th

°<\

o

G- 1}/n T 1)/2

iy

’ B

However,

."'

1argest Yngye number cannot be 1arger than n- 1

L ties, the medn depth Qf a semtence is bou

é' H
depth is equal to the average of all Yngve ﬁumbers of the

‘ i

s
Structural embeddedness is defi

branchlng, self-embeddlng and mu1t1p1e br:

/ =%7fto depthf

£ ST

ut this-evidence

position, then Y -1 ,cannot

[ 4 ‘

and if there a e n words inra sentenge, the

Given the e proper—

led - as’ follows (‘here mean

y

. \ N
’ ’ |
measure \of sentence com-.

g X

v

\

v

ned in such'.a\way that left-

/
‘Miller- (19§2) and Mil

-

]rer & Isard 64)/hav¥ '

_ \ R
is particularly Fifficulé

does not o] course invalidate the

N «

%her sen ences.

/ {
whatev the\usefulne

. Transmrmat'anal Grammar (TG) .

is in

1

1 .
,#LnCIPP

s

|
pS)CholbgltaIJtTeorv .1& is n »’ eherally’agreed Q} lin

e insufficient

o provide an adequate geng




-

Sentence :

» Yngve na.dF
N N\

b

Sentence:

. Yngve no.d =

S s
.'/xn il}ustrat n”of the way YnENe values are calculated.

/ embedding in tHe sentence,

The Photogroph \ ' Has “oBeen Token . By . Theg Bby
2 1 3 . 2 .o 1 1 ‘o
Mean_ depth ar Yngve volue af senfe&ce  %d/na. of yards = 11/8=1.375

o

The » :Secretory ~ Hos 'Typed “ The Poper
2 1 .2 o 1 - .0
Mean depth. or Yngve value=1.167 . .- . 6a-so
/L y

ar word is its depth of
d is the sum of the left
tree at each node, when proceeding from

tree down to khe word in questlon. -
i

'The Yjngve nugber of a particul

branches of 'th
the top of fh
s

7
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‘ /
of laﬁguage. ertainigénds'of sentences eannpt‘be,properly handled by

a PSG.; Fo}_exa‘ le, consider:
(SSiJohnﬂisAeasy to pieesel-
fé)_John is eager to please
and |

(7) John hit the ball

(8) The ball was hit by John

The first pal* have- the same surface structure

(Chomsky, 1957, 1965, 1966; Miller, 1962), that each actual

-

>entence 15 derlved from some underlying bdse sentence

\ N

sentence which is w#ltten or spoke is obtained by\transfoxA'

base sentence. Thug 1n the examples 1

P

is a%gues that -the |base sen-
tences in 5 and 6 a#e dlfferent but that\in 7 and ‘8 they F:

id determiﬁe‘uniquely the

N,

A satisfactbryisyntactic»deseription sh

X
\

semantig iﬁterpfetation of a sentence (i.e. what\the sentenke means).
‘structure (which contains the base sentenck) deterhines the

The dee

somantlc 1nterpretat10n and the surface structure deter ‘n%s the

y : X ' . ~ '

form. The grammar, according to transformational grammarians,

phonetlc

then con%lsts of a syntactic ¢omponent, which gerierates syntjactic

descriptions of deep and surface structures, a semantic'compoﬁent,
- !
. , .
which assigns a semantic/interpretation of the deep structure, and a
! : s ’ 7/ +

. F s . C s b
phonological component which assigns a phonetic interpretation to a

1
o

2 14
-~

surface structure,.
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! : ~ TG has undergohe one maJoﬁ r/mision since its f1rst formuiatlon

Since the first version has had a great deal of impact iR pﬁydholinguis—
/ tics,.it is fitting te describe it. Consider the sentenceA(frOm
Chomsky, 1966)
)Y expected the man who quit work to be fired.
It is assumed that the ‘'sentence is synthe51zed in the rfinner shown\in

Figure 6. The base component generates three base P-markers, properl

.represented by symbo?s, here shown as sentences. These sentences are,

1 expected it (Bl), Someone fired the man (B2), The'man quit work (B3).

A series of transformation are then performed on these base sentences
(actually, symbol strings). First, a relagive transformatlon (T 1)

changes B3 to Wh- (the man) quit work. Second, an embedding trans form-

ation CT mb) comb1nes B2 and B3, and de1etes the man, to get Someone

fired the nan who quit work Third, a passive transformation (Tpass)

Fourth, another transformation (Td 1) deletes b y someone, Fifth T enb

is applied to Bl and B2 and B3, to produce I expected the man who quit

i‘ ™ converts BZ and B3 to the man who quit work was fired by someone.
L

} : work was fired. Finally, a tense transformation changes the final was

to to be, to arrive at sentence 9.

Cetady

It may be noted that some transformations are obligatory if the

sentence is to be grammaticai ‘1like Trel’

eih? and Tdel’ whereas others

are optional, like Tnass’ and Tte' A;so—called kermrel sentence is ob- .

- (200 Y
.
L

tained when only obligatory transformations are appiied. ' S
This. version of TG has been roundly criticized (Chgmsky, 1965), with

~~

'i L/// the result that the new model 1ntroduce< all meaniné earing e1ements into .
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the b e,.withlthe task of the transformations being to inter-relate the

sentences in the genega11zed base P- marker, (1n the example) in Figure 6,

a general%zed P-marker would embrace Bl1,BZ, and B3. The pr cedure is .

illustrated in Figure 7.
_____7_7 o
Transformatlons operate first on the most deeply embedde structVre /

and work the1r way up Flrst T el is appléed “to the bottom phras,, marked

-

A. Then, turn1ng to phrase B the relati ve cr\hse and the- foll

man, are 1nverted. Next, phrase C is infegrated, and the du

omeone, ‘is deleted. Npte that the passive, a meaning bearingfelement,

is corporated into'twj P-marke#. Finally, the remainder of the-sen-

tence i

-
-

integrated, a f the tense changed. The result is sentence 9.

The critical change between -this and the prev1ous version is that all

the sémantic information is contained in.the generallzed base P-marker.

The foregoing is relatively non-controversial. The same is not

’

true avbout. the questlons of how the base P- marker is generated, and

how it is given a semantic 1nterpretat10n (Chomsky, 1966 Weinreich,

11966). It is supgested that the base (which produces the base P-

marker) consists of tivq parts, a categorial component, and a dictipn- o

ial cornponent consists of rewriting rules

e

0

ary or lexicon. The categ

which are deflned ‘on either ca symbols (nouns, adjettives, verbs,

etc.), complex . ‘mbols (categor? symbols‘and a matrix of semantic

fggt%res, e.g. noui: + animate, + count), and dummy symbols.. |
The categorial component generates a‘pre-terminailstring of

syrbols, The lexical items are then inserted accord}ng to two cri-

‘

M/}ériu. The first 1s strict sub-categorization, which specified the /
L ”

syntactlcal restralnts on an ltem, e.g. noun, transitive verb, .etc.,

Y




-

ERIC

Aruitoxt provided by Eric:

= 4
. / .
“~ N
expected \ '
I :an,f (someo / \
D
fued Np- by passive
Det N
N ' man
'othe
S
//////// \\\\\\\\ \
NP /VP '
the >1cm Vv NP
quit . wark
]
. ~ .
N , .

(Following Chomsky, 1966),

explunation)

49

A Jgeneralized base P-marker -
of I expccted the nan_ who quit to be fired (see text for

(1 230




Neisser, 1967 Pp. 259 ff). The'questlonﬂunv is:’, does TG ha

'lylng Dbase structures, then speed of understand1ng should be related
'surface P-markers. This. predlctlonfhas been w1de1y tested and with

Cl1fton Kurcz § Jénklns, 1965 Gough L965 Mehler, 1963"M111er,

and the second, selectional congruence, which specifies the semantic

\ - : - . . :
restraints on an item, e.g., the phrase; pregnant-stone violates se-

mantic constraints. The flow chartlof such a prbcess is.shown in.
Figure 8. The TG model is much more ambltious than PSG or FSG,--and - -

of course, in a sense it includes thésellatter two.descriptions. ‘e -

o

(-8 v .

have already ‘shown that although- FSG may bé 1nadequate as a grammar,

v - .

when reallzed-as association theory,'or AE, it can.be qU1te u5efu1 in-

o
ROl ) - . .

explicating psychological processes. Slmllarly, the surface structure C—
may prov1de 1nd1ces of learning d1ff1cu1ty (Martin & Roberts, 1966), i

and 1t is certainly 1mportant in sentence perceptlon (M111é} 1962

value as a nodel of Rsychologlcal functlonlngV s —

H] !

If the meaning of a sentence (that paét of it wh1ch is 1mportant .

for. underswanding or comprehens1on) is found in the abstract under— W

v
%

e
-

“to ‘the number of transformatlons which 1ntervene between the base .and
7 .

§
some qua}1f1cation, hds usually, been confi;med (Cllfton & Odom, 1966;

b962; Mlller & McKean, 1964; Slobin, 1966; Erv1n—Tr1pp § Slobin, 1966).

In.a subsequent section concerned with theories’of memory, we will

.
-

discuss this and.otﬁermevidence in more detail. . -

N I‘ : - ) ’
Théories of memory and some related evidence. v . : -

Qur discussien began with quest{ons about the ways in which sen-

.

tences might be deScribed in order that the retention of sentepces
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could be studied. We have seen that meaning density; chunkability, pre-

womy  pmmach;
= sy
G

d1ctab111ty (syntactlc and semant1c) and structure are all 1mportant
It is.now time to con51der some theoretlcal conceptions of memory , some.
of which grow out of the prev1ous dlSCUSS on, and related eV1dence.

Traditionally, memory has been regaqud as a comp1e¥ netvﬂgrk-_ofj
¢ ol

_A%L ) associations, the elements and their bonds ‘being conceived acéording-t

)

‘classical association theory (Bahticﬁ, 1966; Humphrey, 1951, chap..J;

Wales § Marshall, 1966). . It seems. lndlsputable that memory is assoc1a—
I ,
tive, with dlscrete elements (specific memorles) be1ng stored but it

is equally beyond dqubt that memory has dynamlc and structural{ harac-
- l D

teristics as well (Bartlett], 1932;_Neisser, IQGZ)T Indeed, forl'some,

" memory is organiiation (Mandler, 1967, 1968) But there is a oreat

’.

deal of evidence which shoks that assoc1at1ve connectlons are 1mpor-
\
tant  (Adams, 1967; Cofer, '1966, 1967). The truth of the matter is%’

pfobably that,aséocﬁative relationships. are both organized,and‘

structured,’ and it is the extent of the role of the organizin%‘or

vo
~

structural factors whlch is 1nterest1ng

: In the first theory that we w111 con51der it is argued that

~memorizing involves abstractlng information from_the input, storing
g * the abstracted (and re-organized information), and then reconstructing
' "\thﬁ input at recall. Bartlett (1932) and Katdna (1940) were among te

the originators of abstractive theory, but the mosf Tecent statement .

of the general idea comes from Gomulicki (1956) . Bartlett found that

in the recall of prose passages many details were omitted, others

changed,vand still others inverted. He concluded that the past




‘operates as an organlzed ‘mass rather than a group of elements, each of

' ;whlch parts ofja sentence’ are important, and abstract accordingly. \n

~

| e L 46
. S -

. - N\
_whlch retains 1ts SpQLlflC character. However as Katona reallzed it
is possible to remember detalL; and \indeed fixed trace, or association’
théories'haye enjoyed their greatest sufcessés&ln the field of learning.
-Comnlichf argued that what is'needed\is\a glexihle trace theory. Using

' prose ﬁassaées of varyingﬂlength‘(lS-QS words) and immediate free re-

ca&&,’ﬁe*found that” Ss om1tted material in a highly selective fashlon.<
. w
U important”words, phrases, and even sentences were deleted, 1nd1cat1ng

_that an abstra¢t10n prbcess (called mnemic abstractlon by - Gomudlckl)

was operating 1mmed1ately on incoming mater1al Thls same process had
/

bcen noted by Henderson ° (FQOJ), and LeW1s (1933)’ but not by Bartlett,

yho,.ln obsefving regeateg recalls, was more strongly 1mpressed by the

vulnerabrlidy to diStortiLn'br‘fo getting of e€yery aspect of the in-

put, ~ .

\ i 1
Gomullckl s f1ndlngs imply that an S is able to deC1de 1mmed1ately\

¢ ~

fact, he f&und that verbs were best remembered followed by agents (the
\ .
loglcal subjects),-followed by the recipients of an action. Items

é

whlch retarded the narrative of a passige, such- as purely descriptive

scnfences were remembercd*least.well. These results led Gomullckl to

a f

'conclude that what is- rememberedpls an action-agent- effect unit, which

;n Gestalt terms comprlies the flgure of a passa the rema1n1ng words . .

constltutlng the ground. -

Evidence supporting Gomulicki's view comes from tandler & Mandler
N . . . L .

(1963) . They prescnted sentences a%,scrlal lists, a word at a time,

-




'7o_worq passages/gf‘connected discourse\

e

using an anticipation procedure. They found_;hetithe normal U—shaped )

e . L5 ' ‘ ’
serial learning curve did not appear; whether or not a word was learned

‘qulckly rather des%eded on its contribution to the é%?é meaning of a

3 ﬂ '
seﬂtence. The co;e-ﬂﬁanlng was not always organlzée into syntactically

.
\ .

valld units either; any meanl?gful conmbinations:of words -could serve

but\usually the core meaning was garrled by an actlon—agent-effeq;
unit. A typical result is sho&n in Figure 9. PoméiAG Lackman Q1967)

a

9

propose a theory {which is simvlar to Bartlett's, They write:
: ""The point of view taken here 1s that a fundamental

characteristic, and perhaps tfe central mystery, of
mea:%;gfully connected dlscourse, is that is generates '

surrpgate structures which are not absolutely depend: ¢
. ent pon the verbal material. The structure of the
discourse is critical: a|surrogate system (som
combination of theme¢, image, schema, abstract, for o .
summary) depends foi 45 appearance upon, amonf o -
other things, the word q der of the meanlngfulq
material....
" Implicit 1n this stﬁtement is the view that an| -
agrammatical list of words.may generate an
"essential idea' or surrogate process if
associative relatlonshlps of sufficient mag- e
nitude exist between the word". (POmp1 & Lachman,
1967, Pp. 143—144Z

/

They carried out two exper mehts, tes¢gng the recall/and rec0gﬂ1t10n of

that the data were

They found

.

consistent with the view that Ss store sulxggate structures; in other

]

- < . . "\ . .' . °
words, Ss recnde material into semantic chunks, uan argument which is

very close to that advanced by Henderson (1903) about the importance -
of IGs or meaning units 'In Pomp:i .G Lachman's formulation though, the
surropate structure may use different lexical 1tems?from the original.

A second theory 6f rerory comes from TG. In essence,:the argument

is that what is stored 1s the deep structure of a sentence, and sa

K 5
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- ture, and recall. qu1res the.reverse process. It follows that 1nsofar,

. . 'as sententdal comple ity is a function of syntactic variables, the com~

. - plexity of a sentence is measured by the number of grammatlcal transfor-
, mations 1nterven1ng between the deep and surface structures. -A plau51ble

t le . add1t1on to th1s hypothesls is that the meanrng of a. sentence and its

o Marks § Miller (1964) gave Ss a set of 20 sentences/ an immediate

\ -
-~

“

'. . . \ - - " F IR
. : 4 syntact1c characteristics-are in some wise stored separately (Mll;e' 1962)

'\freearecall task. They used'four kinds of word ¢ rings, grammatical and

‘//

meaningful sentences, grammatical but/semantically anomalous:sentences,

anaoram str1ngs and random word str1ngs. 'Examples of each.kind are.

shoun in Table 4, Semantncally anomalous sentences were crezated by re-

T

E 4 3 o

' . plaC1ng words in a partlcular sentence with other words of the same

1 > 0

}' . resulte in a v1olat10n of select1onal restr1ct10ns Anagram str1ngs

/ ot were cr ated bv rearrang1ng the word order of grammat1cal sentences,

¢ o : )

) =4 .
! b I e . : .

resulti g in avvrolat1on of rules of str1ct sub—categorlzatlon (as

well i some”cases as selectlonal restrlctlons) The random word ’
| - . i' ‘ ’

. .. o

" Jious of tne 20 sentences. ) ) ,)

‘

The dependent var11bles (obta1ned from the free recall test) were

)

. 2 t tal number of words correct rega1dless of position, number of str1ngs

_ complete y correct and the number of words which were correct and pro—
/ e I

. perly pgsitiened.” Overall, normal sentences had many ,fewer errors than/
Fa [ - ) - - )

the oth#r word strings, anonalous sentences and anagram strings had

.
-

£ . . s 5‘.0 .
: ' Nt ’ \)

» . s -

fédl 7'form class from elsewhere in the list’of 20 sentences. This procedure A




H
TABLE 4

.
Y AN ‘ U \7) '
L , B ™~ 5 . K . .
* ' Examples of the types of sentences-%y _
: Ly S L
- te - o Marks & Miller (1964),

' E I l ’ .
o

i\~ .- SENTENCE TYPE o EXAMPLE | o

"
3

~

- Grammatical: o Gallant gentlemen saved distressed damsels

Bl

- T ‘j ¢

Plannd

. Anomalous: _ Gallant detergents figlit accurate fumes

- . v
. s /

g | ' Anagram String: | Distressed'gallant sayed damsels gentlemen

"

‘ .

.Randbm Words:




.. .' . ’ ‘ . N
~ approximately the same number of errors,

. tags, and the second\gj word order

'v1olatxons le Harks & Miller to conclude that meaning and syntax.are

and the greatest number of.

errors were due to the-random word strings.

" Marks § Miller also looked into”different_kinds of errors; in f;\
/

'particular those of inversion, bound morpheme locat1on and intrusions."

A summary of the dlstrlbutlon of error types is shown in Table 5. They

o

argued that 1ntru51ons can be conS1dered as semantic errors, re1ated

to decisions as to whi ch words may combine in a sentence, and thus they
p : ;

occur most frequently in anomalous sentences and word lists, where
, ‘ \ : - : J
semantic rules are v1olated Bound morpheme'errors and inversions c¢an

-

q?\90n51dered as syntact1c errors; the first related to grammat1cal

It may be seen from look1ng at

Table 5, that these occur most frequently in anagram str1ngs ‘and word

lists, where syntactic rules are v161ated, The association of semant1c

’

errors with- semant1c violations, and syntact1c erTors w1th syntactic /
/

e

. . i !
coded separatfely. T _— , ‘ .

thler (1963) compared immediate recall of differently transformed

sentences.

He used act1ve or kernel (h), assive (P), negatlve (N), nd

interrogatory (Q ransformat1oné as weli as the follow1ng cqmb1nat1ons
of these, PN, NQ, PQ, and PNQ.

e, “{ .
the subject or object of the sentence.

Recall was a1ded by a prompt word; either,
j
He found that kernel sentences

were leayned more quickly and that errors that did occur were usually

He concluded that the transformation applied-

- ~
_—

ones of [simplification,.
to a septénce'was coded separate;l from the sentencé itself,
Savin

'§ Perchonock (1965) ed.a task based on ‘Archimedes'’ )




TABLE 5

Summary of Marks § Miller's'(1964j rbsults;fbr‘error types. -

»
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P

ERROR TYPE

4

‘Inversions  Bound tlorpheme, Errors
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pended on the nuhber of trangformations contained in the sentence;

53

Principle in which ‘Ss wefe presented‘with a sentence.plus eight un-.
1elated words,«and then immediately had to' recall both the sentence
and the words. The' number of words that could be recalled prOV1ded
an index\cf the amount qf space in short term memory that’ was occupled

By,thessentence" The{_found that the number of words recalled-de- -

vy

and s¢'concluded thdt a kernel sentence was stored separately from

.oa

any transformation that was applied to it.

a

Clifton, Kurcz, § Jenkins (1965) presented Ss with a test list '

of Qb'sentence@, 48 of which had been seen previously, and the Ss had

to press a key when they detected a sentence that they had seen before.

The Jistractors (or new sentences) varled in that they were e1ther the
!

e
K, N, P, or PN form of the old-sentences. They found some evidence

K i

that sentences which are grammatically similar are also similar
psychalogically. However, the relat\ziz ip was not a simple one, in
gn

that the probability eof falsely reco ing a new sentence as an old .

" for the different transformations, and the effects-

£l

onc was differen

of PN werefnot A Simple additive;function of the effects of P and of N

/
sepgrately \ .
Further ‘evidence about the relationships of the trans formations

imposed'on a sentence to-dbne anqgther, is provided by Clifton &‘Odom'

(1966), aJdIslohin(IQGI). The first two authors found that in contra-
iction to Mehler (19@3) and Miller (1962), a prism model rather th&n

a cube model of‘the rclationship between the various optional trang-
formations obtains (See Figure 10). They re-analyzed, Mehler's dat47

i

/and concluded that they, too, fit a prism better then a cube mj%eﬁ,

i
/
i
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‘(Following Clifton §& Odom,.1966). A schematic representa-
tion of the cube and prism models, both of which purport to
describe the relatyon between the various transformational
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_.eral,. their outcome supports the second version,

\‘ .
l

2>
- 4

Slobin (1966) féun that syntact1c and semantic factors 1nteracted when

‘A...,

sentences were veri 'ed with respect to pictures., He found that syntac-

N

'

complex passives .

The evidence supports the view that P, N, and Q carry a semantic .
componerit, an opinion arrived at independently by linguists. These so-.

called transformations really belong-in the base. The' experiments

‘tvhich we have discussed grew \out of the.first version of' TG. In gen-

/

These results do not, of cdurse, inform the hypothesis that the

- LA i}
complexity of a sentence depends {in part) on the number of transfor-

o

. mations used in its derivation. ey merely indicate that some opera-

Y

tions presumed to be transformatlona were actually not.,
. ﬁ

A modification of this view comes from' Fodor §& Garrett (1967)

[
\
\

They suggest that the complexity of a sgntence is’'a func;ron not only

of the transformational distance from ity base structure to ,its sur-

fdce structure, but also of the degree to which the arrangement of
| he deg g

/elements in the surfdce ‘structure provides cipes‘to the relations of .

the elements in'the deep structure. To a éertain extent this'view,
and the prejious one (that only the number of transformation are im-
portant).yield 51m11ar1pred1ct10ns as in general, 1ncr6451ng the’ dlb—”‘(
tance from base to surface structure tends to excise cues to the for-
mer. IHowever, they assert that cues to deep structure, and ngt the
number of trnnsformation§-involved_is the important factor. Thislview

also assumes that in order to understand a sentence ft is necessary to

/
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ag&rehend the deep structure. I - - - T

v . e *

If it 1s .some representatlon of the deep structure that 1s sﬁored rn

~

memory, then it is conce1vab1e that opt10na1 transformatlons wh1ch,simply
reallze the surface structu&e are s1mp1y discarded, once the sentence is

the basis of current TG). misnamed as transformation rules they do notr".

" test this notion. Although the number-of transformatlonal rules or cues

to deep structure should.affect ‘the rate of" vaUISltIOH of a sentence,

. P

.once the deep structure is recovered "they should be .rapidly- forgotten.'

This view, 1is, of‘course similar in some respects to Gomullckl’s.
! ~ »

Sav1n (1966) compared memor/ for surface structures derived either
v LY "

hy'sel?-emhedding or by'rlght-branchlng. Usrng the Archlmedean tech-

a

und that both.types‘took gp the”
»\ A
he found that recal; for the

nique of Savia § Perchonock (1965) he

'samé¢ amount of space in memory. lowev
J
381F-eﬂbcddcd sentences was poorer eve

-

s

though their sensg;was preservedh

v

terms of their deep structureo Co .

s to Ssu’lPas%ages

- LI

- Sachs (1967) aud1tor11y presented prose passa
ranged in 1cngth fron 27 to 180 syllabJes, and at the end of @»passage.
a test sehtence was presented which was elther.slmllar to, or the ;qﬂe
as a seuntence in the passage. The number of sxllables‘betwcen the
first occurrewce of a sbntence'and its test was either 0, 80; or 160.

\n example. of the variation between sentences is shown below. One of

'
these would be a test'sentence. ;

Bisic sentance - He went a leatter about it to Galileo, the great

! /o . 63/
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‘Itallan scientist, -~ . \ . S L ’ o
ke, _ - , L ]
A : . ) a o d o /
Semantic change - Ga111eo thn‘grea fItalian scientist, sent|him af " b
Kl o« - - /

letter abgut it. .

Passive change - A letter about'dit was sent to Galileo, the great

. . [P
* - v -

I L
Formal change - He sent Gallleo, the great Italian scientist, a | /
‘letter about it. - - o e ’i | (‘ h
Sachs found that judgmenté'werp uniformly excellent when the int%r- v I

'. . .

polatlon 1nterva1 wgs zero, but that after 80 syllables of 1nter;olated
material the ab111ty to recognlze syntactic changes had fallen away

sharply, whlle semantlc changes were still readlly detected.

- b
N H»t flndlngs support any v1ew WhICh argues that what is stor¢d in
. )
memory is some abstractlon from the input. Her results provide evidence

for Goqylicki's'position, and to a much lesser degree, for the TG pdsi-

-

tion, Although the Formal change was, not detected, neithe}(was the

Passive, which involved a change in the base. -

Sachs (1967) took ne account of Eontext, yet clearly contgat 1s

4

. very helpful semantically whi}e‘dffering virtually no grammatical

assistance. It is possible that her_Ss, dlthough not able to remem-

the precise sentence, were able to determine whether or not a dis- - , 1

’

tractor sentence was a possible candidate. AIl of thel syntactic
variations were consonant with the context, but the semantic ones

werc not, ..

Yregman § Strésbeig (1967) employedgsybjeétive reports as one of

their sources of data in an experiment studying.the use of grammatical

a

.

.
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~trans formatiohs. They found'that subjectively at 1east~ Ss did not learn

the transformations through the-Use of images related to the words 1 the
sentence; They suggest ; therefore, a ”semantlc recodlng” theory. It re—

-

qu1res that a’ dlstlnctlon be drawn between the transmlsslon cbde and’the

-

semantic message. The grammatlcal structure 1s presumed to be part of the-

.

_transmission code, but not part of the semantlc message, wh1ch is 1n

memory . It seems clear that 51ngu1ary transformatlons form part of the

;i

"transmission code and the basé constitutes the semantlc message -,
\\

That grammat1ca1 cues are 1mportant regardless of the semantic

1nter relatlonshlps of wor S in a sentence was shown by Rosenberg'(1966).

I

He compared the effect of grammatlcal ‘and ungrammat1ca1 word order and
various Jegrees of free-association strength between the words, on ‘the
acquisition of sentences. .Both factors were significant and independent.

All of these studies have used short retent1on“1nterva1s. In addi-

“

tion, they have not controlled for level of learning, so the main con-

clus101 1s that grammar makes a d1fference to sentence acqu1s1t10n and

that what 1s stored is prlmarlly words w1th perhaps some ‘gramma.ical

"markers attached, Gomulicki's hypothests remains, as the most plausible

3

*

fdescription of the end result, even though its achievement probably de:

-

pends on grammatical complex1ty of somes kind.

~
. A third type of theor oF mgimory for sentences comes from PSG and
o ¥ o

gn phasizes tnc imnortance o! surface structure. Jn this theory i& is

3 ‘ .
generally a;serted that what 1s stacked away in store are chunks' (Miller,

1956, anpd that chunk bOundarLCS are dcrlved from the surface structure

of a :entence's “We may begin by mentioning some contrary evidence to TG

°




i.e.-the psychologiéal importance of transformational complexity,

erman

Sqlzinger & EQk in (1967) used nonsense syllables in quasi-

.sentences, an effect which they achieved by the -judicious addition of.

’

pre fixes and'sﬁffixes. They found that the effect of grammatical

| S e X N ’ ' ‘
structure was significant (as upposed td random orderyng) but thac, daif-

|- =5 Sy

ferent tpansformations had nd different effect. Martin & Roberts (1966) ,

\
——ry

who used Yngve numbers as indiceés of surface complexity, varied complex-

ity and [transformational structure independently and found no increase

*in difflculty»as transformations were added, they-did find a distinct

and constituent effeqgt of increased complexity, Martin § Roberts also

reiangl§zed Mehler's'(1963) results and_foun

g

d that they could be ex-

va

plained solely in terms of differences in Yngve complexity between sen-
Mehler
R

: / tences also confounded sentence léngth with the number of trans-

[}

[¥:- ¥ T

formational opefati¢ns ana Martin &_Rober;s (1967) have shown that'seh-

'
-
< t

tence length 1s an important variavle,

Johnson (1965 alﬁ/b) as the

[

A PSG description has also been used by

/

? - S . . .
basis of a model for encoding and generating sentences. There .re a

{ - |

;o number of illustrations in‘everyday language behavior which éuggest that

i 7! sentences'may be encoded 1in units\.»lazn'ger,~ han discrete words. For”exaﬁble
g | thére are stréss and intonation patterns.c at span several morphémes, and
®

there are hesitations of varying length betwggggwofds and groups,of words.

S

A

- There 1s plenty of evidence that pauses indicate encdding decision point

[

re

1

in speakers (although there arc other éauses)‘hnd'usualx< pauses a

. }
separated by seve$ar words (Coldman-Ersler 1958a, 196la)

1961b,
Tanngxpaum,‘

\

§

\

Lounsbury , 1954; Maclay § Osoood, 1959, Sucy; 1967

/

B

-




ey

waml  peese

WA . PoEmm o . DTeED3

P =1

e -

ot g

E

O

RIC

T
T

i

Willams’, & Hiliier, i9§§}f—~ﬁxgdence for the importance of phrases.come
from Fodor §&-Bever 61965),'&h6'found that phrasés'wefe seemingly per-
'.@§i§ed as uﬁlts; in that stfﬁuli'arriving at fhe’Teceptors duriﬁé the
course of a pﬁfase, afé pérceivgd.aéfarfiving at thefrééeptdrgvduring

the course of a phrase, 1S perceived as arrivihg ei1ther before or :
. ) . - (’ E e i ) . ) , -
;\\\gfperwards. Johnson suggests that there is a correspondence between s
the word scquences described by a P-marker, and the functidnay units -’

into which pcople encode sentences.

: v ‘ I
: - One way to detect the language units that Ss use is to study the

protess of response integration as they learn grammatical sentences.

3

Joitason (1965) argues.

"1f subjects do handle language in largec units, ‘they ,
should integrate the units before they put the units : Z
together to integrate the sentence. That is, during’
the gourse of learning, the subjects should learn to _
go from one word to the next word within a unit before v
they learn to go from the last word of one unit to the )
i 15t word of the next unit. <herefore, if subjects
are scored (SIC)for the probability of going from,a. -
rioht word to a wrong word (i.g. a. transitional error) '
for each transition within a sentence;‘the"probabilitils
.should be lowest for transitfions within units and
yreatest for between-unit transitions.' (p. 48)

In a PA learning task, in‘which the stimuli were digits, and the . '

responses were sentences, Johnson foynd a highly sigﬁificqnt relation- .

o

ship between transitional error probabilities (TEPs) and the surface '.

¥

structure of the sentences. Two exanles of the relationships are
= ) ‘

shown'in Fiaure 11. It may be noted|that the TE pattern reflects

vithin-phrase as wall as b?twéennphrm$e structure. Indeed, the lcvel

of the con~tituent division in an 1C analysis (illustrated in Figurel?

v haghly correlated with the Tibs.

oo 67 ‘
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Figure 11 Data taken from Johnsén‘(1965)'illustrating~the way In
which transitional error porbabilities (T.E.P.s) are

e

. . related to the surface.structure of the sentence.
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‘ o Johnson:(lgés)reports a series‘of“further experiments,.which'show

- - «

i-

hlS results could not be accounted for in terms of pre ex1sting word ‘

associations a}though such assoC1atlons certa1nly can have some effect

[

a qua11f1catlon borne out by Rosenberg C1966) "

-

-

However, it 1s doubtful whether a surface structure account is”™

u

s

adequate. Blumenth21'£1967)-gave three presentations of.a list of sen-

asked the §s to'recall_it. His.sentences were either of the Yorm ""The

L . tences to Ss, and then presented a prompt word for each sévt%;ce and
A\child was warm by the stove" .or "Fhe child was warmed by the stove"
,The.surface'structure of these sentences is:the.same, but,thei4 under—

lying structure.is quite different.' In .the first case,'"by the stove

\.is an adVerb of place, and in the second case it 1s the’ log1Ca1 subJect
. v+ When the prompt word was "stoye" ‘(or, in the other sentences, 1ts

gr'mmaticel equivalent), Blumenthal found that recall for the first kind

o

f T of sente ce was inferior to that for the second. In this case, the base
; .

, structure prov1ded correlates of psychologlcal processes that did not
P >

exist in the surface structure. These results have been confirmed in a’

Iy

z subsequent study;by Blementhal & Boakes (1967).
] . Martin, %oberts & Collins. (1968) presented’sentences that were
either active or passive, of either high or low Yngve complexity, and

J

Jretenthon intervals of 0, 10, 20, or 40 sec. During the retention

29 mecruri

»

e i)

interval Ss counted backwards by 3s.. They found for%etting‘eurves that

were similar fn appearance to,curves for single items like ¢rigrams

"

-

’ - & .
and word, although the error rate for sentences was much greater.

. ‘Structurdl complexity (Yngve depth) was not related to the retention

|

> mdes- won
—
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“then, would, consist of generating a grammatical English sentence that
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interval, but mean depth 1nteracted w1th sentenco klnd Among paspive'

-

._sentences less structural complex1ty allowed better recall; the reverse

was true for act1ve sentences, These results were not expected.

They also found that their results were correlated with dlfferen-

-
’

t1al word form class errors. Martln et al argue that word classe; are

-

d1fferent1ally processed 1mto memory , and that the cules governlng this
selective processing are the rules of grammar. SUbJeCtS -selectively - %/“
focus on key ‘elements of the 1nput string, with grammatlcal structure
acting as‘fhe funct1onal st1mulus which directs selectlon. Recall

I - . . . .
incorporates ‘specifically the key elements. This-provides support f for

Gomullckl position and little ev1dence for either of the otﬂer theories. \»

Mart1n et \

i

A methodological reflection on this experlment 1s\f1tt1ng,
: . \ " .
al, in usino sentenCEs rather than single units, introduce a co

lication-

1nto th% experi i mental paradlgm wh1ch they psed. ‘Particular words) early

words at the end of the sentence,' Crawford,'Hunt;& Peak (1966) h
- . |

shown ‘that retention of complex material 1mproves over time: timé to or-

ganize is important. Sentences whose 1n1shes.are edictable shoul be

. A
easier to remember than se¢ntences which .are not,

i 3 ; [ "' -
: , : '
Summary There are several Ylews on how sentences and prose are stored’
I

in memory, Their basic diffgrences mTy be most easlly shown by a dia- v,

gram,

.

e
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Frcthigure 13 it can he seen that thiere are roughly two notions

bout  how sentences are/entered~into memory one uses a decoding process’
| A ; s P4

) ' ; : . . - 7

d the other an abstrggtina process., The decoding view is held by.

/ . -
ohnson (1965) and Miller(1962). Bssentially it is that a sentence is

resolved 1nto its structural constttuents in some fashion, e1ther into
. i . - .
,kernel s“ntence _plus grammatical tags, or 1nt9 some ”1mage" from wh1ch
’ t

the sentence can be later. encoded (but See Osgood,

!

difference betweenh Johnsen and Milter'is ‘that the:former believes that ,

1968 Pp 515) The--r

.~

all the 1nformat10nﬂnecessary to code a sentence 1is present (as required)
| /

in the surface stvﬁcture, while the latter sees the outward and v151b1e

sentence as a starting poiat from wh1ch to beg1n the sear h for the under-

lying sentence. The abstractlon viéw is hel

by G0mu11F i (1956).and N

Roberts & Collins (1968). Their positioh is thgt the grammar pro-

-

means of 1dent1fy1ng the key words which prov1de the core .mean--

Martin,

ing.of [the sentence, and it is the core meanlng of the sentence and'lt»

v “r .

. is the cote meaning whlch is stored.

Ap far as output is concerped, decoding theories postulate corre- |

. sponding encoﬂ;ng process, and gbstraction-theories necessarily postulate

some kind of construction process.

' -

Y

From the experiments that have been reviewed, it is apparent that as

far as memory 1s concerned, there Ae a fair amount of evidence. Transfor-

mdtional conplex1ty, Yngve complexity, surface structure and predictability

~

(sam nticallx?defined) are all important faectors in acquisition, Whether

they femainfir ortanft during retention is d8till an open guestion, ’
Y 11D g P q . y

e
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| Putting the same point;in‘ofher words: we . have .sesn that the more

predictable the less transfbrmatﬁona11y~compiex,%gnd the less complex in

terms of its surface structure that a sentence is, the ‘easier 1t is to

‘learn. We do not know whdkher or not these same factors affect its Te-,

tention';n the same way,. An immediate problem is that we do not knowl

. W3 -
what 1s stored’ the evidence 1s compatibjle with several views. These

] gonsideragions lead to the conclusion that the chief need of the momeﬁt_ N

- / L . .
is for careful empirical work which wiJl clarify the relationship be

" tween these variables, and.Wh1$h w1ll japply them to as yet uninvestigated

psychol7gfta1 processes.

~
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© .. viflE_PRESENT STUDY = _ -

. e ! b X . : s '
At least three kinds of variables are important in the learning and

remembering. of sentences: predictability, surface structure’ and transs
. ) ‘| . » 0 < - B - . . /
formational complexity. ‘However, theoretical understanding of, and em-

-

plrlcal knowledge about these variables are not abundant, atbleast'from

a psych01001cal point of .view. , Neither is there much ‘evidence concerning

.

, .- ty A

EA

the relations of these three factors to variables that are known\to afféct.

e

learning and rememberino llke the 'length of the Tetention interval, Nor

is there any more eVidence about the relations of predictability and sur-

: LT . '

* face structure and tran§format10na1‘qpmpleX1ty with one another.

-

Queftionsrwhich present Themselves include: are predictability and-

tne “two compl etity variables 1ndependent of one another or do they inter-

/1

act In some fashion, at acquisition, or. during retention7 Are certain

< »
;

words learned mgre readily and does ?fis depend on their structural role?
. / ‘ , I ’ . v °

Are the associapive bonds between words in memory equivalent, or do they

4
/

/

/ h fuyrt

’
, , . ‘ ' ;
Jdi ffer in st;ength? . A a /

-

Broad/fempirical questions of this kind suggest an experimei.c in

which both sentencetvariables and memory factors‘(e.g. length of re-
tention {nterval) .are included. Accordingly, a Study incorporating’
some offhcrp variables has been designed and is described below,

her question arises: how should relention be assessed?

There are dftfferent ways/of measuring retention, and 1t has been con-
| T

)

' . . N
tended thaf {these different methods may not tap the same underlying

processes {Adams, 19071 In particular, it has been argued that re-

N - —— i .
call memork nd reeoanition remory are not thelsame Whatever their

-
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1

" theoretical di fferences may or may not be, they usually 1ead,to,1arge;dif1

. [
ferences in retention. ‘Since the present study is concerned to

establish,
P -

a

if possible, some broad generalizations, rather than clarify minute de-

tail, it seers ippnrtant to incldde both recognition and recall. \

Recall may be free, or'étimulﬁted in some way. Since we are in-

/

.terested in the retention of word/strings, primed recall seems Yo pro-

L]

vide a “useful method for assessing the strength of vérfbus,parts of

. . / :
the associative network by priming selected parts of it, and noting

which associations are evoked. Presumably the evoked terms will be .

there with the strongest associative bonds to the word used as a cue or

-

r

primer. Priming also provides a point of contact with .recognition tests

as in both the S has a stimulus event at thé,retention tééf'and‘the re-

sponsce Jepends on what has been coded at acquisition, and -ivhat Temains \

after the retention interval, - o o

Evidence has been pﬁesented which indicates}thét a'difficulf
pfohlem in research on sehtenées arises from the fact that different
gramnatjcal constructioFé use different numbers of words., For ¢ vample,
the pasbkive construction normally requires two more‘wordé thl; the

equivaient sentence expressed in an active form. Moreover, the number

wof words in a sentence affects the rate of-learning, at least for sen-
[ N I

e -

teices of|seven or less words 1in length (ﬁartln § Roberts, 1967). This.
hetﬁg the case, it was first necessary to-&etermlne whether or not the
nunber off yords that a sentcnte‘contains affected leaf;ing when the‘sen-
tences w&{ of fhe order of 12 or 13 words in length. A preliminary

experiment {was carried out to examine the cffect of differences in word

count and fpund no differcnces u} retention scores for sentencgs ranging

from 11 to 14 words in length. ;

\ - 76 - . (/
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Experiment I

This was a recognition experiment. In ess¢iice it involved pre-

senting an S with 68 senterices (including four buffer -aqd 64 exper-

{st), and

' |
then giving h1m a riﬁqgnltlon test in which 66 of the acqu1s1t10n

sen:ences (made up of 6 experlmental and two buﬁfer sentences) were

)

presented, intermixed with 66 new sentences.

- Acquisition sentences. .These consisted of 64 sentences made up of 8

, )
has been supposed that the passlve transformation requirgs rather more

«

examples each of 8 different kinds of sentence, plus four additional
4 ! \ !

sentences to provide buffer items at the beginning and end of the

. ’ ) C .
list (see Appendix 1), The 8 different sentence types comprised\all N
possible combinations of two levels of the following three variables:

1. Transformational complexity (Tc), or complexity as indexed by the

number of transformational operations required in the translating of a

>~

-

base phrase-marker into an actual sentence (see pp.SO—i}, pp. 37-38

' ahove).f The active and the passive were .the two -operati’ons used., It N

4

-

operations than the active (M111er 1962), and there is pome experimen-
tal evidence supportlng this supp051t10n (pp. 37- 38 abov ). However,
although linguists no longer hold to this view, the empirical questiqn
remains, and it is not yet settled. So in this study passive sentences
indicated high Tc, and‘acti?e sentences were regarded as possessing low
Tc, . _ \\\

2. Sentence prcdi&iability (Prd) Predictapility may be defined in TL
many ways,'and somd of them have already bee‘ discussed (see pp. 14-22

above) In this experiment prediction was defined in terms of the \

77
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realqwor;\probability of the proposition of a sentence."Either the
subJect an@ the predicate could prOV1de an unusual comblnatlon or the

'modlflers.andlﬂhe terms 'they modified. An exampge of the f1rst klnd of

) | . :
L. : . B 4 o
combination 1‘; S : . T
(9) The ugly boss was grandly entertained by the poor cleaner

with'Swiss liqueur.
Phrases which examplify| the second kind of incongruence are
'uncouth bishop', 'rauc us jury', and"cocktail banquet’'.

\one of the sentences were anomalous (M111er & Isard, 1964),
that they did not V1olate an}§;e1ect10na1 restrlctlons that is, there
were no-sente?ees like: B _ o ' -

B (10)»The’hishop sedhced the stone’ ~"_ l .

‘or .(11) The highway flipped his lid

In the first case, seduce is marked + . : and stone is inanimate,
—_— ani mat e I ——= ’
o

'and in the second case h1ghway is 1nan1mate .and his is marked

»

Although the sentenCes were unusual, they Were not non-

+ .
animate

sensical. Their unpredlctablllty lay in the fact that their propo-
sitions, while possible, weie certa1n1y most uncommon. One would
expegt that'predictabillty, so defined, would correlate quite highly

’ wit}«clote or successive gueésing scores.  ° | :

-

=4 3. Surface structure complexity or sentence depth (Yd). Yngve numbers

(see ph. 25-28 above) were used to index surface complexity, which was
. . G

of two levels, simple (\gw complexity) and complex (high complexity).

High Yd or complex senterces had a mean Yngve value of 1.69 (range

1.62 - 1.82), and low Yd or simple sentences had a mean Yngve value of

1.40 (range 1.31 - 1.50). ' 5 >

(%3




v

&

ey

mtm.

STaRrS

e iy

gt e
.
.

4
~,

cxeman

O

RSC

Aruitoxt provided by Eic:

o

s N | 72
None of the sentences shared any common content words (nouns, ad-

. / oy
jectives, verbs and adVerbs). Word requency and sentence length was s .

approx1mate1y equal across the 8<grou S of 8 sentences. The actual
» - ) \
eans dre showkn in leole 6, It can b- seen thd* the passive sentences,

' o

»

on the averjf contaln about one word more tH@n ‘the active sentences

and that the' words comprising the unpredictable sentences are slightly

ldss common thar“the words fror the predicthble| sentences. . With regard -

td letter count, the active, unpredictable and.complex sentences were:

- -
-
.o

s11ght1y shorter than the others, mean number of\letters for all sen-

. A VUL .
tences. was 62.5, the range being from 52 to 75.7 | o -

b . . '
.

Distractor sentences, The d1stractors were obtalaed by sllghtly chang-'

‘ .

I3

(214

the sent ente, or ‘the adverb asSOC1ateﬂ with the main ver’ was shlfted '

,to the froﬂt of the sentenoe The adverbxal phrase sh1ft was denot%d

as ddjao&nr;'intcrmediate, or‘extreme, depending on the mhgn1tude of

i ¢ 3 Vs

the change. o a ' - ' !

.

" o . \
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Sentence Tvoe v
 28ncence (ype

Y

H . -
Active Predictable Simple

"~ o

. -

“Active Predittable Corplex

\ctive Prpredictable Simple

Active Yupre.t. ctable Complex,

v
Passive »rrli:table Sipple ¢

n

Passive Prrdictable Complex

Passive Unpredictable Simple

»

. .t

Passive Unnrelictable Corplex

e
1 = . .
B Voo
\\ © %
» . o
. . \ -~
Vo
- R
- -
“ » . s
o i,
. " o
“a
.
- " -

T~

a

. . }l
.-
TABLE- 6

8 yroups of a‘quisi{ion'sentences.

Mean No.

.o . i N
+’Yngve Value, Content work:frequency (from the Thorndike-Lorge -

(1948) word cpunt), V%ord count, and Letter count means fog the

Mean Yngve Mean nunmber Mear No. -of freqﬁeﬁéyibf
value . of words of letters word of remaining
per sentence per sentence 50/million words (per
- . ~ Or greater million}_
., 1.38 12.0 _61.9 3.0 18
. 1,69 12.1 © 62.0 3.3 16
1.33 12.1 62.0 2.9 14
1 ‘ °
1.73 11.8 57.9 3.0§ 19
, 1042 12,0 63.9 3.6 6
= feod o2 61,6 3.5 16
1.43 13.5 66.‘) 2.9 14
1.65 13,0 64.1 2.5 14
°
s T
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Experimental design. All the\§enteffeé were learned by évery'subjéct;

then one grbup of 72 subjects was given a recognition test immediately

after acquisition, while the 5ecénd group of 48 suhiects, was tested

after a retention interval of 48 hours.

The presentation sequenée at acquisition began and ?inishéd_with
two buffer‘séntences, included tio reduce_any possiblemﬁ¢imﬁcy}recengy
\\ -

. end effects.. A sequ\\fe for the 1ntexven1ng 64 sentences was, obta1ned

[}

by randomly choosing (without replacement) one of the 8 exper1mental

groups (e.g. passive, predictable and simple),_randomly choosing'a
: oo )

) sentence from 'this group, then repe%ting Qhe process until every group
had bégg seleéted once, The procesé.was then répeate& to-selég} a-
nother e&éht s;antencés;4 aqd S0 continuéé until all 64 §entenges;had

: beenvchosen, Fivé such sequences were gene?ated, and an, equal number

.
-
- . 1 ’

-

of Ss were assigned to eacH sequence. 1

For, the recognition test, another sequence of acquisition or old’
N . ' ' " N ’ ) - ‘ - ~ . - '
séntences was generated, following the rules described in thel?rev1ous

-paragraph. Distractor or new sentences were then randomly interieaved
’ > : .

Between the old serntences with the constraint that no more than three

-~ ° . . ’ - ’ 1 4
old or new sentences could appear consecutively. A second comstraint
was that ‘For half the sentenceg the new version appearcd first .Aand

for the remaining sentences the new VbTblOﬂ appﬂared secondb A third

constraint was that at least 35,sentences intervened between the ap-

o .

pearances of the new and old versions.of a séntence

.
\

Although for every old sentence, Wn a list there was only one dis-

¢ .
tractor, any one of & distractors micht have been 5elccted For each

S a.different kind of distractor appéanwdwwith each grodb'of/se‘tences,

3
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SO that for example, “the 8 actlve predlctable and 51mple sentences

mi ght hdve as dlstractors sentences with the verbs changed, whlle the

8 passive, unpredlctable and complex sentences mlght have as the1r~dls~

W

tracters sentences with their, atwerblal h ases > shi ted‘to an 1nter- .
. B . Y .

L . N

mediate bositionﬁ_ To ensure that each sentence type was pa1red at s
<

least once with each klnd of dlstraétor both of the two: groups of S%

were further subd1v1ded into 8 groupt g1v1ng 9 Ss per group for the

. -

zero retention interval, and 6 Ss per group for thev48 hour retention

interval., This between- -subjects varlable is herelnafter referred to

»
[}

as Lists. =, ' X - - . )
_— . - , . .
\V . -

A ~

tence type, to yield a repeated measuréS»design with'the<variab1es Tc,
P / ° i
Prd, and Yd, and qastractor type LOMpletely crossed Due to an unde—‘

t 'j‘
tectzd error in the computer program whlch generated the st1mulus
g
lists, the azbove design was run ihstead. . . ¢ - -
‘- . : - &

| p * « o . . i
Apparatus. . ' . :
" . ..

The experiment was run on the PLATO equipment'at.the Universityn;

.
¥ .

of Illinois. The PLA?O systgm, (as used in this experiment) consisted '™

bR

C:‘ £ 20 terminals linked via interface equipment to a CDC 1604 computer.

Mch termlnal has its own.typewriter keyset and CRT display (television

sdreen).’ The keysc& allows the student to send informatiop to the com- °

puter, and the television screepﬂpresentk information.pregcrfbed by the

computer program. The computer generates v1sual 1nﬁormatlon on one of

[}

two wiy's: by select1n& pTQVlGUblV prepared 35 mm sl1de§,from a central

bank of 122 slides or by plotting dhﬁracters and 1gures on the S's

u
-

. e '\) 82 g

1. It had originally been intended to cross distractOr_type with sen-
. Voo A ? . \‘,- .

’b@

~ o

k.

™




A

4= -\  th sllde selector are superlmposed o# he p's television screen;,

‘ - e | . :

. ' Each terminal is 1ndependent of ev ry other term1nal “and each may -

: I be individually controbied”anl mon tored b the mpaéér. Thus 20 Ss

, - \ 1 . . -
. ' g ‘ f; S

i can be Tun’ slmultaneously, but 1ndepen ent y of one another.r All'in— St

3 ’ | ?, .

. & NEY .

. Iformatlon sthat 'is output to and 1nput rom'an S may be ‘recorded on mag-
S - ;netlc tape. A morepdetalled descrlptlon of the system may be found in ]
(I .o , : :
.. Bltzer, Hitks, Johnson and Lyman (1967), and the references 1ted by :

CE "+ them. - » N

U : . , o

- ' - In the. present e(perlment a computer program presented slldes
‘i
. | g talnlno 1ns;ruct10ns, presemted all the st1mu11, and recorded the *

I g a

. fespOnses wh1ch were entered -via the keyset : ) : °

. ' Procedure. Tne etperlmental procedure conslsted of the follow1ng steps'

’ § - : N o . . ‘Y

1 ' atter. the Ss were seateﬁ at the1r terminalg a series of 1nstruct10n
. ' g ’ - ) - o . . Lo
i slides were presented (see,Appendix'QL,slides 1-5). These informed o
. . them that they were participatifg in:.an experiment on the reténtion . . |

. ~ - L t. . » . ~ . - ® K ‘E ) ) < |

] . L ~ N ) N ., ) ’ ) -

; o of sentences, and that thé¢y were about to write <down and),learn a set o
: o ‘. ’ '_‘ o . ¢ ‘ > ‘ A ‘ (s B . . .'" |
. ~ ‘of sentenges.: O _ Lo ARy Vo § . .

P T . . e [ 2 _ o
o * The Ss. were then presented with thre° practnce sentehces. They L
T R . ~\ ‘ ) | | ) !

3o, - were glven 31 seconds to write down each senténc4 on a prepared form l
S . N \

i i - :

» o . . . . t

N : hthh had been placed next to. their PLATO keyset .Dur1ng this time, a & .

. . . . . w . . L .
N ot sllde (See Apoendlx 2,Asl1d° ]) which said "'Wnyite down and learn‘%his o
< . ° séntence.as qulclly as pbbSlDl&” was dlsplayed¢ Three seconds before a .

f : . ' ‘ \ o

i S - * e -

! . -, the end of the‘presentatlon of ? sentence, the 'wolrds ''three seconds. Lo -

. . v - = \~ i . ~ Ty
i \ N ‘ : . .
: ) T - ! . ' K .. ) . |
&‘ left" appeared'at the bottom of the screen. N
. B . ' . : - v
/ ) . ) ’ Cote e e N %
> 3 . N Q . + . L ‘> PO ] , \

% C Q B ~ N [ - . - . . . v . ) » . b -
Y - SRR : - . o .
g%d : /T 83. A | x

o B L el . .. | , \ ,

l: lC » . . T . . N o .

. L. “ k3 ” PN .\ » ‘8\ N B .
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The reaséns, for making

to en

-First,

' tention to‘every_word.in th

a

and most importantly,
S

*sente
L

L on majer contsht :Ofd: S=dond |

¢ ..
-
»

* using the pattern of words on the

" out over three rows) to'help him learn.

[

t

77

an'S write out every sentence were twofold.

ure that he paid at 1_asb‘§ome@ht~’

ce, 1nstead of Just ¢ nttntratlng :
t

-

prevent {to spme deOvee§ +} S from ..
¥

\- .
F0110w1no the practfce sentences, ‘more srldes wepe shown (see

'reen_jeath sentence had to be written

‘\ . <

!

/[’ !

L

GATEFAY
.
e

g

A

AR

)

+

tences. Each sentence was

the Ss had to ind;cate‘(l) whether

and (2) how EOnfident*they

i

shown fpr'lllsecdnds,

were' that thed& Judgment Wasfcorrec

. AppFﬂle 2, slldes 8—9). “These checked that| the Ss understood the pro
3§, - cedure and prepared them for the main -cdul jtion list, comprlslng the} .
'; _ ‘64 experlmental sentences preceded and olloﬂ\? by two buffer sentences-
.} ) As 1n the'practlce tr1als each sentence \was shown for 31 seconds ‘and
.g _ the warning “three seconds lef' was dis layed ghree secohds before V\ ’
1 : . . | : - ,

S the end 6F»each presentatibn. ) T ¢ R

T | o e
u%‘ A ' At the retentlon test (e1t er i ‘ediatelv.after'or 48 gours later),

s RTINS : \ :
% . fo£IOW1no more 1nstr§ct10ns (see| Appe d1x 2 511Mes 10- 16), he §s‘were
A -
@; g - presented with-a list of 4 pract ce*séntences compOSed of twd of the a
N , N . :
\ -.practice ﬁentences learned \u

at acq 151t on and two new (distraftcr) sen-

-

- ‘ L]
and for eachjsentence \ o

\ ,
or not the sentence was old|or new,

The flrbt Judgment wgs made by pre551ng one of two keys (corres-

ponding in positlon_to-Y and~U on a normal typewr1ter) covered by key-

caps with the leoendS'”oldﬁRandi“new” respectively oneth%m;

Y

Judonent Was made ‘be pressing o e of 'six keys (cor

[IEY .

‘to}%32)3,4,5,and 6.on a normaL‘ ypewrlter) numbere

[

During this time a background

i

The second
Fsponding in position ‘

one to six,

instruction slida| (Appendix 2, slide

) .
v » . . .
v




AR it 122 LAY ‘
P . . .

R o

v e ey
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v

‘o

b
] was wnitten over the App opriace nuiber on slide 17, The process 1s
illustrated in Figure. 14 B p - _ . .
As at acquisition, three seconds before gach’ trial ended, the warn-

@ .

14

~desi1gg. One further constraint was that the-four buffers were presenfed

-~

1

. their fudgment by - glvgﬁg a r&ilng on a six poxqt scale: If 1t 1s*the

| - 78

. y ‘ 4 .
17) was shown on the szreen. UWhen key "old" |or ''new'" was pressed, the

word OLD or NEW appeared on the screen, immediately below the test sen-

tence, When either of keys 1 2,3!4}5‘ or 6 was pressed ‘the string XXX

-4

3

Lo - . CeP

o

ing "three seconds left'" was projected at the bottom'of the screen.

Following the practice sentences, it was ascertained that the Ss
L . fudh

had understood the progedure. Then the recognition test proper began,

3

during which 132 sentences were presented, 66 old.sentefices and 66 dis-

tractors, intermixed as described above in the section on experimental
g |

Y L p . »
first_ and then the 128 experimental senténces. 'The reason for this was
o ] ;o o o L L
to avoid_aqy perturbation *dut°to initial. warm up .effects, and get the
i o ) . E ' ' ) ¢ o T .
Ss started on the test run, = e 7 e
Results ~ - R . .
(( ' ) . ) . 7 »~
The Ss judged edach sentence towbe e1ther "old" or 'mew', a.ud then

- . v. .
©

expressed the degree of confldence that ~they had in the correctness of -

-

- 5.

L I3

&

case that Ss are capable of assessing the accuracy of their responses,.~
9 - '(7\ -

theg/utngﬂln thelriconfldence Judaments should pr0v1de smore sen51

tlve measure q the stmen&fh of the nerory trace than .is p9551b‘e hlth

only binary (olﬁ/nehL re>pon>cs For &xampﬁz a corregct JUngeﬁt agout l

\
which the §_1s*h1ghlx confident would Jndlcateaa-very well,remémbered‘

1tem, but an-incorrect juslgment about which the S-is highly leonfident
'v . P L‘ v A o . ‘~ . . °
would 3ho& thdé the 1tem has been ghoroughly forgotten.

\7 ‘ N K

4 -3
e




Indlcate whether this sentence is
"o1d" or 'new" by pre551ng key “old”g
or key mew,'"

THE TALKATIVE JANI TOR
ACCIDENTALLY SHOOK HIS MOP INTO
- THE PROFESSORS FACE

OLD

o

Indicate how confident you are that
your response is correct by pressing
~one of the. key , _
1 -2 13 4
(completely {(moderate~ (not (no idea)
‘certain) . ly certain) very
certain)

Figure 14, This f1gure ‘shows the TV screen as it mlght appear

to an S after he had judged the sentence to be old,
and judged himself to be moderately certain that hlS
flrst judgment was correct.
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‘rect new sentsnces

*

: - : ‘e B : . :
Apart from persuasdve 1ndepepdent evidence that Ss are able to,

evaluate ‘the correctness of.thel fesponses with considerable accuracy

(Adams, 1967, Wearing (&hpubllshed)), the resultslg% the. present. ex-

periment also suggest that confidence judgments are related to the” .,

-

4

strength of the memory trace  For old (previously learned)-sentences,

]
v

it might be expected that corr

-

ect judgments would be'made-mafe"ednffL

dently than incorrect ones, since the trace of any old sentence_wopld_ -

still possess at least spmé strength, which would mean that an S could

not be confident that he had not seen the sentence before, Wwhereas he

i
v

" . could be confident that he ha& _ Inlfggff the mean coﬁfidenpe rating =,

—7

for correct old sentences was 4.74. whereas for incorrect old séntenges, :\
- N € . 3

‘1t was 4 02, The difference is highly signiflbant.

-

case of new sentences, an|\ S compargs the input (a new sen-

+ancen) agalnsr ‘similar (the corgesponding old sentence) but slightly
: At :

3

d1 “ferent sraces. The slight mismatch could be due to either the test

sentence being actually new, or to an.Wmproperly remembered old sen-

tznce. In neither case, however could a match occur., It foll:is that .~
. > . o !

the discrepancy in the amount of c nfidence for correct)and incorrect

responses should be rather less for| new sentences .
. ' 7

. i
rect new sentTnces the mean rating. was 4.43,

.
-

s1gni ficant

Tn fact,

-

4

I
i

for cor-

the mean -confidénce ‘rating was 4062: and for|incor-

. The difference 1s ighly .

'

. Response latency may dlso be regarded as an index of trace streng h

# -

Ty

(Adams 1967,

and 1f confidence estimates are also a valid estimate o

trace strength, then fhey should be closely related to fesponse_ latencies.
y : ' . 3

(n this casc the latency reasure, 1n question -1s the time delay between

-
\

* / L ) - ’ l T
- : ,
. J‘ .

.
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IS

. the appearance of a sentence on the screen_ and the pressing of the
. - ' . . ' [
"01d" or '"new" key. In Table 7, the mean latencies for each level of-

confidence are shown - Ciearly correct responses have faster latencies;

and the degree of confidence 1s.very closely related to response latency.

For these reasons 1t seemed that $ s confidence judgments did re-

-

flect the stréngth of the memory trace and so old/new résponses and *

-
.
Y
.

confidence judgments were combined as shown in Table 8.

o

In drder to have an approximately eqdzl number of cases: in each

categgry,_categprles 2 and 3,

and 4 and 5 and 6 were collapsed as
. . 4

Q.

shown 'i1n Tabie 8, Each S was then assigned évscore for each response,

"ranging from 1 é% 6 (see Table 8) depending on both hl: old/new re -
7t

sponsb and his confidence estimate, Id eftect, the binary response

e o . ,
— . o
P . “

was fur:her dlfferentlaned in order to provide a more sensitive
nﬂasuve of the strength of the memory trace

One problem with expcz1ments of this klnd kb tth of xeSpuni

bias, that 1s dlfferences_in ‘the tendenc1es of_lndlv1duals;to re.. .

spond tLLhLI‘”Old” or 'new". One s, for example may be willin. to

reg;rd any sentence as old unless he 1; absolutely sure. fhat ‘he dld

- - '

not see the'sentence before Anothﬁr‘§ mqy~ad0pt the reverse position,

. [ . .. , ) : C )
However, 1t |15 possible to conmtrol for the idiosyncratrc biag by the
, 1 L -~ . k . K . ) -
use of a repeated measures design,which ensures that any particular
! . ' . ‘ -2 “_ LXY

S s bi1ds 1s distributed evenly across ali levets of the within-sub-
- ' N l ) )
jects varigbles,

In the present experiment, response bids was con-

trolfed tn this fashion

-

rhe score deJcrthd in Tyble 8 were ana'y:ed“hith~a series of Bk

¢ - _ ;
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§ : Latrencies for the si1x dufferent levels of response contfidence -
i 7 .
0 ; .
»
b ) - ’ : L, ’ -
‘ Confidence ievel 0% 20% ° 40% 60% 80% 100%
- : . T *
Latency 6.84 6.59 6.61 6 34 5.98 5.34 .
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TABLE 8

m——— N
- -

Distributicns of Confidence estimates and the weights
. I ’
assigned to confidenie estimates for subsequent analyses.

-
-

’ [ \ e
Response . "Incorrect _ - Correct”
Confidente High Low Low ‘ High
Category i 2+3 4+5+6 - 4+5+6 2+3 1
Ass1gned |
we.ghts 1 2 3 4 5 6
frequency 1771 - 2600 > 1506 1747 - 3967 3474,
\- ‘ -
| . . ,
A - . N - L N - .
. N )&-*-,
® R .
es ¢ ! ’
- v -~ - ) v .
- .t .
N " ©, ’
™~ & -
< o ‘i »
[] 4 ! [ 4 . Py - -~
% .
R 4 .
¢ wt e
Y‘ ’ .
o ’ B #*
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. Q analyses of variance. First the responses to tﬁe464 old scntences
E were analyzed, then the responses to the new sentences_  and finally, °

- A
N . N

analyses were run to determine whether or not'the nature of ‘the dis-
g

. RN
tractor had any effects on either the recognition of an old sentence

RS

2 or. the dete;tlon of a new sentence.
a . “
The first analv51a of ‘variance was- carried out on- the resnonses
4§ e to the old sentences., The completely crossed design Hnd two between- ,

. : .
i

subject factors retention interval (RI) and Liyts (see p 62 for
ddScription), and four within-subject faqtors; z

raqsformatlonal com-+

‘i ! olexity. (Te), Prédictability "(Prd), Yngve depth (Yd) and replications *
‘ ap) Ihe_transformed score described in Table 8 provided the, de-
- i . - iy
§ . - hendqnt .ariable.. The summarv table is shown in'Table 9..
" T' | : — S
© * . - ) . - . . ‘.
o % 0f the pawn effects Rl jwas highly significant (p -.001), as were
' o o - ‘ ' ~ : 1
. . wrd p v.53) and Yd (p- O0l). Neither Tc, Lists, nor Rep was signif-
; o T aoLt . .. . ,
. _ azant b nol sﬁgn;rn;an;c of Lists 1ndicates that-the recognition of
:: ’ " ) : ‘e . 4
R “an old sentence was 1independent of the klnd of dletragtox w1th which it '
’ Was p;lrmii that 1S .sentence type did not interact with dlSt[u wor type.
k -~ -
L .. 1hé non >1gn1tncance of ch indicates that there were no overall effects
M ~ " P
' " Se T o . o .
& - ., --due-tg list position, it made no difference whether a particular sen- .
@ L . R . . .
<5 tenge-"tyroevwas 1n the first, middle, or end position. ' Interactions .
. . - a . . . Y
-} ’ . o : i . ’ o
v wrth Rep were hichly sign:ficant in two Cases. Iﬂ«the case of Re X
; a4 anty
. R ) - ’
s [N P z ) . v a -~
: S Prd;(p"erOL} the lﬂt”'dutlon “was due to the fact that the dlfference’ s
. © “°,hetween predictable and unpredictabie sentences 1n the same l1st posil-
P T e c ‘ . " -
oo ., tion were-difturent across list positions. That 1s, the difference 1n
. . P .
) . \X\N;c:rcﬁ.huth:;n the first predictable and the first unpredietable sen
n . . } . - | - - . ~
‘s AR ~ . 7 .
' tence was net Mg game abh Thy J1fference between the third predictable’
i - 0 . : : . . ) S 4 ) . .
: ‘ 91. : ‘

o - | o S o ;
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( | . ) - TABLE 9 S - o -
5 | . | - Analysis of variahce S_urm;xary Table: for old sentences. ’ AR '
Sour«:t‘: ‘ D.F. Surs of Mean E : Signi ficance' - . 9
a Sgu:‘g_res ’ Squares Ratio %L.g_!g_}_ L & 4
‘RI - 1 1149.99 149,99 12,07 - .00l VAT
Lists 7 ' 114.02 16.29 Talm -‘n.s.."u . "4
RIxLists 7 163,70 9.10 I3 - n.s.. ° ’
Ss, 104 120272 12,43 . .
¥ Te 1 1,18 1.18 .36 . ondl ]
- i RIXTC 1 12 17 04 [ s, : r
» =+ ListsxTe 7 51.35 7.38 . 2.22 Q5
RIxListsxTe 7 19.59 2.77 .84 n.s.
Ssxic 104 343.82 3.1 ,
- C oerd : 1 41.86 41.36 14.72 .0005
S RIxPrd -1 L.32 32 ( JA1 0 nus. o
ListsxPrd  —.. 7 14.45 2.35 .83 n.s . '
RExListsxPrd 7 ?/.99 ) .28 .10, n.s. : e
. Sswrd 1104 295.74 2.8 ¢ ' _— |
Yd 1 18,90 18.90 7,17 .01 . 3
RLxVd ‘ 1 6.40 6440 . 2.43 " nls. ]
Listsayd 7 . 23.02 . 3.29 1,25 . " n.s.
RIxListsxYd 7 8.02 1.15 .43 n.s. . .
BETIVN 104 274,14 4 2.6 - )
Rep 7 37.11 5.30 ©1.95 n.s.
3 . .RIxRep 7 40.08 5.73 _ 2.08, .05
' " Listsxiep 49 144,24 2.94 1.07 " n.s.
i “RIxListsiRep 49 104,45 2.13 77 n.s. , ;4
. SsxRep 728 2002.42 2,75 _
TexPrd 1 13.75 13.75 6.04 .025 .
- RIxTcxPrd 1 16. 24 16.24 7.13 .0l T
" ListsxTexPrd 7 19.59 2.80 1.23 ns. ]
7 RIxLis®s - «ToxPrd 7 25,46 3.64 1.60 n.s. v
.l ’ sixexbrd 104 236.81 2.28 - s
. - ‘ RS p
Fy ' : v
L
: ' . b v
. .
| . '
{ ] N )
! i i’ h ¢ , )
- . 92 . | v
Q ) . \ ) : &
p \
\




1 o~ T~ " B L T o
v;f' - ST ) - ] B . I e
R e ) e, . L o : . ’
v . : . .\ . 86
( - , o ’ R . TABLE 9 continued | I O T
. . Source - - D.F. © Sums of Mean - F ‘Significance
‘ — .- R - . Saui:es ! Squares ’ Ratio o Level .
: " Texd T 1 , » 200 ¢ . .20 .07 . . dus. )
T RIsTekve T L - .81 Co L8l .28 s,
. © ListsxTexid R 14,496 * 2.07 2 & s, .
: RIXListsxicxyd 7 ©10.06 1.44 " .50 a.ss S
) Ssxfexyd. .o . 104 297 .82 2,86 ' ,
. ‘ fexiep | 7 20,60 T2, o 125 n.s. . :
‘& - RixfoxRen , © 0 - 7 J0.34 1.48° 0, . .83 ' ns. o
' " ListsxTcxRep T 161.50 3.50 1.49 Rs.
3 PIxListsxTcxRep 49 109,65 2,24 ., .95 n.s
! SsxTexRap © 728 1719.40 2,36 .
prdyd I . 1 7.52 "2z 1dos n.s
) RIxPréxY'l 1 17.07 o . 17.07" 7 7.13 .01
i LisrsxPrdxyd’ 7 22,05 s 1.37 _ns .
) PLXPis s xPrdxsd 7 2098 ., - 3.M 1.3} n.s
oy c Coseonaae SUTEE- FEN T -
: : Lirddiup 7 $H.A80% L= 12,35 5.33 .00a1
s . PraTedvnen 7T 7 7T s B Yos 1,49 n.s%:
i Prstsslesgs o S 1 e’ . 307 132 ns. .
: T 5 1412 3,20 1.42 n.s '
Coordaes " 724 CleNs.en L. L 2,37
T vbrday ! ’ ! C.ta3 I.18 .41 n.s.
' CoalirexPriael 1 G, 45 6.45 2.26 s .
: . CatsCobrdcnd 7 Mz 3.45 .21 n.s. *
DI it arionedavd 7 1ar 2.17 4 .76 s,
L st Te xR rdRY 08 . 206,19 2.8 1 .
i eaPediin 2RSS D B 4.07 1.73 n.s
: Yoewedaen o 70 s0.20 5.17 2.20 0s
st xTegirdvien ' 49 1:}59.;1’) 3.25 1.39 n.s
; ' . Tixlisty ol et eyt Bt , 2_)1:37 : 1.93 . .82 n.s, '
£ Soxbiaras o opixten L 728 1710, 20 2.3
| e . LT | RS 1.35 187 ° n.s.e
; v ToardxRep 7 e 11.6) 1,07, 72 : n.s
Pietsyideten. .49 151,52 7 2.63 1.15 n.s. '
. .. :
i . — :
. ) : ° R
< ;‘,, l
{ ’ , .o
. . ,
gl 93 ) ” (
. . L
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8 TABLE 9 continued -

(== 2. ¥4
v

- Source ) D.F. Surs of Mean F i 8i gni ficance -
: ’ Squares Squaréds Ratio - Level

3 : . -
"‘} . . RIxLi~tsxYdxRep 49 158.71 3.24 ©1.3 n.s. '

Ssxvda"ep 728 1096.02 2,33
' - . '
g Textiviep 7 60.56 8.65 3.90 .0005
RIxTcxvdxRen 7 7.96 1,10 .50 n.s.
CListsxtoxivdxRep . 49 180.87 3.69 1.66 n.s.
§ T AxbistsgToxYdxen 49 46.50 '.95 . .43 -
i | Sesloxydx?en . 723 1614.33 - 2,22
) Pravyiven A 27.73 3.96 1.71 " n.s.
7 . .
§ Al cordxyd«xPep 7 13,78 4 1,97 .85 n.s. -
Tl imdar it 9 170,71 2.68 . 1.6 n.s.
. \ L
] Riatietaa?rds lalep 49 ' 82,10 1.68 .73 n.s.
i Sl s 728, 685,60 2,32 S :
Fextr! vixien 7 32.78 4.68 2.10 .03
. 6 .

‘»\Iﬂ;‘x‘( S rdxRep n 5.506 - 7\'9 ot . 3(.) . n.s.
ListsxToxPrdxydxiep 9 193.85, 3.9% 1.78 n.s.
RIXListsxTexrdxydQRep 49 112,50 2,30 1.05 n.s.

! CSexTedirdxvdag e 728 621,92 2.25 -
] . “
5 ¢ ) . 3 ) [; .
{
¢ ! A
§ “ S
L' ., .
f n - .
- \
\
- ’

: -
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-;?" wKich was also highry'significant (p< .0005),

N tn Table 10, and the means for the significant interactions only are

DXl

w4 ‘ 4 T
S A . o ‘. 88
" ¥ -und unpredictable senfences., Of course, the order of the sentences |

Ay

e was quite'ar&itrdry_ so no zmportance should be §ttached to the inter-

™

action. The same. reasoning accounts fop'thé Tc'x Yd x Rep interaction,

. K . .
The means, of the main effects of the varxous'factors are shown

.

o

shown in Fables lla 11b, and 1llc. - ' o

o

Ther was ‘a 51gn1f1cant decllne 1in performance over the 48 hour

) ‘ .
retention pErlod {p < 001) unpredlctable sentences were‘recognlzed

d

better,than predlctable ones (p < 0005), and 51mp1¢ sentences (low, Yd)
. 8

were detec;ed more accurately than complex (thﬁ Yd) ones Cp <.01). The 4
. » . * ﬂ )
actual rrag*.utudg of- these dlfferenues was’ very small. Ihe percentage-

R .
" R \

ot F“SDDP:L: correut for eagh level of the main effects is shown in "
[T - T, - L’ Y .. . .

Table 12, - S " e . ; . .
;0 . ’« * - ) N ’ c . ) r4 ) R to v

Brodictabriity and trans formational complexity inte?uctedﬂLnlfﬁat

3 . . : .

. active predictaple sengences were not recognized as well.as passive
N . o i ) ' . .

. T e 8 ! T . T )

predictable sentences, however, ‘the relationship was zeversed tor

7
-

" inpredictab.le épnﬁqnces. iTwo 51gnif;cant fnteractlons occurred only
¢ -,p".‘,h M “ T

in then48.hour refenflon dfoup one hetween Te and Prd (p <.01), and
. the other between Yd and Prd. fn%< 01) . " . -

»

Ine segond analv 518 of varlancn was carried out on the re:pqpscs

1§
L]

to the new sent ences/\\The de<1pn was' the‘same as Wor the first
- k . - . ‘Y
. analy51s,;and the sumndry tabie i's shown in Table 13 below. Of the

.
-

*main effects, RI was highly sipgnificant (p « 005), as was Rep (p.0001).
S ' b . . . ' '
Lists was signrficant to a lesser depree (p -.025) None of the other

L . ©y

Y

rain effects, Tc, Prd, and YU, nttalqpu 51ﬁn1fxcuncc,

Vi . . . . .
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: ~ TABLE 10 . .
) ) . .
} ; . ‘ Means for .the experimental main effects,in -experiment II
(old sentences]). - A T . A
v&»
o . » N
o Variable | Ledels , Means Signifi_caniie. of j
/ ' A ' di-fference
Retention [nterval 0 his ° /” 4.'28 ) .001 . : .
C 48 hrp - - 4,00
P - Trans formational / Active 4.16 n.s.
N ) Comlexit ’ ,Passive 4,18 : . ) »
2 ’ .- 1 i
Prédictability . Predictable 4.10 - .0005
? ’ ‘Unpredictable 4.24 ' !
[ . - .
' - |
RS X .
i;l . Yngve depth . dSi.m’;ile N T 4,22 . N
' Complex 4.12 ‘
| - , ' w |
i '
{ Replications: ?1 4.18 _ n.s...
2 4,21° v - !
. 23 4.14 . ’ ‘
! 4 4.33 : ' .
: . 5 4011 ' _ ST ) .
6 \ 4.17
i 7, R 4.10
' 8 ~4.12
A L. -
w .
i . :
A .
| ) : 7 A
." !
. 3 L ) 3 ' ‘
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{ . o - - TABLE 11 -
i o " Means for significant- interaction effects afong the - .
experimental variables in experimentiII (old sentences). ' ~)
| s m———
» v S ~ ' '
i " : (a) ‘
,gv o Tk a Predictable' Unpredictable | . Significance
i Active: TUowlos RS 4270 vy ToQEs T
'7§” o Passive: 4,15 B - 421 o)
i R . A (b) o .
% o - ® hr retention interval- 48 hr retentian interval . .
i : . . _ T  Signifi-
Prd.” Unprd Prd . Unprd cance
§ © Active: - 4.20 L4034 381 4.17 . " .01
. Passive: 4.23 © a3 4,02 - 3.98
4 | ' |
: /
v .
. i . ) ) " .
| - ©
'z 0 hr retention interval - 48 hr retention interval
] E - _ e : R Signifi~
'r\ L Prd. . . Unprd . Prd . Unprd ~ _cance
, Simple: 4.22 4.40 4.08 4,09 . .01
S Complex: 4.21 o431 3.76 | 4.07
i lu R

‘o -
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{ 3 % CTABLE 12 T .
. - . ¢ ‘ . °v A\ . . ‘y:
i RS : : . o L fa T .
d . . ,_Percent'aie of responses correct for the£maiﬁi'e-xpe»ximental.?gﬁ -
t y N . - ‘. . : ) . £ . Qo )
- | -  effects for old scntences. v 1
. "'\,_’1 1
1. B K B . Vn
: 0 hour retention 48 hour re,zé:idn L
T Active 69.1 ‘ 62»5
4‘} N 'Pass)lwe_ 699, \ 62.3
| © Predictable 68.1 60.2
_ . - R-] . . \ .
g Unpredictable 70.9 , 64.7
’ : . .
« - . ] ! :
e ‘Simple e 69,7 64.5
4 . o . ) . -
A . Complex . 69.2 60,4
> . . ‘o
’ : "::‘".. ) R . 4.
1 . -y -~ Grdand Mean. 69‘:’? .62.4
_ v .
. _ R
1 , L ) . e ” .
. o
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TABLE 13

: R L e ' T :
. B 4’3: 2 - " Analysis of varjance Summary Table for new sentences

) . - o :.',.; Lo ’ Cy ‘/ ‘ . . R - A
. . \ . >y i - .
el _ b “'Sums_of Mean | FooL Signi ficance ,
- B > Squares ' . = Squargs; Ratio #7 Level" :
L RI . . 1 136.50 136.50 - 8.84 .005
Sy Lasts L o7 29T 42.54 2.76 .025
fﬁ% T, RIxiists ... 1 . 17329 10.47 .68
. o Yiss o 103 . .1605.56 18044, 0 T
i L - ¥ . , ‘ . ‘ . .
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RixPrd - R

ListsxPrd. R A

PIxi@stsxprd - ;7

s Ssdrd
¢

Listsxyd -

M - ) .-. S . -
RixLisnaxvd : ) T

asxvl
- -

-
o

Pep Lo 7

_’I'RIxRep.:’j’ e 7

Lists xien .t
RIXListsxRep
- 8sxlep

f., ‘ Tcx?rd‘ . . '.'1 . 1
S RI¥TcsPid - .
ListsxTexPrd : .

RI#Ljsts <TexPrd 7

ististh’[‘gx?’rd

P

TexYd
PIAT: x¥d

ListsxTexyd

’ »
~

e
N

W 46,14

| -,5’ 62.42
337:47"
4.85.
30.53

71.09
21.85
5417.01
1sd
Cegy
'39.93
21.55
. 263,07
179.33

g 03B

178.03

v 164,99
- : S

" 2582.01
C -‘2.7'4v
565
11753,
136,70
514,22

) 10\.9’..

) 3
o 23

2 .
177,03

8.92
3.24
“s.85.
30053
10.16
3.12
3.29 -
1.54
.94

3.63
5.37
3085

w

~

1.48
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.95
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TABLE 13 eofitinued
\ ': ) . R : ,
D.Fs . Sums of Mean . | “.F . Significance

Squares. - .

Level |

249.80°

7. 4459

36,58

Squates . .
6.37

" 2.40
4,37 -
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g
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RIxListsxTcxRep
SsxTexRep
Prdxyd

PIxpod xYd - -

ListsxPrdxyd

)
nixdistsxirixid

- SaxPrdxdd

Frixgep

Bk tnsl vldaMen
SyxPrdten
S ;{’v .

. . ca

My ) . ] t
Soxiaabroend

Lictsxrordadd

RARN FE] PN fdtrdxyd

- !
RTINS R

Te &rzdxten |
vaeP

Listsudoalednlep

I SRR
Lredd ol

oaldsteTexPraxiiop
: ‘

SaxlistsxTeaPrdxlep

s ydEdan

oyl

LeotsxYdyian

Nialies anbop
Liidailen

104 L 303,78

7 22,99
-..19.81

157,87

40 112,61

o 1910.78

1 Tt 3,63

w1l 3.9

7 134,76
7 13,43
104 230,42

7 33.29

(713

. 17.21 -

& a8

49 133.93

728 . . 1830.71

7 €7.54
7 31,1
19 182,473
13 7T

1521,33

3.63 1.58 n.s.
n.s.
.0001

1.25 .83 n.s.

L4689 1495 n.s.
3.12 1,2 n.s.
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SeVeral 1nteract10ns anOIVlng LlStS were hlghly 51gn1f1cant. Inp

. éeneral such 1nteract10ns 1nd1cate that. dlstractor type 1nteracted

o, y
.. \

with sewtence t)De, in other words, whether -or not a new sentence was

detected 301nt1y depended both on the klnd of scntence that is was,

and the dlstractor foyn in which 1t wds expreseed The means for the

.

. "_ .
main effects of the »ar1nv yariahles zre shown: 1h Tqu1° 14. ‘and th:'

s oo

g B mean§‘f6f‘fheﬁ§i§ﬁif4can in erac I‘ﬁ‘ﬁf“*ﬁcwn‘inﬁTabiES‘ts-_

N o

~and 15d,

-

/' As with the~de éentences, detection of new. sentences becomes
/ o /
ﬂes> accurate over the hS heur retention interval, However, sentence

£
tvpe has nc c*fbct on dOtCLtdblllty. From TabIes ‘14 and 15d it can be

/ v
»

' . A . . ’ :
seen that the detectlon of new sentenccs 1mproves throughout the course

» - N

of tne last, Fors:the 1mmnd1ate retentlon groups thc-improvement starts -
- . § : ' : N
strdight aua,, and fcr the 4 hour.retentlon,groups'lt begins about half. -
N ’ s - ’ - » ] . L .

way throuﬂh.the 115t. No such effect occurred with' the vld sentences.

N8l - - , .
i

"Predictebility interqcted strongly with retention interval, and

weakby with Yngve“ﬂepth,ﬂbut Yngve depth did 1interact gquite streagly

‘with transfermational complexity. Unpredictable scntences were dif-
N - . . . ‘ca B ) s

ficult to detect both after 48 hours, and when they were complex (high’
Yd). Active-complex and Passive.-simple sentences were detected morg

easily than either Active-simple or Passive complex sentences,kandithis

resnlt parallel& one obtdined by Martin & Raber ts h Lolllns (1968) .

£

+ The absolute dlfferenccs were very small the percentage of re-
sponses corfect for eachtlevel of.the main effect is shown in Table 16.
In order tp,look directly at'the effects of distractor type on

recognition, tiwo more analyses were carried out. First the effect of
Py S . . ] - :
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CEN T , Méans for the 51gn1 flca,ln&mteractmn effec'cs *
o s among, the ;expermental [vanables in expern.rp TN
e AR # I1.:(new sentence}s) RS S
. ; :”- ‘:. : .:»., E . . «
.,_“‘ e ’/1 . < i § (a) .. : * - . f
, # “'h, N e . ,“.-’ . . . . . .
E - " LT ¥ PredlctabI& “Unpredictable .S1gnificance .
. 0 hr retentwn V-T-Tfé. . 3.65 . 3.80 ' 005 ,
g s 4’8 hr. retent:mn _:'3'.25.0 i k\s Tt z.40 o
: _ - : . ' "
L A P e Ac‘.tlv'ef V ’ - Passive - Significance
A Simple . 3,52 / /- 3.68 .03 |
+ Complex 3. 6/1 S 3.62 '.
2 ) ) ] e
, « v (e) j:_ . g '
3| Predictable Unpredictab_je Sigmificance
2 Simple -/ 353 . 367 .05
( ‘ / ) ‘
t Complex &/ 5.65 3.61 A
it IR A C(d) ’
i A 0 Replicatlohs f - ' Significance
e A S T - TR
D‘hr retention 5,953 L 3453 74 3, .88 0005
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dlstractor type on the’detectablllty of old sentences W1th wh1ch ‘the

R o

partlcular k1nds of dlstractors were assoclated was examlned and then

I L

e the detectabillty of the dlstractors (or new sentences) themselves, as

- - -

‘a. functlon of wh1ch of the 8 kinds of dlstractbxs they represented was' g
1nvest1gated In the analyses of varlance the de51gnvwas the same-as
for the previous analyses, except that three w1th1n subJect factorsy Tc,

Prd and Yd were replaced by Distractor type (Dls) “br the. f1rst anab

y51s,”that of old,sentences ‘each sentence is categorized accordlng tc

the dlstractor type of its correspdndlng new sentence._ For the second .

ana1y51s,'that of new sentences, each sentence 1s categorlzed accordlng

T

to.the-type of dlstractor that it actually was.-” N V'j15{x ﬁ'“'-f; *

The ana1y51s of var1ance summary table for the olA sentenceswis
not shown. The ma1n effect that 1S of 1nterest d1stractor type, is’

not s1gn1f1cant ‘ Apparently, the type of dlstractor asSOC1ated with’ an :

old sentence made 11tt1e dlfferench to whether or not xt'would be cor=- ;.

Zyr ety
T

rectly recognized, S ' ' R -
Of rather more consgquence are the results for the new sentgnces,

the dlstractors themselves. The. analysis’of variance summary table'is
shown in Table 17. Many of the source 11nes are the same as in Table 13

~

V/[ Fhe new mawn effect, d1stractor type is hlghl) 51gn1f1cant ‘(p <.0001).

Rep ig 51gn1fcant (p <.0001); and there are several 51gn1flcant inter-,

actions, The means for the main efiects, and 1nteract10ns,~art shown

A

in Table 18a and b, as well as Figure 15,  There is a.51gn1f1cant bis -

x Rep interaction which indicates that sentence type and‘distractdr

o

type i1nteracted together  The interaction between ngts arid Distractors
. ‘ . Y )

. . B L ) p

-
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'1ndrcates the same phenomeaon. I T ﬂ,~ j . »ﬁf v'.A R

,poor detectablllty of changes in the verb

. of changes 1n the obJect and 1A extreme shlft

ol
ot X

§ . Lo RN . i

0veralll the 51gn1f1cant effect of dlstractor type 1S due to the ;;
Y AT
and the hlgh detectablllty s

] -
Y .

in»the position of,the S

. L4 B . .3 .
However there is a strong i teractlon with- retenu'

' &

adverb1a1 phrase,
int e~uaLT*-AfterA48MhoursHrhere41s4llrrleadecllne_lnaatheadetecta- »f

+ion
t1on

[CYRr.

i

) trary to the case of old sentences, the detectablllty of'new sentences_

o Experlment II o : - S S

_blllty of dlstractors w1th word change 'but a con51derab%e and slgnlf

_’ (p <. 0001) . | "'» T

‘ 1mpro»ed throughout the llst
: 51stent for all dlstractors

to unlque 301nt effects of sentence and d;stractor typesi o ';il'-f

. An examlnatlon of thls table’ fails to yaeld any systematlc relatLon-“

rgretentlon test the Ss Mere glven cues, or prlmers, and. asked to recall

1cant decline in the detectab111ty of Word and phrase position changes

- . i N
~ - , . Y

L .

The slgn1f1cant var1atlon due to rep11catlons suggest‘that con-

However thks.phenomenon was not cor?>
"‘r‘a . Lo

Agalﬁ’the 1nterdctlon 1s‘probablv due | .

[n Table 19, the means for the Dlstractor type x Llsts 1nter A

o
»”

actrons are_ sh0wnq; In add1t10n the sentenCe type 1s also 1nd1c=ted ¢

ﬁ:‘\ N

) 'Q

5h1P: certalnly no strong relatlonshlp between partlcular sentence
tyep and dlstractor type comblnatlons appear° AR e

N : B : .-

P N .
"X‘E - » -ﬂ'* A
-.:~.—£3‘.: oo

* ’ . . a

In thls experlment cues werg used to prlme recall It was sim--

ilar to the second experlment in that the Ss were presented w1th 68

. r

sentences 1nc1ud1ng 4 buffer sentences durlng acqu1sltlon but for the

’
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_;Acquasztion sentences., These were exactLy the same as the acqursltlon .

' sentences used in’ experlment I. f . R }(i-, ‘..”

remalnder oc the sente

\

, » . - . -
e . - N .
ST s ¥

e, .
B v

Prlmlng cues. There were four poss1b1e prlmers for’ each sentence' elther Vo

~— PR N

the loglcal subject (plus adJectlve), uerb (plus adverb) loglcal obJect

° &

(plus adJectlve) or.the noun (plus adJectlve)'from,the adverb1a1 phrase.;i

oF

| Emmts e

daest wsy

ERIC

Aruitoxt provided by Eic:

* one group of 36 Ss was glven a reca11 test 1mmed1ate1y, whlle ‘a second

-sentences was oenerated and then‘the cue words were taken from these
: sentences for presentatlon ttﬁthe Ss, Slnce each sentence possessed

~ four poss1b1e cues four lists of cues were constructed so that ‘each
.'sake Gﬁ-convenlence “this varlable 1s referred to. as LlStS . Both o

'and at recall each ‘sub - group was glven a dlfferent llst 3 -

used o, U

Exper1menta1 de51gn. A11 the 5entences were learned by eyery b then

.

group of 36 Ss was tested after a retention 1nterva1 of 48 hours.' The'ff}

acqu1s1t10n phase was exactly the same as ‘that- of experlment I.

' For the retentlon test a further constralned random order of the '

. v 2 .

.
4

v

I4

sentence and each  cue type appeared together e\aCtl) once Eor the

. P

groUps of 36 Ss were subd1v1ded Lnto four sub groups oii9 Ss €ach,

» o

“a

Apparatusu As in the othefxtwo experlments, the PLATO equtpment was

1y . - . o

E . o R
. 4 o . :

Procedure;' ‘The’ procedure at acqu1srt10n whs the same as forcexperl—

o ‘o

ment i~ At retentlon the Ss were 1nstructed that they wouTH be pre'

sented with two cue words, and that they ‘ then had to wrlte out the .

rest of.the sentence (Appendix 2, slides 18.22). They were'then R

DN : . *

sHown a practice series of 3 cue word pairs for 35 seconds each, dur -

F . B . ’ -




Y

AR

[P

-

1ng wh1ch time they attempted to recaIl

sentence, -Durlng thlS t1me a backgroux

- sllde Za) As at acqulsltlon, three se

«r,
%

warnlng "three seconds lef*" was pro;ected at the bottom of the scre

u.

FOIIOW1ng the practlce 1tems it was a%certalned that the Ss: underst Dd

the procedure, Then, using the same prodedure as for ‘the practlce 1tems,

1 —te

Per = ot

e

oo

the main recall test began, during whieh 64-sets of c*esﬁwere nre Pnted
to each'S. - S ' AR " :

Results

[

. ~ T o

"

For each sentenoe‘the number of words correctly. recadled

1] H ®

without

regard to order) was scored. There were two sentences in ‘eac ofﬂthe

8 sentence-type X 4 cue- -type categorles, and the number of wdéds correct '
.

(excludlng the two cue words) in both sentences were added together)
" / o g

“to glvefJZ‘seores per S o o | SR S e
o * b ’ ‘ ‘{> ! | .
Both the <cor1ng method and the comblnlng of. scoresfwas made nec-

5

essar) because of the low level of recall. In order that the ce11 en-

trles were not preponderantly zero, it was f1rst necessary to grve an

' .

S credlt for, any word that he remembered correctiy and then 1t was

[

st111 necessary to comb1ne sentences in the manner descrlbed above"

Even so the méan number of words correct for both sentences added

toaefhcr was’ only 4 64, or just over two words per sentence.

'
2 ™

-
It is pos51ble that 1n scor1ng only the number of words correct

. y

one. penallzes the S ‘who. recalls the core meaning of the sentence or
_ L : Lo
phrase, but does not use the orlglnal words to express thlS meanlng

In order to test that poss1b111ty the recall protocols were‘rated on .

J ‘.c"

a four p01nt scaLe. Each sentence contalned four cleanly deflnable

. i
.« . . . . ]
.. . } . PR
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ﬁ “““ W@mtm:elsr‘—m% ut-—a— few_cases_ﬁless_lzh.an 19) > there

puerte o

content phrases ‘the SUbJeCt verb obJect and adverb1a1 phrase.  For

/

each phrase whose apprOprlate meanlng was recalled the s recelved orie”
- 2 . E &
-:pointr If the approxlmate meanlng of the. whole sentence was recalled

3the S recelved 4 pOlﬂtS .o :"j '~‘ | J' %: . .‘ v
It was found that a S us_ally clearly recalled a phrase, or he d1d

+ . not; there were only a negllg‘ble number ‘of doubtfhl-cases ~ Two Judges

was

no dlsagreement The relatlon hlp between the rated score and the

it

number of words correct was ex remely strong, maklng these results con-

o .
M 51stent with that of Cofer (1941), The mean number of words correct

N

for each ratlng category -and thalr‘dlstrlbutLOn 1S shown in Table 20.
'-‘—-v—r——‘"'

1

Because of the hr@h correlatlon of the two_ sets of scores, the
2 nurber of'words correct was preferred as tﬁe more sen51t1ve measure

Ine:e scores were analyzed with a 7 way analySLS of varlanceu
Fhe dze1

gn had Jwo. betWEen subject factors retentlon 1nterval (RI)

and Llsts and four wlfhln .subject factors, transformatlonal com-

,,g“plexlty (Tc) Predlctablllty (Prd), Yngve depth (Yd) and Cue type o

-
’

_ . (Cues)‘ The de51gn was completely crossedw ‘The summary table is
L"i‘“ shown in Table 21, . . i . o 7‘;‘v_- ;ii
. OF thetmein effccts, Prd (p ooon, Yd (e 00001) and Cues ~ '

a

(p 0001) were hlghlx 3l“nlflcant Fc was weakly slgnvflcant (p\ .Oa),
while’RI anerlsts'were not.s1nn1f1cant.o

]

1t did enter‘1nto some

Ihese lntenactlons indicate that to

/ Although Lists 1tself was not 51gn1f1cant

highly 51gn1flcant Lnteractlons
. , some degrae oues and sCﬂLCcha combine together non- addltlvelv
. o

~In
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ey i

v ,Mean number of words per sentences c0frect fwf each ratlnc
] categpry and the proportlona} d;sfrzbutzon of the number of

/ words correct per sentence wzt ln each cateoory LT
: / R

Proportian of words ‘correct per sentence within
each category for each: 1eve1 of numbar of words

_correct . A
AL

*
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‘ * TABLE 21 continued
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Sentence tvpe (a‘g:tl.ve'9 predlctable or whatever) but a150'on the unlque e
‘ oo . /

Qharacterlstlcs of paz_;cular sentenCcs.; The 1mp11catlons of the: 1n-

.o e

teractlon: 1nvolv1ng LlStS 1s not ent1rely clear but where they ex1st

- b

-

S » they do servé notice that a partlcular relatlonshap depend: in 51gn1f-

g" - ~ 1cant part on propertles of the sentence other than those mea;ured‘gy

the experlrental varlables,, ’ : ‘

N

N .

B . . : ] :
o . B . . . ]

'% . ; Arozher ch¢recter15 ic of® the ana*vﬂla aumna” zad in»Tab1e 21 is

—-

. g;' o the »ery large varlance due to Ss.. Varletlon between Ss accounted for
e .98 of the total variance, as agalnst 4% for the old and 7% for the new
’ \ '.t &v’ .
3 uﬁg : " sentences in experlment I. -One. consequence of thls situation is that‘
LR ' '

retention interval a between anJECt varlable, is not-51gn1 1cant,

5 .« even though the difference hetween the means is. compaﬁabﬁe with other R
T o : N .
e m$an.d1fference5~ Another possible consequenCe‘m fnnV1ntcractlon be-

L twtcn Llatb and Ssu Because S was nested in Lls&S- the etlstence of

. i
N buch an tnteractlon cannot be tested but it seens 11ke1y that ot least
'5}3.‘ D . &

: lj
f somne of the dlfferences ost°n91b1y due tgQ LlStS may havefactually been

arcatem

due to ss, The means of the ma*n expcrlm ntal effect§ and thelr 1n--

. .,;“-@-!' . - a R
‘ _erdctlons are shoun ln Tnhle 22, 23, and 24 LT

ey

S Unpre dlctable aLntcnces were- lcarned and. reta1n°d to a hlﬁher~\i

’ - 3

level thun'predlctnbie;oncs and 51mptc sentcncee~ucrc learned and re-.

v

alned fore eftectlvely than conplet ones, Of the cues , thc obJect -

- "

s

EpES mos t effect1v§ followed by the subJect adverblal phrase and verb

'»‘- , *1n that order. The verb was s1gn1f1cant1y 1nferlor to the other three

i ' , " ' Ko, A
., Tcues (p 001) and thc ob;?ct was more ettectlve than the next best

¥ ‘ . |
g 4 ~ : :.“:3- ' 4 . . , - o B . ;
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' adverblal phrase was not 51gn1flcant ;v B 7

A
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- Vo

o rqi_;;' These 1nteract10ns“5mong the experlmental varlables are large eriough

[
~ - .

to deserve mentlon. Predlctablllty 1nteracted w1tn retentlon 1nterva1

o ® < .005); Tc w1th cue type ®,< .005) ‘and Yd with predlctablllty (< 05)

ey

®

o The 1nteractupn or Prd wIth—RI“IS“due—tortherfact—that—Prd had—a—mueh :
'y n .

greater effect at 1mmed1ate recall than 48 hours 1ater although the dlf—
-

ference 1s st111 51gn1f1cant for the later 1nterva1 (p< 001) The 1nter— ‘e

-~ 1

actlon of Tc W1th cue type 1s due to the, 51on1f1cant1y greater efflcacy -‘*

o of the object 1m pa551ve as opposed to. actlve sentences (p< 001) he!

i . Lo ..

1nteract10n of Prd W1th Yd is- due to the greater recall of 51mple unpre—-“:‘
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LT e oL DISCUSSION : ' -
'”he aim of these two experlments was “to examlne the relatlonshlp
t

between three sentence varlables (transformatlonal complexlty CTc),

]

i

i "“-‘” Predlctabﬁllty (Prd) and surface scructure COmpleXI ! or Yngve depth

_ﬁ . DA (Yd)), and retentlon, in the flrst experlment retent1on was assessed

'
. -

S by a recoanltlon method and in the second, experlment lt;was measured

" - - . e &

o by cued - or primed reCallf_“

o . . X s . . o i . - -;“,.’n 7
‘Effect of sentence type on retention
R 3 . B - . .o v

]Recognition In the f1rst experlment, hloh Prd and low Yd (slmple

"
R
! i R

i

oy
. ‘ . )..

tences at bOLh tne zeroﬂ and. 48. hour.. retentloh 1ntervals, even thouah

the overall level of.retentlon decrlned 51cn1f1cantly over the 48 hour

perlod.,Lransfornatlonal %omplex1ty was not 51gn1ficant act1ve~and

s’_“, .4, :

I w

paSS1we \entences belng recognlzed equaTiy well

% . " S The detectlon of new sentences dld not denend on elther Tc, Prd
' «  or vd but ‘rather on the. nature of the d1stractor type of the new sen-

i R tence and the length of the retentlon 1nterva1 'However the detect~

T

. sentences) resulted in. 51gnlflcant1y better recogn1t1on of old sen-vv»f

' ‘5 ablllty of low Prd new sentences, decllned 51cn1f1cant1y mo¥e over

;av ‘.7 “the 43 hour retentlon periodwthan hlgh Prd sentences a-result par- .

"g ﬁ ‘alleled by a non- sxunxflcan trend in the old sentences,ﬂf.~t : X3
:;.f . _ “The dlstractors _were obtarned by e1ther a word change (replac}ng
_ﬁé; ) the loclcal subJect verb loglcal object, or the‘noun from the ad-

" ' LR T oRIEE |
gdgt 2 'j‘ verblal phrase/w1th an approprlate synonym) or. a p051tyon shlft (mov_i“'
- B . 1ng the verb's adverb to the front of the sentence or changlng,the

'i - ‘ ,adverblal phrase to an adgacent,;rntermedlate OF extreme p051t10n in.

g ’ . ’ | o | o | 2
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R the sentence) The dastractor type had a- con51derable effect on the de-
g o “ y - - -

® w L, = . . .
;”i,. _ _tectlon of néw sentences. The obJect was aSSQC1ated w1th 91gn1floantly
S ’ A : "

) change over the 48 hour retentlon 1nterval whereas the detectab111ty

i ’
’ B

: of posxtlon shlfts decllned markedly, part1Cularly in. theicase of the

e .
IR : vadg acent shl ftt R S ST Ce :
4 | @ . N .
I Lued recall. .In the cued recall experlment h1gh Brd and low Yd re-
L sulted in s10n1f1cantly better recall’ at both the Zero and the 48 hour
AR ’ r°tentron rntervals, even- though‘the over all level of reteqtlon de- )
. t e 4 ' ke ) N : ¢
i clingd over the 4S'hour'perxod¢ Pa<51Me sentences were recalled better
Lo i T A » e
- ' zhan activé‘ones but the 51gn1f1cunt 1nteract10n of Tc X Lists, makes
L . . ¥4 ;
i e : ‘ : . , . i
‘%3' _Lhebreallty of thrs result rathe1 questlonable . e
e Unpredlctable sentences were Te called much better at the zero re— .
¥ . . . L,
s . B . - . Lot r
l% ’ : ‘tbﬁt10n rnte val than after 48 hourss even though the effect of‘Prd
B3 5 N 'was Stlll evnuence then Thls result parallels the outcome of the Te-
S , L - fwv Lo
N cocnltlon rrerlnent Anotn T result which parallels one fron first .
i . Ty L4 . .
B s [ o - o * '
. 5 expcrlment 1s the relatlvely high Level oc recal7 of srmple unpredlct—
* ‘ b _
R : able sentences cowpared Nlth complex unpredlctable ones., 3 o l
I N A : , .
e 4“. The effect of cue typ° (1001cal subject verb loglcal object or
L C » . . .
g e
ﬂﬁf le noun fron the ad\erblal phrase) Wwas: hlghly 51gn1f1cant The obJeqt
e Co g ’ Moo
' AP wa the most efxective cue, _and thp verb the - least effectlve W1th thJ”
P ST - b e
¢ Y -~ v "'\ I .. - - R
L3 ~ * , Voo R ¥ ..
] ‘ 4 ' \ o «

, _ ‘
. : : : : e o : - i
0 L . ‘ PR . . - . ‘ ; . LT <t : - i s om Y
. ca v - L . - ~ - [P - v . -

PN . - . - H A - v N - "

~% -ﬁy:hlghen,,and ‘the verb wrth 51gn1f1cant1v lOWer detectlon scpres w1th the
e . ;Vi:subJect and adverblal phrase’noun be1ng 1ntermed1ate The effect of ‘
i v'g,ﬁ'»'“;, posltlon sh1ft was a S1mple‘functlon of the amount bf sh1ft1 with- adJa~
L ) ‘cent ShlftS belng the - ‘Teast and ‘the extreme ShlftS belno the most de-
;ir n ";“'qi -tectable. There was a 51g11f1cant 1nteractlon Detween retencruu rnce ~A'd
- ' - '___val and dlstractor type The detectablllty of word changes d1d not

R : . L - 1 B R
. . - . ‘\ i e - - C e ' o A Lo : - N M o, _ .
E MC ' R - A 3 . . i \ . ‘ \ T = . . '{ 4 ] K . . . -
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. the subJect than for the ob3ect

ST 8118

‘ g?’ .8 v,,
e . o ﬁf' _ gs
subJect and the adverb1a1 phrase noun be1ng 1ntermed1ate Oveﬁ%the 48

hour retentlon 1nterva1

4

'to ‘some degree, the dec11ne in effectlveness as a cue be1ng less. ﬁmr

Cue type 1nteracts with Tc in that '

.

sthe object in a passive sentence is a h1gh1y effectlve cue whereas the _4.f

@

noun from the adverb1a1 phrase is much.less effectlve 13 a pas51ve than--

n—ahn a o L Lo ]
o

the dlfferences between these cues fall away df

S

L by

2
aly

Py

-~
iT-an-ac
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. _ ¥ - »

Theorles of membry of sentences

‘-

..

In the 1ntrod!%tmon, a number of theor1es of memoTy of sentences

N

'~were outllned and we now turn to the questlon of the extent to wh1ch

cuSsed

:,them (pp 34 35 above). o : T 3" o

_Surrooate structure theory.

PR

the;ev1dence of'these presentvexperrments-supports them.

There were four fan111es of theories dlS-

- The f1rst is exempllfled by Pompl & Lackman (1967) who pro-

posed that what is stored are surrogate structures, based (1n part) on "

the \ord order of thn or1g1na1 text, and the assoC1at1ve re1at10ns of
: A
those words, but not’ necessarlly contalnlng any coples of representa~

b
'

:thﬂS of either the actua1 words or  the grammat1ca1 structure Ilnklng

<

L.

If th1s theory holds

'-tractors Would be dctected 1ess read11y than p051t10n shlft d1stractors,

5.
[

since the former would not be- semantlcally 1ncon51stent W1th the re- .

. ma1n1ng words (thus pre%erV1ng‘the assoc1at1ve re&atlons), whlle the

'“there 1s no'dlfference betueen word'change and pOSlthn shjft 7

LR
ey

. gree in the surrogate structure,

-v

latter change word order wh1ch,1nformatlon 1s retalned to some'de- -
’ :

.

DoS1t10n shlfts are certalnly de~
P . . B

tected more‘readlgy 1mmedLate1y after learnlng,‘but 48\h0urs ‘tater:®

. , . a
’ A - Y

/ .'/‘, .o P

then one erHt exPect that ‘word change d15~t*

. . .
, S N . : ; o
- - . - PRI e . L N ' .
' i . . . LV : . .
v - B ‘12 " ) 5 SRR .o K
A T - A et . : » . o
. PR . 1D, . .
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dlstractors dependlng on the amount of sh1ft no dlfferencesxwoutd be

_ . - : ST _ e
,Eﬁ L predlcted between the‘word change dlstractors.f The ﬁredictedadiffef_~ﬁg4
i%;. ‘ences d1d ar1se 1nwthe f1rst case' but there “ere>51gn1f1cant dlffer-.ﬁ )
o ences amongst the word change dlstractors as we11 I1f the surrogate :é; (l
,% R structures are actually formed then they are 1ndependeht of ne1ther f" - b'l;ii
; | the actual words 1n’the text, nor.thelr grammatlcal role, '_ ‘; ; Q‘ﬁ \
| % S Structural varlabies suckr as Tc ana Yd should aiso‘not be effective~—

>
g

_but clearly surface structure complex1ty exerts a considerable influence

-

RAANTID
:

on learning;- If associative relations are important,xthen'unpredictable_
o o ) sentences should be more difficult'to learn, but this_was not “the cas?,

e - in fact, the reverse was true.’

g o e . T,

1 - - More evidence which tells agalnst the Pompi;Lachman position comes
. oy

from the flndlnn that the number of. words.correct in the cued recall

?experlmcnt was stroncly relattd to the amount of sentence content re-.

called | If the sentences were stored as surrowate structures then one
J

would not etpect that recall would be necessary in terms of theé orlglnal
words of the sentences, but that paraphrase would be as frequent as ver-.
batim reproduction. e

» . -

Surrogate structure theory derlves from Gestalt theory, and per— DY

g“ - hap$ more 1mmed1ate1y from Bartlett (19o2) It seems clear that it’is _
b g '1nadequate prlnclpally for. the reason that its forebears farled—-lt

; g . lacks a mechauism for handl;nnglxed-traces and thé relation between. o

. s ‘ . Co .. B . el \ . ‘ o . . . .
: .+ them.' o e L I o T
* . Mnemic Abstraction theory. The second family of theories that we con--
7 ) , Vi . A ! . ’ . » . ] | - . -

,»%;ff : .sidered tries to meet the frfed\trace problem of the Gestalt theory,

yet.preserve its dynamic flexibility by, positing some mechanism of

0. -

\
-
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abstraction whlch takes and stores the core meanlng”of a'sentence; S

Gomullckl (1956) has offered the most preclse statement ‘of thls type’ “
- .
°f theory, clalmlng that an S omits unlmportant words and phrases so

that what 1s renembered is an actlon agent effect un1t

The present results run somewhat counter to th05e of Gonullcklu

. . . N B
L mostvveeEm P . i | Reerieg e WYY

yo———

e

- —— o

-followed by:subjects with obJects belng'detected best of aIl;,

. same~relation held in the~second experlment where ob3ects py.vidéd$

anent-effcct un1t but both the detectabillty and the cue value of thet

of the subject. Another predlctlon from abstractlon theory is that word

object). In the f1rst exper1ment verbs were detecuv

t

*

he nost effect1xe cue, and verbs the least effectlve. S o

|

An 1h=tract10n theor) would predlct that adverblal phrases would

¢

be the ros* poorly rememoered; s1nce they are external to the action~.

'vb;ect were b tter than those . of the verb, ‘and ‘almost as - good as those

&

. , B
changes  should be more detoctable'tgsn pos1t10n shzfts, 51nce ‘the actlon—

- 'ﬁ‘-‘ ‘-
agcnt effect unlt should depend more -on the actual words than on the1r

.. gt
’ . )
¢

order, but hlS predlctlon was not conflrmed by the first experlment

Deep'structure*“heorV. A third theory comes from transformatlonal

aramnar. In one verslon (Mlller, 1962) 1t 1s argued that an 1mnortant

determ_nant of learnablllty is the number of transformatlons 1nterven1ng ' \\t

betweén the base struoture of a sentence (wnlch 15 stored) and its sur- R

face structure; A kernel sentence-(the core meanlng)‘xs stored pIUS oL
. ) . » . N . N . ] ) ) ol

N AT ' ' U Ll :
grammatical tags which indicate whether or not the sentence 1is passive,

)
-
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L

theloeation,of.thepadverb etc. These two tomponents are stored sepa-

. C-

rately 4

fl

The: present experlments do not support these nothps, acf"VE*and

b}

‘-.pass1ve sentenC°s (the 1atter, accordlng to: M111er3 requ1r1ng one more

!

;1nterven1ng transformatlon) be1ng equally easy to reCOgnlze and pas51ve

‘ PR

sentences being- rather easier to reca}l If the semantlc and syntactlc

1nformat10n is stored separately, then var1ab1es affect;no them should .;'

PeEvav

STy

"
1
5
bi
3

both Tc and Yd two*syntactlc var1ab1es. Moreover Mlller s theory pro—

a

v1des no means of explalnlng the dmffarences

*

l1n performance at the-zero

~

and 48 hour retentlon 1nterva1s.,

‘The M111er v1ew has been cr1t1c1zed on other grounds (PPu 38 39‘

- above) and a more general and somewhat d1fferent version ‘has been put

. forwar by Fodor & Garrett (1966) They argu° that what is stored is -

SOome reqéesentatlon of the deep structure and the 1nportant Varlable

[

is not the number of transformatlons 1nterven1ng between the deep struc-

ture'of a,sentence,'but.the clues to deep structure that are present in
- : e _ % : _
the surface structure. In addition, they agree with Chonsky°{1965) that .

0 : vt

all meanlng bear1ng elements are present in the base, among which is the

3

a4

' Suchs vzew would prtd1ct that word position shlfts would be more.

poorly dctetted than wyrd changes slnce the tormer 1nvolve opt1onal trans-
formatldns that ; afe not Yelevant to the structure oﬁ the base whlle the
latter involve elesiénts off thy baser, The results’ of the first experlment

contradict this prediction.

| not 1nteract “but pred1ctab111ty (a semantlc var1ab1e) does interact W1th




"It would be also predicted'that-sentence\ with a complex surface
structure should be moreLdifficult to learn‘because ‘the number of‘trans-.
o
formatlons 1nterven1na between the surface and deep structures is great~ :Ac

er. In both experlnents, h1gh Yd sentences were the more dlfflcult to

PR

learn.‘ o _— o 1 - (a )

Surface structure theory. A ourth type of theorysemghaslzes the - 1mpor~'

tance of surface structure. Proponents of this p051t10n (evg Johnsonm, .
“ - ¥ ‘!t.. a4

A A
S
.E*d:;g. P

Sxamcn

Y

.[:Mm

ety gty

R eIy

ey

' 1965) usually assert that what is stored are chunks whose boundarres_ar

case for immed ate retention. However9 after 438 hours the differences

- gentences were léarnt more readily than complex ones),but .the theory

. o C o
do¢s®not have any means for dealing with either semantic variables, or

-

derived from.the surface Structure of the sentence. ‘Chunks may, of
; .

course, be nested within one another as in tree diagrams., '

A Variatlon on thlS V1;w comes from Mart1n Roberts & C0111n5(1968)

&

nho clzim that when a sentence is learned, 1ts grammatlcal structure is

\J

first deturnlneo (a task that varies in d1ff1Cu1ty accord1ng to the sur-

‘face structure complexrty of the sentence), and then wo'rd classes ane .
difrerentially processed into memory, dependlng on their 1mportance for

the sentchca ‘

It seems reasonable to suppose that such a theory would predlct that

dlstractors which 1nvolvo rearranging chunk order (word p051t10n shlfts)

would be easier to detect than dlstractors wh1ch merely changed words{

and\dld not interfere with the chunk structure. That in fwct ‘was: the

v

between the two types of dlstractors had vanlshea, thCh 'suggests that
chunﬁs.based on surface’ structure are not critical for LTM. A -

“ Complexity Of surﬁgce structure was'prdictably important .(simple

o - - \.

. v ) ‘v e - o ——— - -
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STM - LTM d1fferences, both falrly serlous drawbacks. Howevgr,vit_does -

\ NS R ,
| 1 - , k‘proV1ﬂe a part1a1 account of the dlfferences that were found between the
| ih ' -.'p- cneskand the word change dlstractors., If what 1s stored are’ nested chunks,.
=T .folloW1ng the tree dlagram of the or}glnal sentence, then 1t mlghthbe .(i‘ : .
ﬁ AR 'reasonably expected that thé assoclatlve bonds between the chunks'were a
g e , functlon of the closenﬁss of thelr trée lrnks..~1t 1s clear that in the
i-. : .- case of a s1mp1e type oﬁ“tree, th%v bJeCt isjllnked mosticlosely to the “- -
- 4 e o
gr - ve;;'on one 51de, and an adverb1al phrase on the other whereas a11 the ’.';‘ ]
- ‘ other'main~constituents have enlv one such close 11nkage. NevertheleSS; :
i" f: n_A thlS account as 1nsuff1c1ent as it does not account for the 1n£erlor1ty‘
s . N . ;
, of the verb both*as a dlstractor and a cue, fior does it handle the o o S
_i o 0 srtnatlon*where-the tree is dlfferently strnctured.' ‘V- .. . ’f :
v | ‘ §vme nrohléns and theoreticai sngéestions ' . | |
5 , It_can be'seen that-although none of.these'theori S can be'unn N f. v “;?
v% . lulvocally cheCted none of them are satlsfactory. Fhe main‘?roblemh
b raised b, these experlments are“' | | ' |
.i y 1. The unctpected effects of sentence pred1ctab111ty Contrary to what :ﬁf.f?

A

might be’ expected (Rubensteln & Aborn, 1958 Slamecka, 1964), unpredlctable

s

sentences were 1earned bgtter t%an predlctable ones.

PromEes

-

2. ThL unerpected dlfferenccs ‘between Word change dmstractors and the <

cues, 1n partxcular the 51gn1f1cance of the object in memory, and the © ot

-
'

relatlve unlmportance of the verb

>

5. The relatlon between LTM and STM espec1a11y as exhlblted in the

4
L g .

'changlng effetts of predlctablllty and word p051t10n shi ft dlstractors

)

by

i o over the retention interval: One cannot have a meaningful theory of - ' : Py
. X .
L3

1 -

. Elﬁl(; K . - ' | ,‘ . 131 - 1 S | A e




memory w1thout tlme as-a varlable and none of the four theorles have’

v
.

bothered with it. The- absence ‘of the time varlable makes the theorles\,'
1nherent1y untestable because edch retentlon 1nterval w111 have a dlf-
ferentﬁpattern of’ emplrlcal flndlngs (more or less) for comparlson W1th
. the-theory

. , . ) s -./ta‘ B . . ."
1

, 4, The relatlon between syntactlc and semantlc varlabres, in partlcular

between Prd on the one hand and Yd:on the other.
= L

could have taken'blace as follows. On:beina confronted with aigentence,

a S tranafers it to somg STM Whe;e he resoIVes it. 1nto a surface struc-.
ture tree.' hls is a relatlvely non- controver51al assumptlon as there
is plenty'of,evidence'that surface structurells important»inusentence tl

peroeotlon (Neisser 1967), aSowell;as in eentencé learning. The S

N -

theh rocsdes the sentence by abstrattlng the meanlng bearlna elements

of ths sentence and llnklng them together $0 that the reldg}onshlp be-.

tween 15»prtserved Thls may. be done V1a an 1mabe, or an NLM, but the

ba<1t requlrement 1s that the elements and fhe relatlonshlp between _
them be encoded.- For example con51der the followlng sentenCe'lfﬂ
o . ¥4 . §
(12) The muscular splnster defenestrated the amorous
lodger on to the blushlnc.roses below. * A

&
~ ]

« There are two kev 1mages : the flrst is of a muscular splnster de. -

s

tene:tratlnb, and the aeCOﬂd is of ‘the amorous lOdgéE\Qn'hls way fronr'

the . w1ndoh to the roses. It may be noted that the 1east 1mportant word

19 the verb_ as lt ‘is 1mp11ed in both Eﬁf”SUbJeCt s and’ the object’s

]

image. The’ nttt most'1woortant is the locative (the adverb of place)y

sinée it is partly implied in the 'mov1ng lodger' image.
. . R . . - .




i »
i

_ A - , : | - L

R . - ; . . . L . r -

It is of course a purely Speculatlve notion, but it does not seem
I

e,

- ‘

1mp1au51b1e that an S once he has resolved the’ tree of a sentence, breaks":

£

1t into.its most 1mportant semantlc conponents, and then bullds on them

Fabwed | MWRISRON

. ez PP Wi e mn (i I

% h_;;; - in some way. If he does act 1n thls way, the factors affectlng his learn- - ; ‘}
. ‘ .bv; . 1ng rate would~ be the complex1ty of‘the tree,'and the learnablllty of the
% key words (and the1r llnks) of the sentence, wh1ch would depend. on well‘
§ : estabqlshed varlables (1n'other contextsy llkebfrequency, concreteness
Y 9 ano vi?idnessv h - S - o ,,,': ' vfa
‘&_{‘%. ‘: | A in a recognition task an s presumably compares the 1nput to his B 4 ﬁ

'?2‘,« . ‘1
R remory ‘trace, matchlng first on the basls of well remembered features,
‘ : » ‘ i:.‘ s - /\
vand then ohecklngfthe 1ess 1mportant features of the sentence. In a
. %
: cuvd reca‘l task, the/é_presumably seeks a match for the st1mu1us, and

1

-

then genera.es a sentence basedon the items whlch are assoclatlvelx
L d

o ' “inkel with the matchlng»trace,_ 0f course, the recognztlons and cued

” - . -9

recall situaticns are vastly moxre compllcated than this, but these re- |

. o t
© N L ' B .

- 'matks” are sufficient for our present purpose. v T ]

A modol suph as the one described mlght make the foLlOW1ng pre- AN

LN

dictions. »alnce th&,surface structure is most amportant at’ acqulsltlon,

o

but ray be discarded once the core of a sentence has been commltted to S

L)
c .

mEMOTY then ‘word positions shifts should be® relatlvely more 1mportant

L4 N v E

\than wo?d changes for lmmedlate retention than 48 hours 1ater. Th;s _ et

. . . : -
™ ) ;

1

,mgs_the.case. Because their surface structure trees are more ea511y -

&

decoded, simple sentences should be learne&%more easily than complex
. ones, and this expectation was confirmed. Since unpredictable sen-

tences evoke unubual and rather vivid images, thei? COmponentgdige | C

. *
- - . .
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TR

llﬂnﬂd moTe readlky together«{a klnd of Von Restoroff effect), and sg

o )
.+ , ele

the> should be Iearncd more ea511y Such as@tbe case.:jf 5

4 Snncv tne;e wastcggsrderable tlne press:;e;oﬁ the SG 1t m%ant be j;
pT”ulLtc that in cases where thpy bﬂd to decode a complex tree, as;f{Tb

) well as led‘ﬁ/tmpredlctable*relatlonshrps;,;erfor }e would suffer.

Therc was some eV1dence to supuort thls predlctaon partlcularly 1n

’ ' .. [ ¢ »
o B K e ]

» the second roer;ment but it was not stroqo " ;f 5* . o

~ D .
» ‘w o . g

Qn : The dﬂ a"“tmn of new sentences and the dlfferences Between the ;i

RCK

g

D . I

Sl A, 7
0 B

-

% various .cues were closely related. The obJect was an: ea511y detected

& ey
% B

. dist*°4tb- ind an éxcellent*cue whereas the verb was nelther. ThiS;

' flndlna rollows naturally froﬁ the model descrlbed above. The two

- £ owg

key tonmonents are the sub;ect and the object. These, then, are

commltted first to memory, Followed by the adverbial phrase, as an .

wy )

- _mdjunct to the object,_ The*verb being 1mp1rod by both tne sub;ect

and the object, is, in a sg&ie,~rédundant; so it is added lasty if
o - il . . . : -

~ at all.  Hence the verb, is detected very poorly. ‘The reSults,of Sachs
’ ! - “ ' . . ' ' |
(1967) arefrelevant here. She found that vord position chanoes were .

B a
» .,

well dotected at frrst but performance rapldly decllned as in the
preSent case. She also Found that paSslvwsatlon was poorly detected,

‘

. a reésult s@e was not able to explaLn. The pa551ve transformatlon, of"

NS course; opcraLBS&on the verb and since thc verb 1is poorly stored .

“jv}_anyWay; it 15 not sug pr;sxnw ﬁhat transformations on it are’ not de-.
B

-e"~ftoc€ed;' Waen she changed the subJect ObJeCt relatlonshlp, detectlon

'D-,ﬁr:nas~vefy gbod, an.outcome’consistent with the ﬁ;esent results,

. .
PE RN . - . [
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s
+
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