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FOREWORD, .

-

This is éhe third in 2 series of reports resulting from 2 research
grantvto\the Coordinated Science Labprétory of the University of Iliinois”
at Urbana-Champaign. The spounsor of the grént is the Illinois State
Library ;nder the Illinois Program for Title I of the Federal Library
Services and Construction Act.

Previous repogts can be purchased in-hardbogy or microfiche from

ERIC Document Reproductica Service, ‘Computer Microfilm International

-

Corp. (CMIC), 2020 l4th Street North, Arlington, Virginia 22201,

1. W. B. Rouse, J. L. Divilbiss, and S.. H. Rouse, A Mathematical Model
»of the Illinois Interiibrary Loan Netwc.x: Project Report Noa 1,

Coordinated Science Laboratory Report No. T-14, University of Illinois
at Urbana-Champaign, November 1974, ERIC No. ED 101 667.
Incl.des a review of.the literature on interlibrary loan networks,
a flow chart description of the Illinois network, a review of methodo-
logies appropriate to modeling networks, an initial model, and dis-
cussion of alternative computer and communication technologles.

2. W. B, Rouse, J. L. pivilbiss, and S. H. Rouse, A Mathematical Model
of the ILlanlq Interlibrary Loan Network: Project Report No. 2,
Coordinated Science Laboratory ReporL No. T-16, University of
T1linois at Urbana-Champaiga, March 1975, ERIC No. ED 107 287.

Includes a derivation of the mathematical model (verslon no. 2) and
its appllcaLlons to a hypothetical network so as’'to 1L1ustraLe
various policy issues. A summary of the User's g-Manual for the :
interactive program of the model is also included.




TABLE OF CONTENTS
I \ % N

| I. Introduction and ‘SUMMATY..eeoaanns ,...,.......,,..,....fz............... 1

II. Input Data - ad Model’ ParameterS.c.ceceecececccesroscocscccccccccccscccccs 4
- [y .

*

A TINErOdUCELON. o e veeeenesscnsecoasesessnnsssosassassagscnanecncces &

.

B. Review of Data ReqULIIEMENES..ceeecesosecisonciossssasssasssssceccncns b
C. Available Data SetS.e.ceesieocessscsssscsossccssosssissssssccssnnsocse 8

L3
.

D. Data AnalySiSe.eseeeeeces coiossasesnncancassssssaciossansssncnanesss 10 °

III. Policy ANalysSesteeeeeeceeeioceesosesnncaasssossnsscsassccncassaseastosaee 37

-

Ae INELOQUCELON. ¢ e vvvsoossseooscsacseasocsossssssoassoiosscsscsnsssacse 37
. . )

B., Policies that Emphasize Maximization of Probability of Success....... 37

C. DPoli.ies that Emphasize Minimization of Average Delay......cc.sece... 38

»
+

D. Policies that Tradeof{ Probability of Success and Average Delay...... -42

.

E. The Possibility of Optimal PolicieS....,ceceecencenccacccccccccccenes 43

F. DiSCUSSION:eseeessocececcsesessscssssssscessssssssescseecticscccansass

- .

RIS
L

Appendix - Assumptions in Processing the LRC Samples.coeceeeaseeenraennnnnes ‘50

L4

A, InLTOdUCEION. sevieeeeereeseressseseecanncnneaassaasscscsecroncconnans 50
<

"

B. Vgrificatioﬁ and Call Number‘Data..,...................;...........L. 50
: P N - , .

C. Ogtain and QuL-Process DOCUMENL. cveiasaveeccereassasssasssesecssscess Ob

~ R »
D. OUt-Process, N0 Filleeuee.veosecoseecooaseacsosssesassesnasscsnonvess Db

*

E. Processing Time and ﬁgferrab Ordereeeceeescesoenceovtosmonssosssasiyone 54
’ RN




/ © . I, INTRODUCTION AND SUMMARY .

> . . N
& The purpose of this report is to consider alternative reqﬁest routing
policies for use in the Illinois Library and Information Network. In pur-

. suit of this goal, we have employed .the mathematical formulation developed

-

o
in our earlier reports.® Before summarizing the results of our analyses,

. = L3
let us briefly review what the mathematical model does. .
L

5 -
Given data on interlibrary loan demands thk oughout a network; a

-

characterization of the probagilities of success, processing times, and
delivery times for the various resource libraries in the nelwork; and a
network request routing pelicy, the mathematical model will predict pro-

bability.of satisfying a request, average delay from initiation of the re-

~,

quest until receipt of the gesired item by the requpstor,AaVErage total

and unit custs, and average processing loads throughout the network. These
:\ * -

predictions are broken down by request class and resource library as well

- Y

Four data files are necessary as input to the model and a substantial

portibn of Lhis re%ort,dcals with the development of the data Lor these four

files. Several distinct data seis were available and considerable discussion

~

is devoled Lu considering the consistency of these data sets and to combining

‘e

them vhere app{opriaLe" We obtained -the necessary data files but npt without

the realization that our data is very limited and thus, our conclusions will

»

have to be interpreted as tentative and requira.,, furthcr substantiation or

perhaps refutation. .

-
<

7’

as being summarized across request classes and libraries. o el

D v

“Spe the Yoreword for a note on our earliex reports.
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With our data f{iles obtained, we then consider several approaches to

. - . ’

policyfformulation, several of which lead to similar results, The result ke
- + . ‘
3
—_ is basically that ISL and UDI are very much superior to CPL and SIU.in terms

of probability of success and average processing times and, regardless of '+

how you tradeofi probability of success and average delay, the Centers of

7’

first’ resort shbuld'always be ISL and UOI. TFurther, the superiority of iSLﬁ

and UOI can not be solely attributed to the availability of film catalogs

.

for those Centers or to the fact that CPL and SIU must deal more frequently

with reterred requests. As a public library in a network where public

library requests dominate, CPL appears Lo have an.availability problem. In

-

other words, the local clientele of CPL are requesting the same items re-

-

‘quested by network clientele. SIU has, this problem to-a lesser extent, but

- -

also has the weakest collection of the four Centers. On the other hand, ISL

and YOI appear to have local clientele that request different types of items

than those -réquested by the network clientele.

+ " ?

TS U, . . .
H R - — = R ——
: With these results in mind, we analyzed the impact on network performance
of removing CPL and/or SIU from the network. Results indicate that the net- .
-, L3
work performance is not significantly degraded by removing both CPL and SIU.
- -~ - - - *
Perhaps any-difficulties could be avoided by making either or both of them *
into Special Resource Libraries or Systems (which CPL already is). While the
. & .
availagle data is too limit.d to make a strong recommendation for removing
s ) 1 : . ..
- CPL and STU from the nctwork, the data is sufficient to warrant a careful® .
. . - . . . :
data collection effort to enable a sound decision to be made.
. P .
OQur strongest recommendation is that data collection procedures be
devotoped—that—allow-accumulation-of—sufficient sample sizes to enable fir .
. -~ A . . ~
* . s .
- - - * LY
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»
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'ﬂgiﬁﬁﬂ . - "




L B . ¥ 3
- - - 3 * *
. . . -3-
B ) . > -
.
.conclusions to be drawn from the ‘data: Standardized wathods that allow
' . g . . . - -
comparisons between data collection periods are necessary. With the- current
TWX network and varivus implementations of computer technology now being
t N :
studied, it may be possible to automate data collection. This would seem to
be a most attractive possibility. . ’ > .
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II. INPUT DATA AND.MODEL PARAMETERS .
A. INTRODUCTION ' . ‘

o N -

In this scction, we want to first review the input data required

. ot '
,by the FLLINET model. Then, we will consider the available data sets from
> Y

-

which we might draw the required input data. Finally, we will discuss the

specific data analyses performed and the resulting “idput data for th2 model..

-

Since we have to perform numerous manipulations of the raw data to obtain

the input data for the model, it is perhaps more appropriate to refer to

ry . . -

this- input -data as tae wmodel ‘parameters. Thus, we will use the terms

- .
.

"input data" and "model parameters' interchangeably.

.

1

B. REVIEW OF DATA REQUIREMENTS . s » ’

The input data required by the model can be categorized into four

classes: demands, probabilities of success, proc:ssing times, and delivery

time. We will now consider each of these classes in detail, .
DEMANDS =
The average number of requests per day (or any other convénient . .

unit of time) gencratch* by System k iﬁ request class j will be denoted by -

) ¥ ]
-jk. . / -
A System is any request-gencrating organization that can deal
directly with the Centers. Thus, besides. the 18 Systems that we normally .

, .
consider, -we can consider non-System requests (e.g., those from large

academic libraries) to originate in psecudo-Systems which, as far as the

model is concerned, operate in a manner similar to that of the basic 18

- - =
’
- L [

Systems. )

a,

“Requests sent to the Center level of the network
¥ 139
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Request class can represcnt subject area,, type of request (e.g., .
L4

Y

document or information), Lype of requestor, type of initiating library,

* . o . . * . ' e
etc. Of coursd; a detailed &lassification of requests will require a. -
" ’ ¢

detailed data“cgllection effort to obtain estimates of ijk' As the range

of j increases, the overall sample size will have to increase if the accuracy

of each ljk estimate is to be maiﬁ{ained. .

PROBABILITY OF SUCGESS f ¢

W2

L ]

. The probability that a request in class j is satisfied by Center

. -
- >

| ™ :
i will bj{dcnoted by pij' Recalling our model of the internal operation of
each Center (Project Report No. 2, pp. 32-38),.1)ij is related to the six .

probabilitics tabulated below.

Given estimates of these six probabilities
) S .

(which, in general, vary with i and l), one can calculate bi..
< ° *

»

Probability | - . bgfinicio%
cij Jprobabilit? o% a request being recgived with appropriaﬁerl
- - -
qall quwbeﬁ
qij : prgbabi}}ty of the‘desired document being égggg given '
.that the rééuest is verified Te,
. ij Probability of the desired document being.avgilable
' i _given that'it is ovned .
vi.j probabil;ty that a request has.bgcn verified previous
' o its being feceived ' /L
' i} probabilit& that an unverified FequéEﬁ will be foerrdcd '/
. without an attémpt to.verify it
S probability of the Successful vérificapion‘of a quQQs; :
. that was unverified when received

*
-
Uad - »




- We hight want to consider, definiig pij as piik where k yaries with
referral number. This would .allow for’ thé possibility of referred requests

’

-

In other words, tHé "easy"
At ]

-

being .intrinsically more difficult to safisfy.

R

¥ «

reduests are satisfied when they initially enter the Center level of the

network while the "hard" requests are referred te other Centers. This

1]
-

also requires that the six probahilities tabulated above be definad by
referral number. This presents no dffficulgie§ for the model, but may.

¢ N

'

result in datg ccllection problems. We will discuss chié issue at the end

. o

of Section Ii-B.

PROCESSING ‘fIMES

The average processing time (time waiting for service plus time in
. ‘ ’
«f

serv.cc) of a request at process® k of Center i will be- denoted Wi Based

-

on queueing theory concepts, we know that Wy is related to the average

-
————

T . . & .
demand on process k and the averdge rate at.which requests, can be serviced

~

at precess k. . v

4

! : !
The average demand on process k of center i can be determined

using kjk’ pij’ the six probabilities noted above, and the network operating

12

]

policy-.

»

>

It iy unlikely that the average service rate at process k of

-

Center i would be directly measured since this would require detailed -

» . .

observation of the process. Instead, w;y can be -estimated via a least-
1]

4
squares fit and the average service rate then calculated. The method of
A+ v

i
estimating O will be ‘discussed in Section II-D.

-

L i . ,
Ths six processes at a Genter arc: in-processing of request, search, obtain,
out-processing of document or information, verify, and out-processing of
unsatisfied request (Project Report No..2, p. 33). )
9

#

s
v

o
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* ‘DELIVERY TIMES

. e .
. [

. .. The average number of days t¢ deliver a document or information.

to System k frcm Center i will be denoted by tiee This definition could

At

possibly be expanded to t,. ang .thus be sensitive to request class j. This

ijk
would alloy, for example, for different average delivery times for dogpmenté

R o
and information. While such an extension of the deliveqy time definition

.

would require only a minor muu;flcatlon of the model, it also has implications.

for data collection. in that additional information would then be necessary

, v

A COMMENT ON DATA REQUIREMENTS .

-~ -
. “ .

. Ideally, one would 1iké to have many request classes to reflect

-
%

. subject arecas, types of requests, types of initiating libraries, modes of

« ‘delivery; ctc, Also, one would like the probabglity of success to be

sensitive to referral number .and average delivery times to be sensitive -

« to request class. While, at the moment, -the ILLINET model does .incorporate ' a

¥

these latter features, they are minor modifications thafywill'surqu be

“

.

implemented in the future. . -

The difficulty presented by adoption of all of these features is.

- M -
. -

in data collectiun, An example will serve to emphasize this point. Consider

]

" the problem of estimating the prqbapiliticp of succesd defined earlier.
: With 4 Centers. and 40 requ;sL classes, if we choosc to let the, probabilities
. /s

be sensitive to referral numbey and we require data from N rejuesfs to make

cach estimate of probabllltg By it then data for at least 640 N requests would

be needed. If we let N be 50, vhich‘is not g particularly large: sample,

N ¥ ’\ .
then data for at least 32,000 requests would be needed. Further, .since

. -
f .
. N i
s -

Yo

40 ‘was choscn bccqusc two .of the data sets which we w111 cmploy in 1atLr . v

analyses include 40 request classes. |, ‘ C
. 13
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- . . ) . y
every request does not go through 3very'¥uncess in a Center, a latger sample
3y " - . . - - N ——
wo.ld be necessary to estimate all six probabilities associated with Center
r ‘ . . B ¢ a
processing. This incrgase would have to at least account for the difference
& “
in processing of satisfied and unsatisfied requests. If We assume an

- ’ o

overall probability of satisfaction of 0.50; our minimum sample size becomes
- . -, N : !
v4,000 requests. To put this number in context, the two available data
' '
sets wiﬁh whi-h we will be'estimating‘probabilitggs of success include 721

and 1044 requests, respectively. Thus, we will have to compromise on )
number of request classes, number of data poings- per estimate; ctc. . .
' * & - ) .
. . - ' * « o .
C. 'AVAILABLE DATA SETS : .
A
.  We are gOingnto employ four sources of data in estimating model N

. -

parameters. These sources include Illinois State Library (ISL) yearly !
) Y) * 4 g -
statistics, Lwo surveys by the Library Rescarch Center (LRC), and a postal

. dcl'vch time study performed -by ISL. At this point, we will simply
o \ / RE . S
describe these data sets. In the scction following this, we will discuss

. . .
‘estimating model parameters. . ’ .

-

1SL YEARLY STATISTICS { . . . , . &

» x . ~

This data sct® stummarizes the activity of the network for the period®”

. July 1974 through Junc 1975. One portion of this datd sct summgrizcs . -
H L) . "o . ' -
/ , activily at the System level of the network while another portion summarizes , N
. . ¢ [N
activity at the Centef lével of the nectwork.
.‘ . ) . ‘g A - - ' - V\‘
. From thé Systems data, we can determine the distribution of public
s * . 0-
- library requests among Systems while the data for Centers gives us the , °
x ] 4 »
. } . .
distribution of all requests among Centers a$ well as the number of reqliests
: . . TR LT v v —
received with call numbers and the number of rcqu%sts that are : !
\
3 . % -
; ) : i} / b -
¥ ’ . . ~
Yobtained from W. DeJohn in October 1975. :
+ v ' - ' l‘ .’ ‘.
3 -
- . , .

e R

s )
[

.
. * - ¢ - \
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' This sample includes 5% of all requests processed by cach Center
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.

ﬂfilled, not filled, referred and the .reasons for lack of success in

<

satisfying a request. This data is aggregated across request classes.
L]
LRC NETWORK SAMPLE R
. For 'this sample, the network libraries were stratified by type: «

public, academic,. special, and correctional. A random sample was drawn

from cach type inclﬁding 50 public, 20 academic, 20 special, and 7 correc-

tional while the population included 509 pullic, 100 academic, 82 special,

and 21 correctional. The sample was drawn without regard to library size

ofx geographical area.

i3 »

N #
r'd

All requests initiated by the chosen libraries in February 1975

“

were followed as they proceeded through the network. 586 of these requests

made it Lo tha Center level of the network .and, via refgrral, resulted in

3
- H ~

the processing of ‘721 requests by the Cénters. s

v o>
From this sample, we can determine parameters re.ating to individual

.

«
-

-
~

.Centers and their success in processing requests in the varigus'requesL

*

classes. The six probabilities associated with Center processing can be

* -

P AN
estimated as well .as the processing times within each subprocess (i.e.,

-

- search, verify, ete.). Requests are categorj.ed into 40 classes and are

- rl

aggregated across initiating Systems. -

“ -
B

« e

LRE CENTER SAMPLE

. during February 1975, (For ISL, the sample was 7%% of three weeks of

\ -

'.'Februa:y'S‘requests_. This resulted in 1044 requests. (It should be noted

.

~

- chat this does not neccssarily‘represcnt 1044 unique requests as referral
/

3
cause a single request to show up in more’than one Center's .

could ecasily
- . "".
sample.) Requests arc also aggregated into 40 classes in the sample

but they are not .aggregated across systems. . -

* el
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3

. We can employ this sample in a manuer similar to the network

sample. In some cases, parameter estimates can be based on both samples

L ¥4 &

while, in other cases, inherent differecnces in the samples pre 2nt this

aggregation. We will pursuec this topic further when we discuss data

v . . %

2 analysis. H

ISL POSTAL DELIVERY TIME STUDY

- 3

This data set* includes the average postal delivery time {in

days) between ISL and 13 of the Systems. These averages, as well as the

sample sizes by System, can be used to estimate postal delivery times
1

t
- ~

throughout the state. ’ : .
SOME COMPARISONS o

Two reasons have motivated out choice to employ two data sets

»

beyond the two- LRC samples. fhe’ISL yearly statistics alluw corrobora-
w o . . ’ - »

tion for parameter estimates based on the LRC samples. The ISL postal :

study serves ds a basis for estimating postal delivery times -throughout

3’ 47‘

the state. It might be desirable to have a single sample to cmploy in
)

o

estimation of ‘all ﬁarametcrs. However; comparing different samples does

»

help to corroborate sampling schemes. We will consider this poiﬁt in

more detail in the following discussion of 'data analysis.
. * o .
.- ! - -

L4 EY L} .
. -'D. DATA ANALYSIS, ‘

= 3 .

We will now consider how model parameters can be estimated using

.

the four data sets discusséd above, The parameters will be discussed in

- - .

the categories noted earlier: demands, probabilities of success, service

*

times, and delivery times, .

-

. k1) — -
. *Obtained from ISL memo by B. Halcli dated December 12, 1973.

ey F

. £
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-

To process the two LRC samples, it was necessary to make secveral

assumptions. These are detailed in the Appendix.

-

DEMANDS .

To estimate kjk (the average demand generated by System k in

request class j), we will rely on three” of our four data sets; The ISL

yearly statistics will be compared with parameter estimates based on the

two, LRC samples. . The resulting parameter estimates will be based on the

e

uata sample that produces- estimates most consistent witﬁ ali three .sources
of information.

First, we will consider the yearly and average daily demands on
the four Centers. Using the ISL yearly statisgics, the results in Taples 1

and 1I werc obtained. To estimate how these requests wexrec distributed among

Systems, we first must recall that not all requests arc generated by the

'l

basic 18 Systems. Those requests coming from large academic libraries
(collections in excess of 200,000 volumes) are not processed,by any of the

basic 18 Systems. To determine how requests arc distributed among library

types, we used the two LRC samples to obtain Tables III. We can sce that

.
-

Tables LIIA and 11IB differ substantially in their estimates of the percent

of requests from large academic libraries (LAC)*. Which estimate should,

-

wve cmploy?

-
LS

Resorting to the ISL yearly statistics for System processing of
public «ibrary requests, we found that public library requests resulted in
j§,621 titles being sent to requestors. This accounts for 75.5% of all
titics senL‘(9§,149)-by'Lhc Centers during 1974-1975, If’Wc‘usc the estimate

.
1Y

t g - i : 5y
tonsidering the differences in sampling procedures utilized for the two LRC

samples, this result is not umexpected. As long as we are aware of it, this

- discrepancy does not hinder our analyses.

ERIC
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CENIER  INITIAL  REFERRAL ~ TOTAL  FILLED NOT FILLED ~
REQUESTS _ REQUESTS . , : .
CPL 31,624 7,860 39,484 5,929 33,555
ISL 68,750 2,342 71,092 54,959 16,133
U1 43,861 11,599 55,460 28,199 27,261 L
SIU 12,954 15,699 28,653 7,994 . .20,659
TOTAL 157,189- 37,500 194,689 97,081 97,608 | .
TABLE I: Yearly Demand on Centers ’

-

; CENTER  REQUESTS PERCENT PERCENT
PER DAY? OF TOTAL  FILLED
A CPL 157.9 207 15%
s ISL 284 .4 36% 77% - S

Uo1 221.8 28% 51%

SIU 114.6 15% 287 *

- "‘_
' ’ - ' b ngC
. ] TOTAL 778.8 997 62% ‘

™

a Assuming 250 days of operation per year,
b- Special, Resource Libraries process li,pfxthc overall demand. -

c Based on unique requests. Otherwise, entry is 507.

&

d Lo TABLE II: Average Daily Demand on Centers

Y

3 . ,
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from Table IIIA, we find that 55.2% of the requests (%PUB) obtain 75.5%

of all titles sent. This.can only be true if 44.8% of the requests z

(%non- PLB) experlenCu very low probablllgles of success. A later analysis

-L “

will show that this is unlikely. Thus, we must conclude that the estimate
¢ .
from Table I1IB should be employed in further -analyses. °

Using thz LRC Center sample, we detarmined distribution of requests .
among Systems shown in the left columns ofrTable IV. The LA percentage®
increased slightly over that in Table LIIB because some non-LA requests
were without System codes.-

. The "titles received" entries“of the ISL yearly statistics for .
Systems vere also used to estimate the distribution of re uests among

7 - .

‘Systems. Three assumptions are required to-use the ISL yearly statistics

L) N
for'this purpose. First, wve assume that the percent of totai public
.

library requests generated by -a specific System is indicative of the per-

\ccnt of all requests generated by that System. Second, we assume that

& [} — 4 , & ;
probability of satisfaction at the Center level of the nctwork is independent
of the specific System generating the request. Third, we assume that the

ratio of titles sent to requests filled (by the Center -level oF the network )

is independent of the specific System generating the request. Using these

assumptions, the distribution of requests, among Systems was determined and

N »

¥

is shown- in the right columns of Table IV, B - ) -
* Fl N . = "".
The two sets of estimates are similar in magiitudes but have

»w -~

definite differences. This poses a dilemma. The LRC data includes: a

.
v - - +

one-month's sample while the ISL data is & year's data. On tfie other

L
»

A l9th bystcm was defined as 1nc1ud1ng all large academic libraries. We
could define each large academic library as a System and Lhus be wore
accurat2 in our operational description.. However, the small, number of
requests gcncxatcd by large academic libraries docs not appear to justify
such detail. - *

El{[‘ic. ‘ '- ]8 -

Aruitoxt provided by Eic:
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* 1
LRC Centér Sample ‘ “I$L Yearly §tatistics
SYSTEM PERCENT SYSTEM PERCENT K
B0, 5.73 BO - 4.76 i
cP 1.38 cP 0.18 _ . " \
" cB 6.15 cB 3.97 | SN
‘ ~
CT 3.08 CT 2.50
DU 5.83 . = DU 6.46 .
GR 1.38 Gﬁ 2.33 \\\<
. v " 5.62 : v 3.05 . o, : .\\\
KK 4,03 ‘KK, 6.09
LA® 7.10 LA* 6.57
LC 2.55 _ Lc 4,88 A
LT 4,14 : LT 4.26 : ‘ . .
NS 16.12 1 . ns ‘ 13.20 | Ry
NI 3.82 : NI 6.10 ’
) RB ~1.06 ’ ' RB . Lz,
. RP ' 4.98 _RP 520 ) )
sit - 3.82 SH . 6:20‘
SR 3.29 : SR 4,96 |, -
su 16. 44 su 1.3 | ¢
Wi 3.50 WL 398 | o

% , R
Large Academic Libraries

TABLE 1V: Distribution of Rgguests Among Systems
. 1
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hand, we required several assumptions to pull the desired estimates- out of the

-

ISL data. To resolve this issue, we wili*continqe, as we have throughout this

.

-

report, to utilize estimates based on LRC data and include estimates based on
JSL data Egr comparison purposes only.
-r * ) ‘

. ~—~

. The two LRC samples were used to estimate the distribution of requests
among subject areas. (The 40 subject\flisses are those chosen by LRC.) Thél
. results are shown in Tables'V. 1If we assume that the subject class of a

‘particular request is independent of the type of library initiating that
g 5
request, then Tables VA and VB can be merged. Howeygr, even when the tables

L]
-

are merged, some classes have very few requests. Since we.plan to further

~

subdivide the Subj?cé‘distfibution by Center and perhaps by referral number,
we will have to decrease;the number of -subject classes to-maintain the accuracy
- .of our-estiéate of the distribu;ion of requests among suﬁject classes.
We decided to reclassify the requests into the 10 Dewéy classification
ranges ?&.c., 000-099, 100-199, etc.). Since the LRC’network(s;mple included

»

call numbers with many requests, .this reclassification would appear easy.

-

Unfortunately however, no fixed procedure was used by LRC in determining one

of the 40 request classes from a request's call number. In.an‘agtemﬁt to

-

- . aldeviate this difficulty, the.network sample was sorted by request qiass and

2,
Fa .

. the call numbers within cach class printed buc.‘ Inspection of the results led

» e ’

to the reclassification summarized in Table VI. Using. this scheme yielded -the

results in fable VII. ‘375~0C the 422 requests with legitimate call numbers

+ ¢
s

. . - 3 .
were reclassilied correctly. A reclassification scheme that will surpass this

-

89% accuracy is not evident.

T

M .

Using the scheme discussed.abové, Tables V. become Tables VIII. The

s

»

two samples are comb@ped in Table IX. Ranées 0, 1, 2, 4, and 5 have fairly

i"
* Ce - i
e

o

‘i

"ERIC | 20 o
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NETWORK SAMPLE

SUBJ WU, A NU. MO, . 4% .. SUBJ NO, % NO, NO, ]
CODE Kew, ReW, FILD, UNFILD FILD  CODE REW, KER, FILL UNFILD FILD
17 22 35,15 1o 6 72,73 21l 29 4,15 21 8 72,44
2 . 43  b6,ib 34 9 79,87 22 Mmoo 4,30 17 13 56,67
3 4y 85,75 26 14 bS,M0 23 - 5 B . 100,00
4 39 5,549  $3 6 34,02 24 25  3.98 - 4 21 16,00
5 14 e,81 b 6 S7T.14 25 20 - 2,87 14 6 70,92
o 19 1,45 4 5 504,00 26 2 .29 2 0 103,00
) A 16 2,96 17 1 4,44 27 15 2.15% 1e 5 bE6T -
. Y- 21 3,01 15 6 71,43 28 8 1,18 5 3. 62,50
9 b ¥,b6 s n 1ea,nd 29 1 0,14 ! b 1vY,.00Q
.10 45 0,45  $3 12 73,35 30 17 2,44 9 8 © 52,94
11 13 1,80 11 2 Ba,62 3% 3n 4,43¢ ee 8 73,33 .
12 2 9,29 2 0 198,00 32 S V.72 4 1 80,04
13 2 h,29 2 n 160,80 33 39 5,59 .32 7 82,05
14 13 1,86 12 ! 92,31 34 69 9,89 48 21 69,57.
15 0 v,04 ) 7! B,80 3% 4  YnT 2 -2 5P ¥9
16 5 u,72 2 3 w00 36 28 a,v1, 15 13 -SS;ST
17 21 3,01 16 5 76,19 37 8 1,15 8 v . 100,00
18 3 0,458 v 3 ‘w00 38 9 1,29 Y. "o 1vv,00
19 25 3,58 2n 5 89,00 39 B 8,00 ) 0 9,00
29 12 1,72 8 "4 hb 6T 49 I 1 B 0 ¥,00
TOTAL ' 698 494 204 T 10,77
~ (Note: 23 requests had no subject code.)
) TABLE V A: Distribution of Requests Among Subject Classers (Network Sample)
‘ ‘ CENTER SAMPLE =5 ) ~ .
S SUBJ NUe K, ND, o NO, % SUBJ N0, T % NO,  NO, A
CODE Red, KEWs¥ FILOD UWFILD FILD  CUDE RER, REQ, FILD UNFILD FILD ¢
| 24 12,57 14 19 58,33 21 52 5043 23 29 .44,23 ‘
2 79 T 30 0 3% 35 50,99 g2 43 4,49 15 28 34,88
3 .41 4,91 24 23 51,06 23 2¥  2.M9. B 12 40,00 -,
.4 35 3.0% 22 - 13 b2.86 24 18 1,57 5 . 1@ 83,33
: 5 14 1,45 8 6 57,14 2Y An 4,18 24 16 . 60409 N
R 19- 1,98 (4 5 75.68 26 9 0,94 5 4 55,56
B S N 1,77 11 h U, 71 27 10 1,04 5 . 5 - 50,00
6 52  H,43 26 Ph 55,00 28 35 3.65 15 22 37,44
4 13 Fo35 3 10 23,08 29 13 1,36 5 8 385446 2
19 48 Sl 31 17 bl4,58 30 19 1,98 8 11 42411
11 12 1,25 - Y 3 75,00 31, 39 4,A7 25 14 64410
12 5  U,5%¢ ) 3 .40 ,08 32 12 1,25 9. K ,15,00
13 2 v,21 2 W 1D .v 33 51 5,32 25 26 749,82
14 9 %94 6 3 bb,67 34 585 95,53 23 3. 43,40
15 [ I ) 1 ¥ 19n,00 35 16 1,67 15 3 81,25 .
1b 4 Bue 4 “ 100,00 36 47 g1 28 19 59457
17 13 1,35 ) .7 46,15 37 13 1456 7 6 53,85
18 3 Uy R4 6 2 75,00 8 18 1,88 - {0 8 55,56
19 54 8,55 23 11 67,65 39 b 0,00 0 { B,00
2V 26 2,11 1y 1y 7 K G 1) 0w ¥, v 0 0,00
TOTAL T 4 958 509 449 53,13 .
(Note: 86 rt.quests had no- subject code) )
©  TABLE. V B: Distrvibution of Reguests Among Subject Classes (Center Sample) °* |
* 21 , : ,
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CALL NO. RANGE _ LRC SUBJECT CATEGORIES* .
000-099 1 '

© 100-199 2 -
200-299 . ’ 3
300-399 4 - 11
400499 -~ 12
500-599 13 - 16, 19 -
600-699 17, 18, 20 - 24
700-799 - 25 - 30
800-899 31, 32, 34, 35, FIC, JFIC
900-999 33, 36 - 38, BIOG

*Tﬁéré Qere no requeété in capegories 39 and 40, ) -
TABLE VI: Scheme for Reclassifying Request Subject Areas i

RANGE NO, CORRECT NO, INCORRECT NO CLASS, ERRORS

) 15 e 4- 1.

1 27 . 5 6 %o’

d 16 7 7 0

3 , 67 6 - 66 /I

&’ 1 0 o N S

> 23 7 1 ) d

6 60 9 34 a S

7 35 4, 9 )

8 . 89 . { 8 ) .
> - 9 : . a9 . 8 12 ) '

TOTAL 375 47 153 2"

NO SUBJ, CODE s 9,

+

3

TABLE V1I: Results of Reclassifying Request Subject Arcas
(Network Sample) . L




NETWORK SAMPLE ‘ & BN

RANGE nO, % NG, ND, % ’
» REQR, Rgm, FILD UNFILD AILOD .
7 22 3,15, 16 6 (12,13 .. ’
: 1 43 . 6,16, 34 9 T 19,07
. 2 40 5,73 2h 14 H5,00
3 166 23,TH  12A 38 77,11
4 2 4,20 2 0 109,90
. . 5 45 b, 45 34 9 80,90 . P
- - s 125 17,91 71 Sa 56,80 i ‘
' 7. 63 9,43 4y 22 65 . LB )
. B 1gB 45,41 1A 32 76,37
q 84 2 03 bd P 76,19
TOTAL 698 . 494 204 V.17 -
. NU. MITHOUT SUBJ, CUDEz 23 ° ’ . ’

v

TABLE VIII A: Distribution. of Requests Among Dewey SubJect Classes

(Ngtwork Sample) . .,
CENTER SAMPLE !
RAMGF NN, % NO, nNO, %o
FED, RED, FILD UNFILD FILD
) o 24 2,51 14 ty. 58,33 /
. 1 M T3 45 35 50, B0 ] .
) ? 47 4,91 24 3 Ri,06 N .
3210 21,92 124 Rob 59,05 \
4 5 9,52 ° o 3 49,69
5 50 5,22 36 14 Ta,0m
; 6 17T A48 T4 103 N1,81
- 3 ? 126 13,15 60 . bb T ,62
R 128 12,53 10 50 58,33
. r 9 129 13,47 70 59 54,26 '
FuTAL 958 -t 549, 449 53,13 .
. NO, wITHOUT SURJ, CUNE= 86

. [

Sy
TABLE VILT B: Distribution of Requests Among. Dewey Subject Classes .
(Center Sample)

~ -

RANGE . NDL, ” NO, MO, '
- RFO, _REN, FILD UNFILD  FILD .
3 ao i 2,18 3p 1h | 65,72
- - 1 115 b,A2 kY . g RN T
2, B 5,25 8Sp o« 37 57,47
. 3 376 22,71 . 259 124 b7, ,02" .
‘ -4 li 'ﬁ,qé 4 1 57,14 : .
. 5 9% 5,74 72 23 75,79 T
. 3N tb, 24 148 157 48,01 ‘ .
7 1A 99,41 10t . 88 53,44 b *
8 228 3,17 {usk 82 6,4
9 213y 12 . B6 124 79. 62,91 .
TOTAL 16%5h 1603 653 68,57 )
NO, WITHNUY SURJ. GODE= 109 CE
”? TABLE IX: Distribution of Requests Among Dewey Subject Classeq

(Gombxned Samp Les)

23 ;
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small sample sizes which might make grouping of classes desirable. However, a

- . “ N

classification scheme based on the 10 Dewey ranges is attractive from the point

J .
- @ .

- { Y. » . . v. - - -
of view of implementing results in the sense of the request routing policies to

.be recommended later-in this report. Thus, we will retain the 10 ranges. -

&

‘he center sample was emﬁloyéd to. estimate.the average daily demaad

N 3 . . : ¢ . . - o,
e@fnat1ng,from each System in .each subject class. Since the sample includes 5%

14

of twenty days' activity, it can be directly interpreted as the average daily ¢

demand. The results are showr in Table XA. ‘

For comparison purposes, we also used the ISL yearly statistics to

- ) ~ -
estimate the average daily demand. Recall from TaQ]e*II that -Centers process .
P . .

requests at an average ,rate of 778.8: per day. Combining this figure with the
results in the right column of Table IV and those in Table IX¥%, yields the dis-

I3
» . -

tribution of requests shown in Table XB. The results are comparable with both

approaches. As beforg we will employ the estimates based. on the- LRC data in all

further analyses. . =

5
- ~

lhe estifmates in Lable XA provide the A, 3k paxameters discussed earyler.

This table is a]rost identical in format to the demand data file accessed by the

€

- . R 0.
model from disk. ¢ ) =3
* A N . ) A‘ ) #
PROBABILITIES OF SYCCESS - . e i
] / i — ’ ol
Recall that the probability that a request in class j is satlsfled

by CenEer i (denoLcd'pij) can be derived f.un the six constituent probabilities
b R K - ~ ]

. Y s e . s a0 s s ® ! " ie Wi S*
ciJ’ QlJ’ a.., v.., flj, and s, For the moment, we -will aggregate across

request classes and thereby simplify the disctission.
Ly : : )

[t is assumed that the subject .distribution is independent of Systems.
W R & 2

2

.~ 4 '

0

e oo ‘ :

Aruitoxt provided by Eic: . -




-a

D o

RANEE (SUBJECT CLASSTFICATIGH) -
" 1 I 5 . A [ 8 9. TOTAL
? 0 { ¥s b o s 3 2 5 . 47
i ) 2 ! a e a4 <08 " Y. :
o ¢t v R ’ ‘1 * ~
¢ 2 1, o 1 S T RN g o\ 49 y
. C1 ¢ 2 3 4 ¢ @ 7 3 3 5 2s )
P | 5 b h 3 1 7 13 - S 6 » 51
" gR ; & 2. @ T 1 3 2 13
T u 2 N 9 9 g ) -0 6 _ -8 "“ 5% - °
KP ¢ / » hoooop 2 u 11 9 . 2 3 /
. - * ‘ . " . % . :
LAY L P . b 1n T w T f0 o a 7 58 -
LC e Ty N e n * B 1 3 .2
R pob 2 " » no T oon 0 5, 1 BTG
S R ¥ I I 34 7 7 18 17 > 16 1B 134-
24
N ‘10, g A R 7] { 5 -4 .3 B 32
. A ]
Ry we a0 3 2 @ 2 2 b2 9 :
kp AR 1 13 o 3 i 'S5 7 6 44
- . ¢ ' “ .
Yl 7 £ P t , b n 1 5 3 8 4y $&
: SR L i o u 1 ? By 2 ) 7 n
I I R 7 23 BN eh 2R a2 13 142
W] -7 - 1 1t ¢ 1 6 1 5 8 Kyd
. s : , .
e T INTAL 4 bl A 1 /9 5 0e 19% M/‘i, 11 123 . ‘Bea -
oMU, WITEOyT SYSTER CPRE = 48 ' ( -
U, WiTntY SuwJkCT Cnbe = he . ' ;
:)F Large Academit -Libraries 5 .
’ . : #_W”,M“’”\’ e
) TABLE XA: Distribution of Average Daily Demand (Requests/Day),
v Among Systems and Subject Classes (Center Sample)
~ * - . - ‘ . " B
T J/J‘r : ¥ ..
) ‘ 25. - .
¢ s
y oy "
B . ) -‘ .




b
»
~

-Q’g'..' . e
‘ e ‘ - M
L e ' C AL (SUNIFIT (LASSIFICATINM ‘
3Y8 R 1 b7 3 i g A 7 f 9" "TOTAL
P - L3 [y N
' ‘ - pr
m_,/ 1 g 2 M ] 2 1 -4 9 ~ 5 37 -
D 2 0 " " no, % M- " 2 @ 0? -
. , \ N
s 1 ? P 7 " » A n- 4 4 32 .
' 1 1 1 1 i 3 { 4 ? 3 3 20 R
- L L
© by ] % 3 1) @ 3 ) hooe T (A1
N - o A » .
b4
1k oy yon & | 3 ? - P 2 17
. ‘ ; R - .
v ¢ 1 e e S ¢ 1 h 3 5 3 23
o oA DY @ 2 9 5 "y A ul ‘
t.h * 1 4 2 17 1l RS 9 b ! 7 51
N J LY ) .
. 1C . R » ° 2 1 " 5 s e
¥ - ) -
-~ - ‘ e
, L1 1 P L2 H 7 by t n 5 4; 3®
. “‘ hd 3 - . . 1 . ¢
i 7 { | A3 i Ao~ 14 §7 14 ‘1-:3}‘ . 16(45
’I‘;"L“ " v
. Nl 1 4 X 1) 0 3 Q Y 7 6. 48
by 4 ! ¢ s 0 { ? ! 2 1 11
. 1 o o .
. wp I S R v EI 5 & . & 40 .
) €t s « + -
S 1 § IS B @ X, 4 , 6 w7 6 49
. - » *
T 1 3 ? Y 0 ? 7. = + 8 38 -
~ N . [y . .. ~
<\ 2 " oTopn o A 20 12 15 L4 198 .-
-& " N * ~
Wy . i P . ] . el [ 2 ofs : 1} nll ¢ - 3?
Talal P TR nin 174 oY Y 1as #Q 1Ggb - e TIe . c
& . * . ol =
3 . * N s ' . . + g i
¥Large Academic Libraries " - .
. . ~
[ABLE XB: Distribution of -Average Daily Demand (Requests/Day) Among Systems '
. . aid Subject Classes (ISL Yearly Statistics), -
i ) ¥ ' ~ B a N
b ,v‘l» : * ' v




-23-

[

¥

! ¢
Tables XI show how the‘probabilityrqf success varies with Center

"

and re "rral number. The most striking difference between Table XIA and XIB
* (. *
1s found in overall probability of success estimates (in the lower right-

hand corner of each table). <lhe network sample yields an estimate of 68.6%
while the center sample yields an estimate of 49.5%. 1ISL's yearly statistics

show SO.Qi'for this overall probability. Once aéain, we find ourselves

- ’

supporting the use of -the center sample (latle XIB) as opposed to the network
ffample. To explain why the network sample overestimates probability of success,

rec..11 that non-public libraries are overrepresented in the me:zwork sample. If

. requests from non-public libraries experience more success than those from
public l:braries, the differewce in overall probabilities of success might

-~

.

easily be explained. This conclusion also supports our earlier decision to

3 - -
use the center sample as a basis for estimating the distribution of réquests

»

*

-~ ’

 ~3

>
-

among library types.

e also sce in Tables XI Now probability of success varies witk

Probability of success definitely decreases when proceeding
1

. referral number.
~{rom’ the zeroeth to~the first referral. Apparently, réferred requests are

-»>

1 g )
more difficult to satisfy. Unfortumately, there is imsufficient data te
r
referrals result in success-

A

)
-

c;'coniiaenﬁly conclude that th® second and third

.

ively»}ower probabilities of success. This lack of.data will be very evident
v . Va . *

- .

3

est class. As noted earlier, .,

\ané we break these probabilities down by requ

y v v <

]

the model could easily be adapted to u ilize probabilities that are dependent )

.

“on referral number. ﬂoweverl this will require either more data or fewer

~ *

request classes.¥,

. . '

A"

3

.
.
S Ls ¢ .

. »

* ) . H '.' .- .
The chuice of Lhe number of subject and .referral’ classes into which your data
is partitioned depends on huw you want Lo emphasize ''subject sensitivity" and
H - > i . '-'. »
"referrzl sensitivity" in the network operating policies.

=
e

.ERI
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REFL. NU, ©

- 101L. NU.
X Al @

" N0, FILD

" NU, UNFILLD

© % FILD

REFL, NO, .1

% AT 1

~ NO, FILD

% FILD
EFL, NU, 2
T0T1L, NO,
X A1 2
X F1LL
EFlL, NU, 3
S TOTL. N,
- X AT 3
NO, FiLUL
- % FILO-
0TALS
TOTL. “NU,
A .
NO, FILU-
NO, UNFILD
X FILU

%

-

. *

TABLE XL A;

NO, UNFILU -

-

1

CpL

101
g4 17
46
5%
45,54

7,59
4]
0,0

10
B,33

g

i
V49

9,00
®
v
v, 00

124
16,64

46

74
' 38,335

24

>

NETWORA  SAMPLE
CENTER
IsL ~uol
296 . 177
Y9,66 715,97
219 133
26 44
21,22 75,14
"] 44
/I3 14,88
a 23
] el
inw S’aoa‘,
kY] 12
0,04 5,15
9 3
0 9
T 1] 25,40
i )
V.34 V00
9o D
1 v
U1 w, 4
297 a3l
41,19 3.3
eluv {59
27 d4d
990,91 68,4

4,25
!

2

35,53

11
u‘;’s

2y

51
28,117

721
100,00

495

22k '
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To overcome the .scarcity of data, we decided to pool the two LRC

- e
> . -

-——— samples within the 10 subject ¢lasses and not consiuer variations of

[

probabilities with referral_numbter. rne pooling of these two data sets within

-,

subject classes requires that we assume that probability of success, within a

given subjecl area, is not related to the type of library from which the request
¢ . . . .
originated. Of the 1765 requests in both.samples,!109 were without subject

codes. - Thus, our ovérall sample is 1656 which is divided among 4 Centers and 10

subject classes. Table XII shows the frequencies of success at each. Center.

t -

For each category (i.e., call no., prev. ver., etc.), the,left column represents
the number of requests with that characteristic while the right column represents

the number of requests without that characteristic. For example, for range

€,

0 (000-099) at CPL, 8 requests were received all of which were without call™
' . .

/ numbers. 7 of the 8 had been previously verified. &4 were owned while &4 were

-r

i not owned, Of the 4 owned, 1 was available while 3 were unavailable. The

- -

. . . 3 ", l' . . . - “ * . . . .
previously uaver.{icd request was not forwarded without an attempt at verifica-

-
R

.

tion. “However, it was not successfully verified.

* .

Tab&e X1II represents the same information but has been .converted
“ to probabilities. [his table is very similar to the proBabfliLies of succgssk
?ata file acce?sed by the modei. '[o-cgmpare these pirameters*with 1SL yearly
static.ics, we%calculaLed probabilitLy oc receipt with a call number, probability
_of ownership aﬁd probability of availability given bwnership using ISI, aggregate
(across subjccg classes) statistics. This resulted in cij esLimate; or 0.01,
0,71.'0.11, andf0:03; oij estimates Qf 0.35{ 0.91, 0.63, and 0.41; ;nd afj
estimates were U.Zh, 0.86,'0.82, and 0.69 for CPL, ISk; UOI, and SIU, respec-
tively. ,With the exceplion perhaps of the CIL o.lj estimate, the comparison is

30 .
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FREGUFNETES UF SUCCESS FUR PROCESSING AT CPL
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FREQUENGIES GF SUCCESS FOR PROCESSING AT UOI
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TABLE XII: Fruqucncieé of Success at Each Centex
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. PROBABILITIES OF SUCCESS FOR- PROCESSING AT CPL

c1J - vIJ 01J AL FIJ S1J
.~ 0,00 @,88 DyST g,”S5 . 0,00 2,00
" 9,00 1,08 p,4l ®,25 . 0,00 8,00
%,09 ‘1,00 - Pa10 2,00 0,00 n,00
8,00 0,91 V77 9,72 @,00 Bel7
2,00 1,00 .59 9,00 %2,00" 9,00
“0,00 0,88 9,75 1,00 0,00 1,00
0,00 2,89 T 0454 0,42 0,00 . 0,15
0,00 1,00 . 8,50 2,47 P00 . 0,00
0,00 2.89 8.57 0,29- 0,00 0,69
9,00 1.00 .54 - 0,33 n,.00 9,00
0,09 9,93 8,459 0,52 7.00 0,47
PROBABILITIES OF SUCCESS FOR PROCESSING AT ISL
C1J viJ 01J AL FI1J ~ S1J
" a,67 2,74 1,00 "0,86 v,00 1,003
0,79 0.88. P,86 8,76 8,00 - 9,00
2,85 2,80 0.80 0,94 . 0,00 . t.0n
©@,62 P80 2,84 0,93 0,00 0,73
0,33 B,U% 1.00 1,00 ‘g,00 . @,50: .
D72 - .80 1,00 8,89 2,00 1,00 *
0,61 D78 . B,T6 9,86 0411 - 0,88
0,69 P, 73 - B,80 0,83 2,70 0,67
9,84 0,89 . BeTR P,99 0,00 1,00 -
0,68 2,87 0,70 2,92 6,00 1,00
%.70 B.79 0,80 0,89 ?,03 0,79
PROBABILITIES OF SUCCESS FOR PROCESSING AT UOI .
£1 viJ 0lJ AlJ FI1J S1J
J’e.@7 1.”9 0.93 0.71 0.00 9.'@0
9,05 0,88 0,83 0,88 B, 00 n,80
U,00 n.88 0,75 0,79 0,00 1,00 ,
. 9,29 .79 (1,83 0,86 7,00 .76 .
PN 0,50 1,00 1,00 2,00 1,00
®,05 ¥;83 2,88 P.85 2,10 1,00
0,04 VB0 - ?¢SS 2,85 7,00 0,63
¥,15 ¥.92 B.67 0,88 033 1,00
0,17 0.92 2,63 0,97 P67 1,00
2,20 9,83 Beb& - 0,95 8,00 1,00
P.13 0,84 0.72 0,87 2,05 @.80
PROBABILITIES OF SUCCESS FQR PROCESSING AT SIU
C1J SV 01y ALJ F1J s1J
9,00 0,95 Veb2 8,77 B.0N0 - 9,00
",00 0,89 031 Q,80° 0,00 " 0,00
2,00 9,99 Bebb v,55 ",00 0,33
2,00 0,00 P00 0,00 2,00 3,00
B, 0P toone Co,56 1,00 8,00 0,070
0,00 2,92 0,36 P67 ¥,00 p,59
0,00 2,97 0,41 0,67 8,00 1,00
0,V 1,9“ ) Q45 ‘0,89 0.00 . 0.@0
¥,0n0 0,91 Q,30 0,70 0,00 1,00
‘2,00 #.93 Dbl Beb7 0,00 0,47

32

\ TABLE XIII: Probabilities of Success at .Each Centex




*

favorable, This partially justifies our necessary pooling the two LRC samgleé
and may indicate that the reason for éreater succesé in filling non~-public
library requests (noted earlier)- is due to the subject distribution of those
requests. In vther words, within a subject area, probability of success is not
rélétéd to originating 1jbr5ny type. Thus, non-public libraries experience

£re "Ler SuLLedbd bcuad;c their requests are in subject areas for which documents

are more likely to be owned and available. This last point is only conjecture.

. .

PROCESSING TIMES 7 .

Now, we want to estimate the average processing time of a request at

procéss k of Center i -(denoted by mik)' To:approach this problem, we will first

consider the overall processing times for satisfied and unsatisfied requests,

o~

These are shown in Table XIV, Note that unéétisfied requests. at ISL and SIU

require much more processing time than satisfied requests. On the other hand,

s .unsatisfied requests at UOI require less processing time
N ! s , - b
A, v, T

RO i : ?
+ . requests, low can we explain this result?

. \\__; -

than satisfied

SATISFIED REQUESTS | UNSATISFIED REOUESTS 7

© CENTER AVG, . STD. DEV, N ‘ AVE., _STD, DEV. N[

P | 5.3 4.84 70| 5.29 3.53 65 |

ISL --- | 3.81 f 4,66 468. | 10.38 7.50 21 |
uoL - 6.87 5.00 291 | 5.17° *5.04 53
S1U 6.77 3.46 70 | 12.58 5.76 24

TABLE X1V:

¥

Overall Processing Times (in Days) -at Each of the Centers

33

-




et

. . -30-

.
2

Recall our discussion of Centexr level processing in Pra;ect Report
Nos. 1 and 2 (No. 1, pp. 20-27, No. 2 pp. 32~37). .There we note that -average

overall processing time can be represented as a weighted linear sum of the

-~

average processing times in cach of the six processes of a Center

. Gnilj Wons eess wi6)' The weighting on w;, is 0 if th? request did not

1 : th P : cqs h
atilize the k process, 1 if the request utilized the kt process once,

.. ‘1 ‘ th , .
2 if the request utilized the k™ process twice, etc. We know the overall
- 1= I
processing time and the weightings from information collected in. the LRC
sam % We want to estimate w,,, W, aeey W. .4
ples : nt to t e Wy w12’ » Yo
From the two LRC samples, we can form 1062 lincar equations in six

- + .- - . . . '
unknowns per Center. Using an optimization technique to find the W, 'S

that minimize tle mean-squared error between Lhe predicted overall processing

times and the actual overall processing times we obtained the results in
. ' - -
Table XV, The technique was constrained from producing any W less than

0.10 day. These results seem reasonable as the root-mean-squared (RMS) |
fitting errors are commensurate with the standard deviations in Table XIV.

It should be stressed that these results are only valid as far as our data

processing assumptions (in the Apperdix) and the model of Center level

“~

. processing (Report Nos. 1 and 2) are valid,

-~

Considering some of the specific entries in Table XV, we see that
7
ISL ai. $1U have large estimates for average time to forward an unsatisfied

request. This is consistent with the resultc for overall processing times

v

ot

“See the Appendix for assumptions necessary in processing this data.
# i
+* . . ’
, ‘0f the 1765 requests represented in the two LRC samples, only 1062 had
sufficient information (i.c., date entering and date leaving a Center) to
be used in this analysis of processing times,

¢

El{[lc‘ o » 34+
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. CPNTER ,TN-PROé SFARCH ‘OBTATN OUT-PROC VERIFY FORWARD { N . RMS -
‘ : CPL 442 0.10 0.10 0,46 0,92  0.68 |135 4.22
i ISL 3.05 1.80  0.10 0.13 . 4.86  6.26 [489 4.66
i o1 2,32  1.45  0.100  3.14 0.10  1.34 [344 5.20
SIU 2.34 3,22 0.10 0.94 3.14  6.85. | 94 4&.06

TABLE XV:®* Average Processing Times (in Days) for Each of the Six Processes

’ at Each Center .

e

noted above. The optimization .technique estimates a large Value for for-

warding timé because that is the only onc of the six processes which,
AN -

[

. -unsatisfied requests exclusively employ. N

On the other hana, UOL has a‘largp estimate for time to out-process

a document, The optimization teclnique estimates a large time for out-processing’

to account for increased overall processing time for satisfied requests., Intui-
- . . . . .o ‘e
tively, knowing the -UOL campus and the geographical dispersion of its departmeﬂtal

r

libraries, one might expect that the ol.tain process would be. the cause of increased
s

processing time for satisfied requests. To pursue this possibility, we performed

¥

q—hore detailed analysis.of within Center processing.

- v -
. t

We started with three hypotiheses.

v ¢

1. Requests entering with call numbers and thus avoiding the, search

¥ process, should have significantly less overall processing times

e an ¢ o

. than requests that must be secarched.

£ 2. Requests entering with -previous verification and thus avpiding :
-

the verify process, should have significantly less overall 4

processing times than requests that must -be verified. ' .

.

(Y
- -

“The entries in this table should not be interpreted without reading pages
in the text. . .

* -

o . ] ‘) . 5
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3. chUQSLs‘Ior unowned documents which thereby avoid the obtain
’ proccss,\khoﬁld hqve{SigniEicantly less overall processing

3

times than requests for unavailable documents that must go

thrdugh the obtain process.

>

v
Testing the above three hypotheses® for each Center, we find hypothesis 1
supported for 1SL and UOI while no other hypotheses were supported for any

/ .
Center. In other words, the available data did not support the hypotheses.

that verification and obtaining are significant components of overall process-

ing time. This does not mean that these processes do not in fact ‘consume

significant amounts -of time, but only that the data was insufficient to prove it.
More specifically the verification hypothesis is subject to much
y = o

statistical error due to the great ambiguity of responscs on the questionnaire
!

-

forms (see Appendix). The obtain hypothesis was tested using very small samples.

This was-due to the fact the dote information was no: fillud in for many, unsatis-

. fied requests and wu. can only look at the impact of the obtain process on

unsatisfied requests. (All satisfied requcst54go through the obtain -process.)
- Thus, the average processing times for obtain and ver!fy are not of
e ) by . -
much use and should be intcerpreted accordingly. For example, we cannot use this

data to predict the impact of'cqmputcrizcd circulation systems on network per-

1)
“

formance because one of the main benefits of such a system is the avoidance

»
- .

of the obtain process unless the document is available and we have little or

h ] .

.

ao- faith- in the estimates in- Table XV that indicate how -much processing. time

s

might be saved,

-

“More formally, we used a t-test to test the hypothesis that significant
differences did not exist. llypotheses were rejected whea. the significance
level was = ,05.

s

. .
- ~

ERIC , 36

P . . .

«




) *

-

Another point is also important, ! Since all satisfiéd requests are \-

processed at in-process and al out-process, we cannot separate the average

“ #

amount of time devoted to each process. ,B{Eilarly,—since all unsatisfied
requests are processed at in-process and at forward, we cannot separate Lhe

average time devoted to cach of these processes. When using the non-queueing
option of, the LLLINEl model, this difficulty has absolutely no effect on model

M »

r i3
,predictions. Howcver, with the qucueing option, it does add an unknown for

which we have no information. Thus, we will not utilize the queyéing option

»

in Jdater analyses to be discussed in this report. In the future, different

data collection procedures may avoid .this problem.
{

As a final comment on the estimates cf processing time discussed
e 5

here, we should note that weckend days -are inclg?ed in the processing time

estimates. Thus, the pesults do not nccessarily represent continued active
} . .

- processing of a requcsé and may include periods when the interlibrary loan

s i * [ . c - . . » .

effort is closed down. ﬁ!;!c could adjust the LRC data to exclude weckends,
- . 14

but it scems more appropriate to rétain the time estimates that the
- . +

requestor actually endures.

DELIVERY TIMES R . : : :

. -

"To estimate tik (the nverape postal delivery time to System k. o ’

from Center i), wve will use data from the previously noted ISL postal

Tﬂﬂhﬁdclivcry,timc study. _While this data only includes average de. very times

Fa

from 1SL to various Systems, we will assume that th:is data is typical of

1

postal service thyoughout Illinois.

"ERIC

B A v ext Provided by ERIC




One would-imagine that postal delivery times dare related in some
, way to ’di.tance., To cstimate the distances between Centers and Systems,
- 3 L -
/ we assume Systems to be in the geographical center of the region they

0 represent and then measured the straight-line distances between points.*
(RN ~ - -

4 o
{

Plotting the ISL delivery time data versus dislancc,vwe»reached tvo
conclusions., First, average delivery time is roughly a linear .'unction
of distance (i.e., tig = @ + baik where dib is the distance between

Center i and System k while a and b are constants).QDSecond, the linear oL

function is dif.erent if a metropolitan area (Chicago or St. Louis) is
- )
t
invoived. >
. -

Based on these conclusions, we .employed a weighted-least-squared-

error fitting method (weighted by the number of Jata points in each estimate
of average delivery time) to obtain the followiiig results. For delivervie§™
* S

. %
.~

] . - . . .
involving metropulitan areas, we found t, = 0.8% + 1,13 d., (where the T
T e N lkl PN h k / 0 r] f‘ ;.
units of dik are hundreds of'mglcs) wvith a .root-mean-squared fitting error
% LY

of 0,200 days, Similarly, for deliveries involving only non-metropolitan

. 4 .
K ) K with a root-mean-squared fitting error

of 0.157 days. . : .o o

.

arcas we [ound ti = Q.97 + 0,29 di

Using these two linear functions Lo estimate averag} delivery times
v < i

between all Centers and Systems, the results in Table XVI were

-

obtained. To estimate the average delivery time for large academic libraries

.
- . . * .

- -

%

—r —
“While Systems are ndt necessarily in the geographical centers L their
regions, a more exact knowledge of their location is not necessary in
light of the less tenable assumption that straight-line distances are
appropriate. llowever, we have no practical alternative but to use this

! straightr-line assumption and, since we are only estimaling average
delivery times, the accuracy of our estimates is probably not .
substantially affedted by this %pproximation. '

“ ¢
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- L3 *
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L t -
N CENTER
‘r - - e d

SYSTEM . CPL 1SL uoT . sfu

BO . 1.4 3.5 N N 4.1
’ cr - 1.0 2.9 2.3 4.5
' cB v 2.2 1.2 1 1.6 | - : .

. 1. e . - 3.6 * 1.3 1.3 L 1.2 )
- DU .2 <. 2.9 R SO 4.5 o

GR . 3.4 .o1.2 1.4 1.5 YT
v 2.4 1.2 1.2 1.6 -

KK 41 2.1 -2.6 1.6
LAY . 2.0 I T8 2.7 -
‘ L L 36 4 LS 2.2 2.1 .
o 2.4 1.3 1.0 - 1.6 ,

. NS - 1.2 32 2.7 4.8 .

S - 1.8 1.5 1.y 1.9
RB 2.4 . 1.4 1.4 - 1.8
RP - 2.9 1.1 1.1 1.4
T« su " 4.5 1.5 - s 1.1

3
' SR ., L9 : 1.3 . S T W e
- SU 1.1 ‘15 0 . 13 1.9 | -
WI 2.9 - 1.9 2.5 3.6 ,
. e 7
,*Large Acadeinic Libraries ‘ : .

TABLE XV1: Average Postal Dglivgr§ Times (in Days) .

. L -
- Between Genters and Systems .
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% - . .
-

(our 19th SyaLcm), we used a welbhted average of the avera5e dellvery times .

3 ‘ . , ot &

- - th >
for all other Systems where the weighting on the k System's average dcllvery .o L

. - - .
- » »

>
1

‘time was the percent of overall demand generated by that System.

—y. . . “ * o
SUMMARY : .

. PR . . . . \
. , Tables XA, XIII, XV, AND XVI include the desired model parameters.

-

We will now proceed to discuss using the ILLINET model and the implications

¢ -

- - - - - - - - 0
. of warious network operating policies. However, before continuing, a word .

.
v z
-

.of caution is appropriate. The model parameters which we have obtained

* i T . —s/
represent the state of the netdork in 1974-1975 as best we could detefhinc :
it with available data. Parameters will certainly vary in the future as v

. o
demand levels change and new ‘technvlogy is- 1mplemenLed Thus, the parametcf%

A. LabulaLed in this LeporL should not be malnLaLned as neccsca11ly the “Lrue ,
. ' ‘ "
pagameters. Data collcction will have to continue and. pararieter values . \
P B N . e ep [ . . N
updated. This secction of our report indicates what data is of imterest.
We hope in the future to be able to describe a rigorous- and systematic L
. * ) i s
method of .data collection that will enable monitoring of .the model and o, :
® L . a " ,
. upddating Of parameters. ) - , o
. : . M T r "’ 4
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© III. PGLICY ANALYSES

= A. INTRODUCTION

»

The,purpose of this section is to illustrate the effects (on network

performonce) of several classes of request routing policies. We will first

. » - /]

consider a class of policies that emphasize maximizatiom)of probability of

success without regard to average delay frcm initiation of a request until

-, -

receipt of the desired item by the requesting System. Next, a class of

* » .

- . ~ - . . . 3 . . &
.policies that emphasize minimization of average delay will be discussed.

’

Then, we will considera class. of policies that tradeoff probability of

.

success and average ¢elay. The meaning and possibility of optimal request

routing policies are then discussed and [inally, some sp.cific recommenda-
: . . 4

tions are summarized and evaluated.

. \ V' "
As we have pursued these analyses, it has become increasingly evident. .

~ *
Ud - - - g
that our sample sizes are inadequate for the type of analyses that we are
- N . 1
developing. For caample, several of the percentages in Table XIII are based
_ ) . .
on data from Lwo requests. WNevertheless; management decisions still must

»

T P
be made and one has -no choice’put to employ whatever data is available.

However, the reader should keep .n mind that results discussed in this sec-

tion should ve viewed mainly as interesting possibilities which require

further data for complete justification.
~ \
B. POLICIES THAT EMPHASIZE MAXIMIZATION OF PROBABILITY OF SUCCES3

An- intuitively appealikg routing policy is to simply send‘reque§t§ to

the libraries most likel§\\p satisfy them. This approach may be unsatisfac-

tory if, for cxample, the library most likely to satisfy your request is N

I distant in delivery time (e.g.; New York Public Library) while a local library

(e.g., Champaign Pubiic Library) may have a slightly'lower probability of

- “
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available.,

performance
N The policy is simple,
LY

(CPL, ISL, UOI, and SIU) by decreasing Pij

N

5

" succe..s bul can satisfy your request in 30 minutés if the item is owned and

3

Disregarding this limitation, we will now consider the network

resulting with policies that emphasize probability -of success.

Within each subject class, order the four Centers

and refer requests in that order

. until satisfied vr a constraint is met (such as a budget limitation, which we

_ did notl consider). For this class of policies, all Systems would utilize the

same poliLy within any given subject class. Using these policies, the ILLINET

Model produced the results shown in Table XVII.

As policies allow more referrals, we sec¢ that probabi1ity of success
increases as does avcerage delay and cost. An interestiél numeric is the

™ marginal unit cost of referral which can be defined ag g .

increased total cost due to referral . ¢5)
increased no. of satisfied requests due to re[erral

+  marginal unit cost =
- P .

-
- -

Using this definition of marginal unit cost, wé find that the first referral

-

. r D
yields a cost of $3.25 per satisfied request, the second referral yields a
cost of $4.48 per satisfied request; and the third referral results in a cost -
of $5.78 per satisflied request.

Thus, we sece that unit cost only increases

modestly with number of re.crrals while marginal unit cosL ‘increases vary

substantially. This is simply due to the fact that the referral Centers

(usaaILy CPL and SIU) do not perform as well (in terms of probability of

success) as the initial Centers (usually ISL -and UOI)..

C. POLICIES THAT EMPUASIZE MINIMIZATION OF AVERAGE DELAY

Instead of maxzimizing probabiliiy of success, we might choose a routing
policy that yields the minimum average delay. Then, the requestor will re-

ceive the desired item relatively quickly if his request is satisfied. Of

*

.
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PERFORMANCE

NUMBER OF REFERRALS
TEASURE 0 1 2 3
INPUT DEMAND PER- DAY 860 860 860 860 |
TOTAL DEMAND. PER DAY 860 1014 1072 | 1110
NO. SATISFIED PER DAY 706 801 820 829
NO. UNSATISFLED PER DAY 154 212 252 282
PE_;{CENT SATISFIED 82.1 93.2 95.4 | 96.4
AVERAGE DELAY (IN DAYS) 5.92 7.58 7.98 8.27
‘ 1'01",\: costT ‘mm DAY 107:1 138(; 1465 ‘ 11.517"
COST \l’HR SATISFIED NEQU!EST' 1'52 1.72 1.79 1.83

%250 days of operation per -year is assumed.

TABLE XVII: Network Performance With Policies That
Emphasize Maximizdtion of Probability
of Success
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course, the difficulty with this policy is that the library which performs
well” in terms of average delay may not perform well in terms of probability

of success. This prublem can be partially avoided by defining average delay

for a library as - ‘.

aﬁerage delay = probability of success x average delay for satisfied requests +
probability of failure % average delay for unsatisfied requests

where probability of success. is the Pijrdefined in section II-B, probability

-
¥

-0f failure is 1-Pij, and the average delays for satisfied and unsatisfied

requests are found in Table XTV.

To define a route, proceed as follows. Within each subject class, order

‘the four Centers by increasing average delay as defined in (2), and refer re-

quests in that order until satisfied or a constraint is met. For this class
of p011c1e~, all Systems will not employ the same policy witliin a given sub-
ject class. “Instead, for a given System and subject class, we calculate the
avcxage.dglay experienced by the System (uLlllZlng the apprepriate delivery
. ~ e

times f[rom Table XVI) for each aiternative route’ and choose the route with
minimal average delay.® Thus, each System has a.choice of four possible routes
for each subject classes., (Each of the Eour alternatives represents initiation
at one of the four Centers and refetrals chosen by equation (2)).

Using this approach to pglicy formulation, -the results in Table XVIII
wcte'obLainud. Gomparing Tables XVII and XVIII, we sec that those policies
in Table XVII are clearly preferable except when there is one referral. With

one referral, the policy in Table XVIII results in less average delay, approx-

imately the same unit cost, and lower probability of success than obtained

with the policy mn Table XVII. The particular policy ﬁrc[crred for one referral

“#This computalion is performed utilizing equations L through 5 in the
Appendix of Project Report No. 2, pp. 27-30.

) ” 44
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~ PERFORMANCE NUMBER OF REFERRALS

MIEASURE 0 1 A2 3
INPUT DEMAND PER DAY 860 860 860 860
TOTAL DEMAND PER DAY 860 |, 1014 1126 1170
NO. SATISFIED PER DAY 1 201 749 816 829
NO. U'NS:\TI-’SFIED PER DAY 569 266 310 340.|
PERCENT SATISFIED 33.9 | 87.1 | 94.9 96.4
AVERAGE DELAY (IN DAYS) 6.3 | 6.63 8.17 8.54
TOTAL COST PER DAY 160 | 1203 | 1516 | 1579 |
COST PER SATISFIED REQUEST | 3.98 | 1.73 1.86 | 1.90

TABLE XVIII:

Netwerk Performance With Policies That
Emphasize Minimization of Average Delay

%250 .days of operation per year is assumed.

1]
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depends on a value judgement concerning a tradeoff between probability of

success and average deldy.

In ceneral, pulicies that emphasize minimization of average delay are
» > * i

not acceptable for a small number of referrals (especially zero) because CIL

B

is closest (in terms of delivery time) to a great amount of request demand
’ #

but is not as capable of satisfying that demand as ISL or UOI. HowgVér, with

a larger number of rclerrals, policies that emphasize minimization of avecrage

delay &ightALc,apprupriaLe if r650urcesido not differ greatly in probability
of su;ccsg. Fof example, if Systems have a reasonably high probability of
saLisfying-a request within the System, they can avoid sending requests to the
Center level é[ the network and lessen average delay over what Yould be
obtained by using Lﬂe Centers. In fact, it appear$s -that Systems use a policy

somewhat like this now. lowever, we want to emphasize that such a policy

-

is not always preferrable as evidenced by the results in Table XVIII.
D. POLICIES THAT . TRADEOFF PROBABILITY -OF*SUCCESS AMND AVERAGE DELAY -
Now, we want to- consider policies that emphasize both probability of

success and average delay. Let us define the value of an alternative request

routing policy as i

pggi:bility of success .

value of a policy = average delay . (3%

This definition of value is suvmewhat like a benefit-to-cost ratiog, but is by
no means anything othex than an intuitively chosen definition. Various alter-
native definitions of value could be employed and the difficulty is choosing
the approupriate dufinitioﬁ. Nevertheless, we will pFogced Lo consider policies

* . |

that ewphasize maximization of value as defined in (3).

.ERIC . ‘
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Polacies are tormed, within a subjecc class, by ordering the four Centers
by .decreasing value and then referring requests in that order until a con-

straint is met. YFor cach System and subject class, the value of each alter-

native route¢ is caleulated and the System initiates its requests at the Center
whosc assuciated route has the highest value to that System. Since this includes

delivery tiwe estimates, the Systems will not all initiate their requests at

X,
the same Center. ¥

The results shown in Table XIX were obtained with this policy. These

£

results are almost identical to those in Table XVII. The reason is simply

that ISL and, to a lesser éxtent UOI, dominate the network in terms of our

~
5,

three performance mcasurcs. ISL has the highest probability of success, the
smallest average delay Lor satisfied requests, and ‘the lowest processing

costs since its filmed catalog allows the searching cost to be avoided. The

“only undesirable aspect of ISL is the large average delay for unsatisfied

requests. We wil] return tor some of thesg points_Jlater in our discussion..
E. THE POSSIBILITY OF OPLIMAL POLICIES

In the previous sections, we cunsidered three alternative approaches

‘to policy formulation. A question that arises naturally from this discussion

is: What is the best or optimal -policy? Optimality can only be defined

t

" with respect to some criterion., In Project Report No. 1, we defined an

ERIC

Aruitoxt provided by Eic
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appropriate «riterion for interlibrary loan networks Lo be maximization of

D
C“’ -

DI 2 )
service within any cyst cOnstraints. Then we proceeded to define service

-+
.

as having Lwo componcnts; prubability of success and average delay. Ilowzver,
thls definition is insufficient since we must have some say of deciding whe-

ther or not, for cxample; an increase in probability of success via referral
,

is worth the, increasced average delay due to increased processing loads that .
*

e '

result in larger request queucs.
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PERFORMANCE NUMBER OF. REFERRAI.\.S C
MEASURE - 0 ) 1 2 3 * '
INPUT DEMAND PER DAY™ 860 7 860 860 . 860
TOTAL DEMAND PER DAY . 860 1014 | 1073 | 1113 .
NO. SATLSFIED PER DAY ' 706 - 801 -~ 820 829
NO. UNSATISFIED PER DAY 154, | 213 253 284
PERCENT SATISFLED . - 82.0 93.2 95.3 - 96.4
AVERAGE DEIAY (IN DAYS) *5.92 7.57 ' 7.94 8.23 ¢
TOTAL COST PER DAY 1076 1384 | 1470 | 1525
T COST PER SATISFIED REQUEST 1.52 1.73 1.79 1.84
*250 days of oéerdt;on per year is assumed.
TABLE XIX: Network Performance With Policies That
Tradeoff Probability of Success and
Average Delay .
: » ' /\J“’
4
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Perhaps the pulicy valoe measure given in (3) is appropriate. Before

such a xhoice is made, one should invest some time into thinking about such-
13 »‘ » « *
performance measures. If a choice can appropriately be made, then the re-
- L4

sulting opLiﬁization,problem (i.e.. Maximize the criteriuvi valne = ...{
subject to the constraints that...) may be ameqabie to one or more of the
various optimization methodolugies. We have looked briefly at two varid-
tions of dynami; programming formulations and they apQEar~to be applicable
Lo several tenable policy performance measures. The developmént of these

approathes might be an interesting effort to pursue in the future.

B
»

-

F. DISCUSSION

w

What conclusions can be drawn from our analyses? Keeping in mind’ the
- N 3

paucity of the data, it is safe to say that the Centers of first resort

> £ . . -

éhouid,be ISL and U0I. The superiority of their performance over that of
¢

CPL and SIV is clear. Why does this occur? One intuitively pleasing reason

might be .the availability of ISL and U0OI (ilmed catalogs. Ilowever, the results

in Table XIIL do mot support this idea. ISL has a 0.80 overall probability

of ownership for those requests received wighout call numbers. (We assume

. v

. that these requests were not affucted ‘by the availability of the film catalog.) |

.
«

ERIC
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UOI has a 0.72 probability of ownership (for requests without call numbers)

while the probability of ownership is 0.59 fox CPL and 0.47 for SIU. The
lower probabilities of ownerghip for CPL and SIU might be explained by the

fact that many requests received by those Centers are referrals and thus,

»

may be more difficult to satisfy. llowever, the results in Tables XI show-
that CPL and SIU have low probabilities of success for those requests which
they receive directly from Lhe Systems. Conside;ing Table XIII, we see that

the difficulty at CPL is mainly availability with only 52% of owned. items
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.being available. This is not surprising when we consider that CPL is the
- %

vnly public library that serves as a Cenler in a network where most of ‘the

-

demand is from public libraries. Thus, the local clientele of CPL is using

the same Lypg of Ltems that the metwork clientele desires. On the other hand, \\i
" - h “ "! » » - . A
SIU seems~Tto suffer from both a weaker collection (reiative -to the other ) ;

-

¥ -

Centers) and somewhat of an. availability problem. Perhaps its local clientele

-

is less research oriented than that at UOL, -
» o

What would be the impact of removing CPL and/or SIU from the network?

The results of such an analysis are shown in Tables XX -through XXII.®: Com-

paring these results with those in Table XIX, we see that removal of CPL or
STU makes little difference. Removal of Both CPL and SIU only makes a diff-

erence for requests that are referred more than once. Currently, this occurs
; .

} Ay

with approximately 157% of requests (Table XIB) and, even for those requests,

¢
the degradation of service would be minor, .Frdm these analyses, we conclude
1 .3

that the .xemoval «{ both CPL and SIU should be scriously considerad.. llowever,
this conclusion is based on limited data and effort should be invested into i
gathering sufficient data to make this decision sbundly.

In general, all of the results prezented here must be looked upon as

tentative. The data simply dves not allow specific recommendations that can

be defended statistically. The next priority should be the development of
/

~

data collection procedures that will yield sufficient data to allow strong

N L}

.

recommendations.

“The approach to policy formulation discussed, in section III-D was employcd
(i.e., maximum value).

D
»
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PERFORMANCE T ‘ NUMBER OF REFERRALS "
MEASURE . 0 I 1 T 2
ENPUT DEMAND PER DAY 860 " 860 860
TOTAL DEMAND PER DAY ‘ 5 860 1014 1072.
NO.. SATISFIED PER DAY 706 - 801 . '819  : ’
'\ NO. UNSATISFIED PER DAY 154 » 21_2 i 253 . ]
” PERCNT SATISFIED 82.1 | 93.2 95.2.|
| AVERAGE DETAY (IN DAYS) 5.92 7.58 7.97 ‘
; ¥ . b . . . .
\\ TOTAL COST PER DAY 1071 1381 1465 |
GOST PER SATISFLED REQUEST i 152} 72 1.79 |

%250 days of opevation per year is assumed.

TABLE XX: WNetwork Performance Without CPL




o

~ =482 )
—_— E—— -
PERFORMANCE . NUMBER- OF REFERRALS
* . MEASURE i 0 R 1 T2

INPUT DEMAND PER DAY - © 860 17 860 860

" TOTAL DEMAND PER DAY 860 | 1014 1073

NO. SATISFIED.PER DAY 706 801‘r 817

NO. UNSATLSFLED. PER DAY - 154 1 s *256.
PERCENT SATLSFIED | 82.0 1 93.2 94.9...

AVERAGE DEIAY (LN DAYS) - | 5.92 7.57 7f88

TGTAL,cosf PER DAY '’ 1076 .". 1;§5 i466

COST PER SATiSFLED REQUEST R 1.73 > 1.80

%250 days of operation per year is. assumed.
; .

PABLE .XXI:  Network Performance Without SIU
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PE RFORMANCE

NUMBER OF _REFERRALS

MEASURE 0 i
INPUT DEMAW. PER DAV 860 |4 860
TOTAL DEMAJD PER DAY ~ 860" 1014
NO. SATIBFEED PER DAY 706 .8oi
NO. UNSATISFIED PER DAY . 154 212
PERCENT SATISFIED 82.1 93.2
AVERAGE DEIAY (IN DAYS) - 5.92 7.58
fOTALACOSi.BEé DAY . io7i*. 13éi
«CO0ST PER SATISFIED REQUEST 1.52 1.72

%250 days -of operation per year 1is aé§umcd

TABLE XXII: Network Performance Without CPL and SIU

53
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. APPENDIX .

' . ASSUMPTLONS IN -PROCESSING THE LBC SAMPLES .

.- A INTRODUCTLON . . . S
"2 A N X et e
Zarious. assumptions and. manipulations of the raw data were

hd -
<

necessary in quder Lo obtain the necessary data for «the model, In this

= Appendix, we will detail these assumptivns and note low Lhey differ for the

- a

“‘ Aot . - ,l 13
two LRC samples. As in earlier sections of this report, we denote the LRC .

samples as network sample and center sample. N
=g
g2

B. VERTFLCATION AND CALL NUWMBER DATA " -

-

Verification data was used to determine whether or not time was

spent -by the Center in verifying the request and whether or not they wvere

successful in verification., The wodel for intra-library processing assuies
> * v ¢ -
- that if a Center specessfully verified a request, Lhpy would re=-seavch the

.
il

request in their catalog. Lf the Center was unsuccessful in verifying tue

rcq&csL,-Lhoy whuld necessarily, forward the request to another Center or back
to the requesting System, . T

Two tvpes of data from LRC's samples arc used to determine ‘whether
yp é 0 | : ;,

R

or not time was spent in the verification process, if verification was
v ' * . 4 '
. succosslul, and if a call/mumber was previously provided.' ,
’ ) / . * +
fo determine whether or not time was spent in the verification process,
L]

. v

we used the .data cuded for "verification accuracy." If a Centet indicated .

N v o .

"eyeril. and acc.," we assumed the request was preyiously verificd, and the
T4 - ' ‘ . * ! £y - .
_ Center rveceiving the vequest did not spend time verifying. In grueral, any
g . N
. , . -
) nga;r code indicating "verification accurdey" (e.g., "2-verif. and inacec.,"
N - .. - .

"3aunverif.; verif. at R & R," or "4-unverif., not able") mcant that the Center

receiving the request spent time in the verificatibn process. . .
u' » .

- .
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A brief nole appears necessary regarding our interpretation of -the

code "4-unverif., not able," which was only used in the network sample. Ve

i assumed this cude was indicated b; a Ceucer which spent time Kirifying a
request but was unsuccessful. ,Be:ause "unverif., nét alile"” is ambiguous
with resbcLL Lo time spent wverifying, we discussed our assumption with the
Director of the U, of I, Illinois Interlibraxy Borrowing Office. She confirmed

. ) *

our assumption that moust Centers try to verify but felt that if we found many
requests with this verification status, our assumption is pic' *hly wrung

indicating the Center did not try to verify. Since we found only four requests

w{yh this verification status, we feel our interpretation of this data is

reazonable. {

»

To determiue whether or aot a Center was successful in verifying a

. request we used the data coded for "verification tool." We assumed that any

code enterad meant the Center was successful in verifying the request.

Dist;ibuLipn for verification accuracy and verification tool codes
are given inTalie Al, From Table Al, the data indicates that for CIPL
(éombincd sample) 266 requests were coded "l-verif. and écc."ﬂ We interpret
this data Lo mean that CPL did noL try Lo verify 266 requests, lowever, we
find that CPL coded a verification tool for 267 requests (284 - 17 = 267) .

which accorlding tu vur assumption indicates 267 requests were successfully
. !

verified.. In othcv words, 266 requests were previously verified and
\ - :

.
A .
succcsstu[hy re-verilied aL;@PL. This gencwdl trend can be illustrated ) !
. . - [

- - : l"' .

iir Table Al for kie other Centers. .
. o °

./’/’
»
!
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No, without Lill code =5

Table

A-1.

-52- )
CPL ISL
No, No.
Ver, Acc., No. Fill No Fill: Total Ver. Acc. No, Fill No Fill Total
1 70 196 266 1 501 99 600
2 L 1 1 2 2 0 2
3 4 8. 12 3 5 9 14
4 0 4 4 4 . 2 2 4
No Code 0 0 0 No Code 8 1 9
Total 75 209 284 Total 525 113 638
Ver, Tool ' Ver, Tool
1 12 138 150 1 30 27 57
2 0 0 0 2 0 0 0
3 36 3 39 3 4 0 4
4- 0 - 7 7 4 2 1 3
5 5 17 22 5 2 5 7
6 0 1 1 6 6 2 8
7. 1 9 10 7 391 . 55 446
8 0 1 1 8 0 0 0
9 17 20 37 g - 47 9 56
No Code 4 13 17 No Code 43 14 57
Totu> 75 209 284 Total 525 113 . 638
Mo, without fill code = 0 ) No, without £ill code = 3
UoL Sy
No. ‘No.
Ver. Acc. No. Fill No Fill Total Ver. Acc. No. Fill No Fill Total
1 291 188 479 -1 71 196 267
2 — 5. b 9 2 . 0 . N 0
3 - 27 11 38 3 - 5 9 14
4 9 8 17 ’ 14 0 3 3
o Code 3 0 3 No :Code 1 .0 1
Total 336 214 550 Total 77 208 285
Ver. Tool _ Ver, Tool
69 98 - 167 1 26 124 150
0 1 1 2 0 1} 0
3 0 3 3 0 0 0
9 8 17 4 1 5 6
41 21 62 .5 10 22 32
6 T4 10 6- ’ 4 3 7
6 7 13 7 3 13. 16
52 1 6 e 1 3 Y g
113 45 158 9 ' 26 26 52
No CGoda 37 20 57 No Code 6 12 18
_ Total 336 . 214 550 Total 77 208 285

No. without fill code =3
No, without Center -code =0 \\\\

Verification Information
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Afrer looking at some yegrly statistics from ISL we realized that
our assumpiions nceded revising. In particular, ISL and UOL claimed ‘to rcceive
71% and 11% of their requests with previously provided call numbers. We
decided to assume that if a Center indicated "l-verif. and acc:" for "verifica-

tion accuracy” we ignored any data coded for “yerification tool," and assumed

-the Center did hot spend time verifying the request.

The obc exception Lo this assumption arises in the determination of
whether or not a call number was previously provided. In this case, we usgd
the data coded for "veriéication tool." The model for intra-library proc:ss-
ing assumes that if a- call number is previously provided, the Center receiving
the request dues not spend time in the search process, i.e., a main catalog
search, not a shelf-list search.

Because 1SL and POI are the only Centers with holdings tools
indicated by the "verification tool" data we gcun expect that only these
Centers Qill posslbly bypass the search p;quss. -CPL and SIU-will-uﬁtcr the
search process for every request they receive because the data does not
indicate whether or‘nét a call number. was previously provided for those
Centers.

In the case for requests received by ISL and UOI, we agssumed the

request was provided with a call number if LSL qr UOIL indicated the ''verifi-

B

cation tool" for their respective holdings, i.c., a code of M7" or "8"

respectively. Processing the data for Table 'XIIL (see text) we sec that
. d <

. ' n - . - . - \\ . .
the following probabilities indicate the percent of requests entering thé,

57
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Center with previously provided call numbers: CPL - 0.00 (0.01),

ISL - '0.70 (0.71), UOL - 0,11 (0.11), and SIU - 0.00 (0.03). The probabilities
in parentheses are from ISL's yearly statistics which ar2 closely predicted

by the sample data using :hc appropriatc'assumptions.

All of the assumptions outlined in this section apply to both

network and center samples.

C. OBTALN AMD OUT-PROCESS DOCUMENT . :
If a request was indicated "filled" by the Center, we assume the
Center obtained thie document and .out-processed the document for delivery.

This data was interpreteds the same way for both network and center samples.

b. OUL-PROCESS, NO FILL

For rcquests not filled, we assume the Center owned the document
but that it was not available iflthé Center indicated "2 = in circ.,"
"3 = non cire.,” ‘& - on order/in process;" "5 = would send,‘noL ﬁvailable,"‘
or "7 = NWA too near." We assumed a fcqucst was not owhed by a Center if

-

they indicated "L = not owned,"” "6 = citation unusable,” or "8 = inappropriate.”

Interpretatiuvns about whether an item was owned or not owned were made )
independent of verification data and based solely on "fill/no £il1l" status
. »

and "reason Lfor no £ill" data. Interpretation of the data is the same for

‘both network and center samples, . . -

"I, PROCESSING TLHE AHD REFERRAL ORDER

For the network sample we converted dates to Julian days and have

included weekends and lwolidays, Thercfore processing times may appear longer

thin actual time in process at the library or subnodes. !

ERIC |
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Referral order is implied by the dates and if referral order data

does not correspond witk Julian date order, we assume the referral order

*

was incorrectly entered and use the Julian day for ordering referrals.
Lf a referred request has no date-out indicated, we assume the

date-out from the Center is equal to the date-in of the next Referral

Center. Similarly, if no date-in is indicated for a zervelh Referral Center,

¥
L

we assume the date-in of thie Zceroeth Referral equal to the date-out of the

allocating System,

2

Lf no date-out is indicated for the last Referral Center, we
Ltlien hdve no data v vverall processing time for that request. We could
perhaps caleulate an average processing time for that Center (based on
tlic complete data) and find an estimated Julian day for date-out.

Since Julian days were entered in the Center sample -and request
history data .as not available, we did hot have to manipulate the referral
order or date " * .,

If no referral number was inuicated for a iiquest in

this sample, we assumed the request wvas a direct request,




