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COMPARISON OF THE EFFECTIVENESS OF SIX MODELS IN

FORECASTING THE STUDENT DEMAND ON ACADEMIC DEPARTMENTS..

SUMMARY

.1 An accurateforecast of the student demand by level.on the academic

departments of an institution is vital for budget and financial planning

decisions, for faculty workload scheduling and for physical facility plan-

a

fling. Many methods have been used to forecast this demand ranging,from

"shit of your ants" guessing to highly complex` computer models.
(

- This re arch project studied six basic models for forecasting student

demand at variou levels of sophisticatioq and complexity.. The Models studied

included judg- t only, a ratio model, a Markov model and a .combination

mode In addition, the dimension of expert judgeMent was.combined to one

67

model to determine the value of the additional input.

The model with the.expert judgement added was the best Model based on
e,

the criterion of least-error using several error analysis indices. The

simple models gave as good as or better forecasts than the more complex

models using, the same least-error criterion. Also,) using a cost-effeCtive-

'Iness criterion, theAimple models were again superior to the costly, soOlis-,

ticatedindels.

,44



SECTION II: DESCRIPTION OF STUDY

PROBLEM STATEMENT

Ten-year student enrollment forecasts have two 'primary uses--financial

pl(nning and faculty Scheduling. Onefofthe basic inputs to a university

budget or long range plan is an accurate prediction of the student load by

level on each academic department. Student demand by level is so vital be-

°cause cost per student varies widely by department and also by level with-

in a department. Recent studies onthe,cost of instruction at the University

I

of Utah29have shown that cost per student differs by as much as a factor of

between departments and by as much as a `factor of 46.6 between levels in7

the same department. P'

In addition to buagetand financial_ planning decisions,another,impor-

-tant use of student demand data is for planning faculty workloads and for \

.

scheduling faculty, classroom and advising assignments.

Many complex factors affect the student demand on departments such as'

Changing student expectations, judgments concerning career opportunities,

and varyingrecohomic and political condition These fluctuating student

attitudes make the forecasting of enrollment by departMent increasingly

difficult. To compound the problem, these dynamic changes are occurring at

a.time when budgeting constraints in both the short and long run are demand-
_

ing more accuracy and when scheduling each faculty member to_obtain-thetomplete-

utilization of his talents is critical.
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BACKGROUND

Many attempts- have been made over the ye,ars to forecast student'en-

%.

rollments at universities. Some early methods were for university budget

makers to make an educated guess on next year's enrollment. For small

schools with only a few departments and limited students, these Tough esti-

mates.were accurate enough.

As schools increased in, the number of students and in the number of

e

6040mehts, ;the budget makers had an increasingly difficUlt time making

accurate forecasts. In addition, the budgeting and planning horizon that

the administrators mere concerned about kept expanding into the future. So

the student forecasting problem mas tompounded beyond the limits of the

admipistration to handle by ther"seat of their pants" or by their judgement

I

alone.

The next, development was to use some mathematical technique or model

for forecasting student enrollments. The models that have proven most suc-
.

cessful fall into the following' five !woad categories:

1. Ratio Techniqups

2. Regression Analysis

3. Markov Models

,J 4. Simulative, Branching, Network and Programming

Techniques

5. Combination Models

A brief discussion each of these forecasting methods as applied'

to student enrollMents folloWs in the next sections.

CATEGORIES OF STUDENT ROJECTION MODELS

Ratio Techniques

RatiO technique are generally based-on the assumption that 4 ratio

(
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adequately des ribes the probability of passing from one state or classi -
.

4

fication to another. These "states' usually refer. to a ategory of a'

Classification variable such as student, level (undergralte), major history)

A

or status (Continuing). Some ofcthe models using thethe ratio method as a -

. . , ii-

basis for forecasting -follows: Cohort Survival Techatque)Mtl:Class Rate
.i.

.

progression Technique,18 and Simple Ratio' MethOd.26

o Regression Analysis

Regression techniques are generally'based on the assumption that the -0

O.

itrends and relationtlips/observed in the past will continue in the future

and t'. the softiies are taken independently. Several-models incorporating

t is technique as part of a larger, system are,a5 follows: the CAMPUS Model
16

de4eloped by the. Systems Research Group, the Michigan State University dde1,1/

the Tulane University Mode1,6 and the Peat, MarWick, Mitchell and Company

CAP':SC Mode1.27 The Trend Line Mode126analyzed in the ACT resear h is of

the regr'ession type. The University of Utah model3 is basically a ear

regression model. Thus model will be discussed, in more detail in a.subse-
0

quent section.

Markov Models

Markov models are generally based on the basic assumpton that

transitions from one 'State to another during an increment of time depend

on the present state and ar, independent of the past. The Markov model is a

discrete time system charSet rlzed by a collection "of projabilities

(trnsition probability matr Each probability represent the likelihood

that a student will move from his present state to another state during the

9

-3-
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next time interv$1,. Another'assumptio of this model is that this transition

probability matrix remains cohstant ovr .time.
.., ,

t
I r

.: The Markov model is perhaps the most popular model of student flow'

-'4t the'presenttiMe,'at-leastin the literature.' Some..6fAhe published

. -..
,

ports of Markov models include the fallowing:. Gani,8 Young and Al ind,32

Oliver,24 Oliver and Marshall,25 Marihall, Oliver and Suslow Orwig, Jones

and Lenn,i,ng,
26 State of Washington,

22
Johnson

11
alld: F erton.

23

As can, be surmised from the number of cu Aciht models, the Markov

model is very popular for forecasting student enrollm nts. The basic

Mar,gvian, assucr tions, however; tend to be counter-intuitive, as pointed out

Love11.19 he stationarity assumption seems inappropriate in the dynamic-

educational sy tem. Also the assumption tflat future transitions are com-,

pletely indepe dent of the past is questionable in the. flow of students

through the higher. education system,

,-

su as Monte Carlo simulations,loceetain classes of branching,9 percalationo.

pr cesses,4 network flow theory 7 and linear, now-linear and dynamic pro -'

*arming techniques.21'

Simulation, Branching, Network' and Programmirig.Techhiques

Other models can cooceivably be applied to,the student flow process,

Most of these models have not as yet proven succe sful in representiri,

,student floW butt they do offer some promise for `future 4hesearch.

Combination Models

Several models us d at institutes of higher education for.foreCasting/

student -demand .areJcon nations of the above majdr categories of technl s.
4.,



Th U.C.L.A. modelm uses sec/erai-4roje tion tethniques starting wit

s on methods to estimate the timber o' students and then projecting enrol

ent.demands using ratio techniques.

The Renssel MOde12-uses a Markovian prIss for projections but derives

the transition matrices using regression methods on previous year's data.

The model is, in effect, a nonstationary Markovian model.'

°The'University of Colorado simulation of operations model (CUSIM)2

includes a student flow'model which is a mixture of cohort survival ratios

and regression smoothing.

PROBLEM DEFINITION

0 Thus, over the years, new and innovative techniques have beem employed

to forecast student enrollments, each one adding a new dimensio* of sophisti-

cation andicomplexity. Perhaps the b6str.to-date model for predicting .student',

load on departments is the pne that NCHEMS at WICHOs currently testir,.

SFM-IA. Preliminary documentation12 indicates thai all the latest and proven

'tem:,

modeling techniques have been incorporated into th'S,newest model of student

flow including such innovations as transition probabilit?Mait41;e5 and Markov
1

chains. 1

In another recent pubTication,26 the American College Testing Program

.

rted a study comparing five methods for projecting enrollment,

ing ratio, regression" and two Markov models. The conclusion of this

udy was,. among other things; that "simple and straight - forward projection

models would appear .to be stbst aOuseful as complex and sophisticated models."

Thus the following questions are raised: Is' the NCHEMS, model suiberior for

1,,,NO,N. 1010 ,M1 NA VA ,110

forecasting ,he student demand on a department by level? Or is there another

modeT that-incorporates techniqUes in addition to the mathematical techniques

that would improve the 'forecast? Is the additional'expense of gathering the

detail 'data and running the compleX model justified in terms of increased

accuracy in projections?



FORECASTING METHODS EXPLORED',
.

Therb are many-different ways in which to describe 'the methods used

in develdping forecasting models. 'A recent articlelekamines two aspects'

of Ais problem--the method and the type, of information.- The first deals

with the method used to analyze the data apd is labeled the tsubjective--

objective" 4imension. The' second deals with the, type of information and

s labeled the "naive-ca4ar dimension.

Subjective vs.:Objective Methods

Subjective methos are thoge in. which the proce's usedto obtain

r "'
the forecasts has not been, well specified. These are .the judgmental, in-

.

tuitive, "seat of the pants" methods mentioned earlier:.

ObjeCtive methOds are those in which the procdss used 'to obtain the

forecasts has. been extremely well speci These Methods lend themskIves

.
. . "

'well to computer processing and are so tightf,
/,
defined that other.. researchers

.

can replicate the method and
4

Otain exactlyffie same forecasts. . s

Naive.'vs. Causal( Methods

Naive methods' are those which use data on only the dependent variable

(e.g., number' of students enrolled). 'Typically% an analysis is carried out

to see whether the dependent variable shows any regularitias over time. The

time pattern is then-projected into the future as shown in Figure 1 (a).

Causal methods qb beyond the'dependent variable to consider alio

)

variables which may,cause changes in the dependent variable. An attempt is

made tosdeileilmihe what causal variables are important, then to forecast the

causal varia fas,7,110;linally, to Infer values 'for the dependent variable

on the :ba s of the chaRges iVn the causall variables. This proCess is out-
.

line Figure 1 (b).The'*PY .assumptions_Are that the causal variabl* can

-6-'
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to

I

Figure 1 ,---An,-ITTUstration of NalVe and

Causal, Forecasting Methods

(a ), vel Method;

t -1 ,

-r

(b) 'CausN.Flqpthods

J

t-h ,

X i3

t-h t- ,

Key to Symbols:

Y i§th0 dependent variable
.

X is the set of causal variables

Yt+f

h is the number of years of historical data

f is the number of years in the future

t i s then present. year

From Reference (1).

3



be measure and projected-rather accurate :n_ comparison 6',a.prOjectiOn:,

of the eriendent variableoand.that the relati Ships Will rema15,e0fittant

over timev

Theoretical Forecasting Models

:`Consider each4of these~ Iwo aspectsof th6 forecastlig problem- asa

,dimension in:foreGastjng model sp4e, Figu're,2, with subjectiVeobjeotive

,

on one axis and naive -.causal on the other.,Armstreng and...GrohmarOlave

labeled the intersection of the extremepoins of these dimentionhown

it Figure 2,

Armstrong's and Grohman's paper 'draws the following conclusions:

1. Objective methods are mere 'accurate than subjective methods.

2. Causal methods'are more accurate than naive methods.

3. ,Theltuperierity of objective and,causg methods increases as

the forecast.horizon increases. '

Therefore, econometric - methods wiWproduce mores accurate-lonT-

range forecasts than may be,obtainedfrom novice judgement, ex-.,

trapplation or expert judgement.

,

-4

n the :context of the above analysjs, the early student forecasting

methodt'were "Expert. Judgement""wnile the vatIpus mathematical medels-are .

-,'"E*7(Z)polatIon"." 'According, to Armstrong *and Grohman, a superior long-term

,
forecasting methbd would be a combination of t4se methods. They suggest an

econometric model which would be.extremely compl6ted,,demand lots .of

causal analysis, requiire*olumes of data and still potsguarantee that the

causal relationships card be,dc4b)isheortor'studentdemand ondePartments.

realistic-compromise frbm the econometric method woulbe a ma.thematicalg

extrapolation modified by.expet,t judgement. One such modai'haS. already.been

developed atithe University of Utah and is Used extensively in preparing

management deactsion tools for budget allocation and long range planning.
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4

1

Figure 2.. .Some Theoretical Types Of

Forecasting Methods., ,

Subjedtive

^N.

From Reference (1),

Rs.

Extrapolation Econometric

No'Vice Expert

Judgement Judgement

0

Naive

15
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UNIVERSITY OF` UTAH MODEL

At the University of Utah, student proje'ction model-3 has been developed.

that forecasts the Student demand by level by department-for ten years. The

.aggregationlevels considered by theModel,are lower division, upper division

anegradvate. The model uses a ten-year student credit hour (SCH) history as

a base. From this historkati data both a ten-year linear regression and a

current four-year regression are made on each level for all departments These

regressions are then extrapolated out ten years. The average of-the two end

point years is fixed as one end of the projection line and the last actual year.is

fixed as.the other end. A linear interpolation\is made between-these'PointS%

Each department's SCH is forecast by this method, and the total SCHisadded

together by level to determine the total university $CH by level.

An independently derived student headcount ten year total university, forecast

by level is also -'input to the model. This'forecast taket,into'consideration such

factors as predicted number'of high school graduates, students inclination for

university training, job market demand for college graduates, drop Out rates,

creditby examination and other .factors that affect student enrollment. This

headcount forecast is converted to SCH on the basis of an average /student course

load by level., Then-the departMents are each adjusteds6 that the, total agra...

gated epertMent-SCH by" level equals the converted universitylheadcount SOH

total by level.

The.program also hes the. proviSion for adjutting the, indl'vidual departments
1

SCH projection'by,level to allowjoiA special knowledge the university admini-

strators may have that is not reflected.in historical data or in gross, overall

trends, such as the phasing out pf. a department over thelid)(t three years, a

physical space limitaf-Nthat will be reached in three years, -a leveling off of

.

a high cost pftgram,, etc. Jhis special knowledge-can be input ih one of three

,

ways*; actual StH-by level by y er,,selecting an end point level,f4r the

16



tenth year,,., or choosing the ten,-c& four yearlinear extrapolation as the pro-

jection line,. Uf the three methods, the first shouldnot be, overlooked in

'importance due to the significant flexibility it allows.

',A check on the validity of the data is - obtained by distributing the

finalized projection to the department..chairmen-for comments or amendments.

The above technique of allowing knowledgable administrators to
ro

e

altercertein of the'mathematical projections is related to managem by

exception anthis called- "?aecasting by exception." This added dimensibn

to mathematical forecasting has,-aMong others, the following advantages

aver pure extrapolation:

,

t. System makes routine projectior* for each level of each

department, At the University'of Utah, this amounts to

144:separate projections.

20: System makeg fuller use of knowledge of trends, history

sand other available data.

r

3. System is consistent &-id predictable in its judgements,

removes prejudice frdm forecasts.

Management can"concentrate efforts on criti)cal'problem areas.

5. Allows crises and' critical problem areas to-be analyzed and

adjusted by concerned, knowledgeable people.

/-

6. Enables special knowledge of planned changes . to-be incorporated

into the forecast, such as increasing the freshman class of

the medical school by 75 students next fall. .

7. imulates communication between various segments of the

university-administrators, staff, deans, department chairmen

and faculty.:

PURPOSE AND VALUE OF THE STUDY

The purpose o! this study is to compare the accuracy of the forecast

of student demand bylevel on academic departments using six basic methods -

judgement, ratio model, moving averages, regression model, Markov model and a

combination model. (Student demand on a department is measured in terms of

A

student credit hours SCH In addition the researcher investigated the value

-11-
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of comb.ining expert judgement With'the mathenati al yodels in making the student

demand forecast.

A cost - efficiency indei was developed t at combined the cost of running

the model with the accuracy of the result. T is index measures the relative

cost-value of the six models studied.

This study will help institutions deter ine whether the cost f'the:

increased complexity and sophistication of/the forecasting model .k compensated'

for,by an increase in the accuracy of the student forecast used for budgeting

and planning purposes.

-12-
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SECTION III:- PROCEDURE

DESCRIPTION OF TIDE. MODELS SELECTED

The models Selected for the study wijl now be discussed in their order of

increasing complexity.

Judgement Only

The simplest and most Straightforward method of forecasting is for a

knowledgeable fterson to sit down and estimate'the.numbers based on his awn.

.gdod judgement deveToped through long years of experienCe. This "seat of

your pants' method sufficed in, the past.and is still in use today in many

institutions.

Even thoUgh
the definitiOnof theprocedure is simple, the execution

the task can be arduous. 'At the University of.Utah, for example, there

are 48 credit producing depareMents. When tone considers 3 student levels..

for each department, that totals 144 decisions. 'If one islooking 5 years into

the future, that explodes to 720 individual decisions. Even though it is time

consuming, the task can be accomplisld. ,HoWever, one must consider the pro-
_

blem of -human fatigue and inconsistency when.estimating what the accuracy/Of the

final results ill be.

,Never-the-less, the Judgement Only Model is legitjmate and must be con-

"
. ,..A

sidered as a possibility, especially in-times of cost-value.

'Baseline

The Baseline is the next degree of'complexity' when considering fore-

?:
ti

Casting models. The BaSeline Model is an example ofa ratio model. This

19



simple ratio model forecasts next year's student level by multiplying the

base figure by a ratio. Only one ratio is applied td each level- in eaci4

department, but a different ratio maybe used for, each year in the projectton

00%
horizon. Stated mathematically the Ba line Model becomes:

'
'Yt+1 ± Y*R, 'where Lis the SCH of a 1.gyel within a,department,

t iS the base year and R is the universal' ratio.

The ratioto use for each year is based on the estTmated change in total

university SCH from one period ta7the next. This universal ratio s then

applied to all levels and all department.

This m del could be made more
,

complex by.selecting a differen1 ratio for

each.le(/e4 6 for each department, or for each. level in each department. How;-

1

ever; the latter w uld boil down td'a Judgement Only model if applied for jUst

one year. It one selects different ratios for each year, one again faced.

with the hulnan fatigUe factor.

Exponentjal Smoothing

The',Exponential Smoothing 'Model was selected to demonstrate the fore-

castihg ability of a simple mathematical technique. This mOdel is an *ample

of a moving average technique and'is, slightlymore complex than the'Baseline

Model.

Although no reperts of Ting exponential moothing for projecting student

demand.by level was found in the literature, any examples of applying this

technique to projecting other time series data are found. One such example

ls the use of exponential smoothing to forecast ales,31

....

_Dag-Exponential Smootfting Model'requires historical data because it is

basically a moving average technique. The Exponential Smoothing Model steps

-14-
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A

through each historical year and calculate ra weighted average and a trend

using Vie exponentfal smodthing teChniq developed by
,

This technique caledafes a movi a average by usih

Robert G. Brown.5

the weighted average.

Of all past observatioris together= itirthe current valle as the basis for
.

predicting the next`and sUbsequ nt valOes. The weight, d average trend of

00 data is also considered i predicting future data values,

The determination of + much..weight to put on paA data versus the

current data point in predicting the next value is handled by smoothing-cofl-

stant, a variable with a value between 0 and 1. When the smoothing constant

(alpha) is near zero, the historical data has-'the greatest, weight. When

alpha is near one the currrt data has the greatestweight ih predicting

the.next value.

The equation for calculating alpha is as follows:

alpha =U(N+1), where N is the number of historical

data point't to use ,in determin .they heit predicted value. ,Examples of the

relationships.between alpha and N are summarized below:

N 40pha

2

3 F."500

4 0.400

5 0.333

10 0.182

20 / 0.095

The smobthiryg constant can be set to have ,any number of years as the

basit for the'prediction. The alpha that provided the best results for this'

- -/ -

,
study put the greatest weight on the most:recpnt fair years of data or on

alpha of,0:40. This is dOhsistent with an earlier test 0 the University of Utah
; 0

where exponential smoothin9 was Used to predict the total university enrollment

for short periods.
-t5-
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The exponential Nothing formula is stated mathematically as follows:

4+1 =IC eft + T1-.C). Zt, wherejt is the current. SCH value;

the smoothing constant and it is the current moag average, The trend

' of the data calcVlated using a similar formula as follows:

= 6

Tt +l = °C + (1- C ) Tt, re 4 is the difference

between the updated moving average and the urrent moving average, ...Cis alpha

b
the smoothing constant, Tt is the current moving average of the trend and

Tt +l is the predicted next valuef6The trend.

The next predicted value for SCH by level is calculated as follows:

t'

predicted value.

'Yt+1. ='Zt+1 + [(1- ] Tt+1, where 44.4is'the'next

0_
rs

Linear Regression

Linear Regression is one of the class of regression analysis, models. Thi,s,

technique s more complex than the ExpOhential Smoothing Model andreqpires

a good deal of accurate historical data.

In this model, the trend of the past data is fitted to a straight line

by the method of least squares. It is assumed that future values will follow

the same historical trend. The trena may be short or lqng range.
i1.44

In this study, although ten year's historical data vireavailable, only

the most recent four years of SCH by level by depar'tmentWere used in the

regression model.

-16-
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Combination - Linear Regression,' Ratio and Judgement.

The University of Utah Model is a combination modet as detailed-in a

previous section. It begins°,vfith two linear regressions,adjusts these by..

:a ratio to meet an externally determined limit based on several causal factors.

These projections may also be temperedby human judgement, experien e and.

special knowledge. These judgement factors are, used on an exceptio basis

only where deemed necessary.

The data from the University of Utah model isslabeled in this report as

the"University Model." When the results of the UniVersity, Model output'

were modified by inserting judgeMent into the'model for seletted levels in

selected departments, the data is labeled the "Special Knowledge" Model.

Markov

As explained earlier, the WICHE Student Flow Model is basically a Markov

model using transition probability matrices.and Markov chains. This is one

f the most complex modelscurrently in use, using data edits, historical

analysit of'thetkl_admisstons criteria and transition logic. The SFM system

uses17 Prpgrams and 14 sortsto complete its task of predicting student

Aema d'on departments by evel.

etail descriptions of the system, the inputs required, the processing

logic avid the reports are found in the WICHE documentition: "Introduction

to the Student Flow Model SFM:IA,"13 "Student' Flow Model SFM -IA System

Documentation," 14 arid "Student Flow Model SFM-IA Reports."15

In a nutshell, the SFM-IA system requires a file of stud :enrolled

at the University for two time periods. The FalTAtiarter enrollments were

-17-
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;selectee for this study. From these files` it' hovrmanVttiidentsy,

were ew from' one period to the h'owmkny students Were-Ontinuing
- -

'hich level and department, and:how many'studin-Ss'left.-t'eUniversitYt
-

ther by graduation or by drop-out. fhi s. data; eras used'b the model.

generate the transition probabilitY. Matril'Ywlich specifiei WhatJ.raCtion of .

pAgts from one year move toa'.different department or leVel: thenext-

year and what'fraction stays'where,they are for thenext-year.,

In addition to the transition probability *abjlity matrix,:tSFM-IA also require's'

the'startinr'enrollment for each department,and-level together With'ffie.

expect -ed---number. of. new

fers-,- returnees, etc.

dents of various' categories, i:e., freshmen,:tra%-,

At

A summary of the-characteristics of each model is shown. in. Table I,

Summary of SfOent Forecastlhodel In addiltiohto the:model name and

type are some indlcators of the coirfpl exity of the Model.

The Data Pequire-teTTS how extensive a fie must be pulled together to

operate the.model. AverageNCOst to Run and the Number of Programs refer to the

computer programs and the cost to execute the, syStem for one year's -projection:.
.

These costs are the actual cost on the UNIVAC 1108:system at the University of Utah.

The Control ParaMeters show'what the analyst has control over when

using the model. -The parameter's range from-exact control over each number

in the JudgeMent Only Model, to control over a single parameter in the next

three models,..,to control of several 'parameters that directly effect the

results OT the model forecast In the last three models.

6

-18-
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* 1

As wat:mentioned earrimil"v; thOlniVt:OJ of Utah model, was already.

- .

develOped It was originally written as FORTRAN program and subroutines

for .the UNIVAC 1108 in 1968. The m modifiedwas extensivqly modfied from
* -

\

1964to 1971, but has'remained fairTy:istable since that tie: The Modia.\1 is

//used:by the University several eatbyear to make projections for budget

planning and resource allocation./
)
The data from the systemHis'used through-

out tWyear.
. ,

The data frOm-the University Model and the :Special Knowledge Mbdel are

by- products of these annual runs made by the Office of Academic & Financial

Planning,

The Judgement Only Model.got its'data from the Director'of the Offiee

of Academic and Financial Plinhing. Ruring Fall Quarter each year heyrote

down his experienced judgement 'of what' the SC H for eachslevel of seack depart-

,

-ment would be for the academic year; He per ps`the best qualifidd

person.on campus for thij task because he.is intimately involved.witIn the

'.,budgets and planning of all academic.departments at-the University.

-

The Baseline Model, the Exponential Smoothing,Model and the Linear'

Regression Mtdel were written especially for this Oroiject. They -are all in

d

one program that has access to the 'same ten year his+ical SCH data base that

is used by the University Model. The FORTRAN rogAms',..and saroUtines were

all thoroughly tested and prior' to the experimental runs_.

Several choices of the control parameters were' experimented with before

the ones finally used were selected as-the-best-for the particilar forecasting

task.

-20-
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The WICHE srm-IA Model Caused the most problems, usedthe'Most tame

D

and sos.tthe Most money to develop of any of the models. The,:maj.or pro-

bleMs encountered are summarized in Appendex I, Implementing the WICHE .

Student Flow Model on the UNIVAC 308.
-

1

The'SFM-IA Model also "used a different data base thgbthe-other mOdels,-

requiring thlf file_ of studenttenrolled'' Ot the UniVersity fora four consecu,-

e

tive yeaf's.. These files were avai l aprle but.nad to be 'converted to be used

on,the:UNIVAC 1108 machine. A special COBOL program was Written t'take

se files.in consecutive pairs and createthe-student records specified

by the SMAA

The SFM-IA Model was implemented on'the,UNIVAC 1108 an was checked-out
"

.

using the test-Ota,and reports provided by,WICHE. All 17 programs and

, reports checked-out with the published results.

Experimental Plan

\

The- research plan was to run each model using-the .data- for three
c3

.

o

Academic yearS. The projected-SCH was to be compared to the actual SCH for 4

that year by 'department and by level.
,

0

9

Data Analysis

I 4,

'A'spe ialAata aNlys-1 prdgram'WaS wi;itten!to subtract the-acival SCH

omrth roitted SCH by department `by 16eLand to examine the difference
!:

or the error. ,,Several ',statistics were Calculated using the'Se different ,s

including the followitl:

Mean Square Error.-

Mean. Absolute Error
,o.

,Mean Cumulative, Error

-21-
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to

The Mean Cumulative

projection technique,

the actual.value.

Error gives an estimate of the average bias df the
-

t

i.e., is the projectionalways over or always-bhder

The Mean Absolute Error gives an estimate`of the average degree of
,

projection error.

The Mean Square Error gives saiiestimate of the average variance of the

projection.

These differences for each department were summed intocollegel#:-

into the total University where the above statistics were calculated forthe

and' for the University by level., figure 3.shows:.an example of'the'l:
"

'computer printout fpr the TOTAL UNIVERSITY using the Un-iver'OtY Model fon

o

ACadeMic Year 1975. Each of the above statistics is shown.,00(b1ted:fOr

ow
this .model

28
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ANALYSIS OF RESULTS

SECTION IV: RESULTS

Mean Square Error

The statistics from the various data anal s computer runs are sum-

marized in tables in Appendix II. Table A shows the Mean Square Error for

the4.total UniVersity When summed )3y departments. Jhis:tabindicates that ,

the-Baseline and Special Knowledge Mods have the smallest error

ferent years.
4

.

r" dif-

Table B shows-the Mean Square Error by level for the. total University

when surfted by depatments. This table, indicateS that generally the error

is larger with lower division than upper and is larger with upper division

,

than, graduate. The Judgement Only,, Baselihe, Exponential Sp109 and
- ,

., . ,
,-

-Special Knowledge Models each 'performed best on et least-one level durin9x Vv..
`,

, ,
A 4-''' t :z- , w - ..... , g- ."--? t "--

,,

threp years.- , -..
e

,./-

, 'o 6p

Since the Mean SqUare Error values -don't really mean much by themselves,

it Is enlightening to look at, them relative too' a stand. d. ChoOsing the Judge-

,. ment Only Model as the ftandard, table C shows the ,factor that each model

iS of that standard for the total SCH. for the total linivers'ity. The Baseline

Model ft,consistently loWer than, Judgement Only as is the Exponential Smoothing

Model .

V

When, the factor is taken on the Mean Square 'Errbr data by level, Table

is the result. This table shows that except for.the folloWin§)snumber of

4
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times, the Judgement Only.Model had the smallest mean-square error out of
2

the nine independent projections for each model:

Model

4r,

Number,of Times out of Nine
that Mean Square Error was
less than Judgement Only Model

Baseline '3

Expperaial A

Linear Regression 2

Univeesity 2

Special Knowledge 3

WICHE SFM7IA

To try to get a feel for the overall comparative effectiveness of the

models in relation to the Judgement 0 y Model, a product, of the factors was
4 "

taken. 'Table E summarizes the'r ults from both Tables C and D.

When, the three factors -for each model -are muTtiOied it produces a num-
,

ber that' indicates the -relative size of the mean square error of the model

when compared to the mean sTiarg, error of the JUdgement Only.Model as shown

'in Table'E all~ models "aTe'Mluch greater than Or pre. fairly Close
-

meat Only Model except forthe folloWing:

Model

Baieline
oneritial Smoothing

Special Knowledge

to'tbe Judge- '

--=%Relative size of Mean Square
Error with Respect to the Judge-

, ment Only Nadel --.Total SCH

When the- three factors'for each level, of each model are multiplied

together, t elpeodutt-is a..'- number that represents the relative magnitude of.

-25-
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1

the mean square error with respect to the Judgement Only Model.' These values

are shown for each Model in Table E. Note that Baseline and Exponentil

Smoothing both 'have two values less than 1.0 and SpeCial KnowledgehA's one.

To produce a single dumber that represents the relative value of each

model, the-four products in Table E were multiplied to prohce'an overall

factor. This factor measures the relative si3 of the mean square error of

each model when compared to the mean square error of the Judgement Only Model'.
,44)

A value less than 1.0 would mean that most of the time the model's error was less

than the error of the Judgement Only Model. The larger value would sh6w the

degree that the model's error was greater than the error of the Judgement

Only Model.. O

Based on this overall criteria, the rankidg of the models.would be as

follows:

Model Rank -Overall Factor (Table E)

Paseline . 1 .129

Exponential Smoothing 2 .508

Special Knowledge 3 %.838

Judgement Only 4 . 1.000

University 5 3.947

WICHE SFM-IA 6 .54.777

Linear Regression 7 66.948

In addition to the mean square error, several other measures of model

accuracy were. used. The following paragraphs discuss the mean cumulative

error, ithe mean absolute error and<le percentage error.

Mean Cumulative Error

The error of the projection for each level by each model was calculated

by taking the pro cted vallie and 'subtracting the actual value, i.e.,

Error = Projected - Actual .

-26-
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An average of these errors gives a mdasure of the degree of bias in

th model.. This average is the mean cumulative error.' If the mean cumu-

, .

la ive error is always negative, this means that the model is projectingr
.

smaller values than needed. If the mean cumulative error is always positive,

this means, that the model is projecting values larger than actual too much of

the time. The ideal is to have small
0

hva4es for the mean :cumulative error
...

that are about equally positive and negat ve.

Table'f is a summary of the' mean cumulative error for'the model's in this

A

experiment. The:average absolute value of these errors, the, average possible

errors, the average negative errors i and the number of positive and negative
,

values is given below:

Mean Cumulative Error
o.

Model . Positive Negative A. Positive Avg. Negative' Avg.-Absolute

'Judgement Orily'
Baselfne
Exponential
Smoothing '"i

Linear kegression
University
Special Knowledge,
WICHE SFM-IA

4

4

5

5.

5

5

5

5

g

,4

4

4

4
4

342.5
330%5

377.6 6
586.0
237.0
304.0
506:6 i

'4'
.

120/8
260.4.

220.3

. 220.3
.211.3

182.8 ,

187.5 '

219:3.
291.6

307 7
423.4
225.6
216.3
254.1

The above table shows that all'of the models ard.evenly matched with

positive and negative values, therefore no model bias Is suspected. 'However,
.

- f'
,

the average positive values areigher than, the average negative valUes for

each model indicating a tendency to forecett

The average absolute values would rank the models. as follows:

Model Rank .
Average Absolute Mean
Cumulative Error

Special Knowledge 1 216.3

Judgement Only 2 219.3

wa.
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University 3 225.6,

14ICHE-Ik .P. 4 25L1
J

Baseline 5 291.6'

Exponential. Smoothing ' 6 . , -307.7

Linear Regression 7 423.4

Mean Absolute Error

The mean absolute error is calculated by taking the difference between

,the-projected valve and the actual value by level and then by averaging the

absolute value of these differences. This statistic gives a measure of the

degree of'error of the projection from the actual. The advantage of this

statistic over the'meap cumulative error in Measuring the magnitudel,of the

C-

projection'error is that in the mean cumulative error a large negative error

and a large positive error would cancel. each other out* and mate the-Mea'W
.1`

cumulative error lob* In.the mean absolute error, all deviations from

the actual value are taken into account.

Table G is a summary of the mean absolute error for the models in this -

experiment. The average mean absolute error for each mod -.1 is given below:

fi

Model Avera e Mean Absolute Error

Judy ent Only
Baseline
Exponential Smoothing
Lin ar Regression
Linn rsity
Special Knowledge
WICHE'SFM-IA

12.3
738.8
787.3
993.1-

8222
769.2
967.8

,

.4

The average mean absolute error values would rank the models as follbws:'

-28-,
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Model Rank Average Mean Absolute Error

.Baseline
Special Knowledge
`exponential Smoothing
Jud9ement Only I

Unfkersity
WICHE SFM-IA
Linear Regression

: 1

'

4

.5

6:
7

738.8
769,2
787.3
812.3
822.2
967.$

993.1

Percentage Error

The 'percentage error reveals what percentage of the otal value

the error is, e.g.,

errorlWas-2%of the lower division SCH for that year.. This mea ure of error
,

is valuable because it repcKts the error relatfqe to, the tual valu - -An

error of 4 compared to a value of 10 is mucnHmore significant than an er or

A
of 4 compared to a value of 100, (The ,difference is'40% error compared wit

4% error).
4

for lower division SCH in the accounting dep

. .

Table H is a summary of. the percentage error for the Models'in this

experiment. The range. of error for...the models gOes from 0.11% to 37%. The

table quickly reveals that all the models had trouble _predicting the 1975

grOdate level SCH. Dtcluding these values, as outliers, the average

percentage error for,each model,is given below:

a.

Model

, Judgement (Aly
Baseline
Exponential Smoothing
Linear. Regression
University'

Special knowledge
WICHESFM-IA

Average Percentage Error
k 0

Mg .-
5.43
5.52

7.40
-- 3.00

8.54
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The average percentig@ error vaTues would rank the models as

folloWs:

VA

Model 'Rank

tR

Average,Pertintge Error

/
/
Special Knowledge 1 2

`University, 2 .00
4.0.

Judgement Only 3 4.'68

Baseline 4 ' 5.43

----Exponential Smoothing 5 "5.52 .

Linear Regression 6 7.40
t WICHE SFM-IA 7 8.54

CONCLUSIONS

'The purpose-of this, study was to. compare the accuracy of the forecatt
4 .

' ofstudent demanb' by 16e1 on academic departments using six basic'methods,
,J

'and to select the best model. The .study was also to determine if.the 'cost of

. ,

the more complex models can :be justified in terms of increased accurady.of the

forecasts.

The results of 'the study presented in the previous section are summarized'

.

below showing how each Model'waS ranked by the various error analysis, criteria:
, $

Rank

Model. Mean Square Mean Cumulative, Mean Absolute 'Percentage

Judgement Only,

,,,,Daline
Exponential SMoothing-
Linear' Regression' .

verity
Sp Ciall<noWledge
CHE SFM-IA

4
1

2

. 6

,

4
1

.3
4

2 '6 ..3 5

7 7. , 6

5 3
1

.7

5 . 2

ar , 1 2, 1

6 4 6 7>

To let a feel for the overall rank', add'the; rankings above-and compare.

TheTesults are shown below:
. ,
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Accumulated, ank, Summary of Rankings

SpecialKnowledge
Baseline
J dgement On,,ly'

.niversity ,

E ponentiaf Smoothing
W CHE SfM-IA

-1..,

Linear Regression

1

2

3

4
5

'' 6

7

7

11

143,

15.

16

' 23

27

'The above table suggests three groupings. for the models. The, first, is the

Special Knowledge Model which appears superior to, the others. The second

. grouping is the .Basellne Jddgement Only, 'University Model ,and Exponential
,

Smoothing where there seems to be no significant difference between the models.

The third grouping yleludes the WICHE SFM-1A and Linear Regression which

appears tolpe inferior to the other' models studied based- on the chosen criteria.
'

To determine the relative,cost-effectiveness,of the models, an index was
- ,

developed .which is the ,product of a measure of effectivenets and a:measure'of.-

cost. The effectiveness Measure phosen was the average of the by-level mean

square error data. This )sthe,prime accepted measure of error for the study.

The measure of cost selected 'was the.coMputer operating cOst. It is

recogniZed that all the 'models require some hqman time to'set,up.and prepare.
,

the data.for a -run.' Even the Judgement Oply Model requires some human time..

,It wat,a4umed that for the models the human time ,4soot significantly

different' among the models and could be. eliminated from the selection criteria.

The remaining cost,is the computer cost which can be obtained directly off

the rari sheet and is, thu's, readily available.

The average Bean square error for' each model and thgav6rage cost are

summarized in Table,I. The calculated cost-effectiveness index is also shown

there.

1, I -31-
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Model Rank

Baseline '

,Judgement Only 2

Exponential Smoothing , 3 ;

Linear Regression
Special Knowledge 5

University
W1CHE SFM-IA

"Index

1.61

1.79
2.60

/ 6.83

32475
37.00

1,901.42

,

From the above table, the.,WICHE SFM-IA model is definitely not a con-
. w-

tender inthe coit,effectiveness contest having bOth:areTatively large

error and &large cost.
ft

0

The conclusion of the study, then,ls that a model that combines the
p

*
objective extrapolation .with the causal expect judgement produces the best

results in forecasting the student demand on academic departments by level

as demonstrated in the-SpecialAowledge-Model.

The study has also shown that simple models provide just as good if

e

no,:t better fore&asts than do complex models. If the cost of executing the'

model is considered, the simple model should be chosen over the complex one

every time.

R(COMMENDATIONS

The research reported here showed the "vallue of combining expert judge-

bent with mthematicalmodels in foreCsting student demand. :The.Tesearch

' also pointed out the value "of simple m

The next logical step to experiment with is to use expert judgement in

some simpler models such as 8aselineliand Expone6t41 Smoothing. Zarlierin

the report it was suggested that tpe universal factor in the Baseline Model

could be replaced by different factors for each level or by different factors
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*(;

for each department. 'Perhaps different factor's could be used for selected

,

. , departments,or seleqte0 level s. as;is done in he Special Knowledge Model.

Quite a bit of work has been 4One with he Exponenti.al Smoothing Model.

. where, thescontrcil:paraMter is alpha, the sirothing Constant. Several models
. ..

-
. .

.

haye been developed, to change atpha'baSed on certain calculated Criteria.

Perhaps apidel could; e4eveloped to chOge alpha based on expert judge
y A - Sf

polt-ArzcertainAeOlirtMernts or foi---certaikIeVelS:-
0

at

M
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APPENDIX

. Implementing the WICHE Student Flow Model on the UNIVAC.1108.

II, Data Tables ,

A. Mean Square Error for Total 5,CH of the ,Total Universi,ty SuMmed
by Department.

,

(lean Square Error by Lev& -nor SCH of the Total University Summed
by Department.

C. Fattor of Each Model's Mean Square Error for total SCH of the
Judgement Only Model.

D. Factor of each Model's Mean Square Error for SCH by Level of the
Judgement Only Model

E. PrOduct of the Fattors in Tables C and D for Three Years.

:F, Mean Cumulative Error h Level for SCH of the Total University
Summed byTepartment.

G. °Mean Absolute Error by Level for SCH of the Total University
Summed by Department.

H. Percentage Error of SCH PrOjectioq for SCH of the Total University
SUmMe6 by Department.

I. Cost - Effectiveness Index for Student Projection Models.
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. APPENDIX I

NTING--111E_MICHESTUDENT FLOW MODEL ON THE UNIVAC 1108

The WICHE Student now Model was implemented on the University of Utah,

UNIVAC 1108 computer in the Spring.of 1975. Several actions are requiry of

the systems analyst to get the series of programs up and running. Some of

these actions were anticipated,and documented by WICHE and some were unexpected.
J c

Below is outlined the types of problems encountered in getting ,the 17

'

U Cp. ,

ANS COBOL programs of the Student Flow Model to run on.Ve UNIVAC 1108 machine:
. ,

I. SOftware and documentation delivered late.

II. Actions documented by WICHE,,
P

A. Modification,to the ENVIRONMENT DIVISION

B. ReVreMent of 14 sorts

III. Unanticipated'problems

A. Corrections required to get a clean compile

4
1. ?OP-OF-PAGE

2. REDEFINES

. Corrections required to get an error-free execution

1. Improiperlabelfhg of sort control fields-

2. Referencing data items fn closed files
3. Remove Segment Feature from some programs.

A detail description of each of the above actions required to get the system
running is given below:

I. Software and Documentation DeliVered Late. The NCHEMS Student

'FlowModdi SFM-IA was'originaly scheduled by WICHE to be released in October

1973. 'I received a copy of the "Type II : NCHEMS early Release Programs" and

"Preliminary Draft for Review Purposes Only" csystem documentation in mid-

44
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Appendix I (continued)

September 1974, almost one full'yearafter the,promised gate. The difference

between the original and the actual delivery date ha'S raised havoc with the,

scheduled completion of this project.

In addition to the late delivery, these "Early Release -Programs" contain .

a warning that,"software will be programs that have not yet been adequately

tested or documented for releaseas Type I software." The follOwing, paragraphs

discuss in detail the problems encountered using these programs.- Tracking-and cor-,
recting the errors ,caused at least a two month delay in this project completion.

4 t .

II. Actions Documented by NCHEMS

A. Modification to the Environment Division. Part of the WICHE documen-

tation warned that certain changes must be made in the ENVIRONMENT 2

DIVISION. The following are examples of cards that were input to

correct each of the 17 programs.

4

SOURCE- COMPUTER , UNIVAC - 1108

OBJECT-COMPUTER UNIVAC - 1108

SELECT REPORT-FILE ASSIGN TO PRINTER

SELECT 0Lb-SFMrFILE ASSIGN TO UNISERVO NEWFOL.

/ SELECT USER-MAIN-FILE ASSIGN TO CARD-READER

B. Requirement of Fourteen Sorts. The SFM-IA system requires the user

to supply 14 sorts to operate. A standard UNIVAC 1100 STANDALONE

SORT/MERGE package was used for this task. Following is an-example

of the sort control cards: V

@ RUN

@ HDG SORT1Q STANDALONE SORT HISTORY MODULE

ASG,A NEWF10.,,F2

@ ASG,T NEWS10., F2

-39-
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Appendix I-(continued)

0 pucc* . SORT MFRGE. SORT

FTLEIN NEW F10

KEY = 1, 37, A, A, 1

fILEOUT = NEWS 10

. ,

@ FIN

III. Unanticipated Problems.

A
A

In addition to the above actions docudented by NCHEMS that are required

to get the system operating, several actions were required 10 get a clean compile

and others were required to achieve a successful execution -of the programs.

A. Cortections Required to get a Clean Compile. The following" cards were

changed to get an error.free-compile using the, @ ANSCOB compflerun

the UNIVAC 1108:

1. TOP-OF-PAGE

Delete the following card from the

11111.1.1/4.

"ENVIRONMENT DIVISION:.

SPECIAL-NAMtS IS TOP-OF-PAGE.

Add the following card to the DATA DIVISION:

77 TOP-OF-PAGE 77 PICTURE 99 VALUE 60.

Change the following card in the PROCEDQR DIVIION:

WRITE REPT-RECORD-OUT AFTER ADV LING TOP=OF-PAGE 77

2. REDEFINES

In' programs SFM.40, 45, 50, 70 and 75.

An 05 level REDEFINES statement did,not referente back to the

original 05'level data name but instead referenced a data name

which was a redefinition of the' original 05 level da name.

46
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Appendix I (continued)

Thefollowing is an example of the chaqes that were made to fix

this-problem flagged by the compiler:

05 OLD-SPP14ATA. , REDEFINES OLD -SFM -DATA

05 NEW-SPP1=DATA REDEFINES (KW-SFM-DATA

B.. Corrections Required to Get en Error Free Execytion. Once a clean:

compile was achieved, more energy was expended tryiq to get,a suc -

cessful run using the WICHE.tett data,set. Following are examples

of this kind bf problem:

Improper Labeling of Sort Control Fields: NCHEMSmai led out.a

program change in December 1974 updating program SFM01 &by Moving

spaces to NEW-SFM-RECORD. Howevei,, when executing SFM02 after '

SORT02, a vital control record was flagged as missing and SFM02

aborted. This record is the one: that assures that SFMO1 qxe-,

cuted properly.
4

It was found that the record was,,created by SFMO1 but it was

located in the file out ofthe sort sequence expected by SFM02.

The 'NCHEMS program change put spaces in the sort control fields

r

when the system required that vital sort data such as "iteration"

code and "term number" be in those fields.

Once thee data were inserted back in the records, the sort (SORT01)
. ,

pulled all the control .records to the front of the file where pro

gram SFM02,expected them to be located SFM02 now_execute properly.

. Referencing. Data .Items In Cliosed Files. In programs SFM20? 25;40

45,55, 60, 70, 75, and 80, the program-referenced a data name 0 a

-41-
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Title prior to the file being opened and it also 'referenced .a data,

name in a file after the file was Closed. Both of those condi-

tiors caused program, xecution errors' and aborted the run. The

.(rograms were Changed o thatthe UPDATE-FILE in SFM20 and the

1

na

OLD -SFM -FILE SFM25, SFM40, SFM45, SFM55, SEM60, SFM70, SFM75

and SFM80 are opened first thing in the program and closed the.

last thing; These changes alloWed a successful execution of these

programs.

3..' Remove Segment FeftUre. In several programs mystdinious execution

errors were occurring that the programming and systems people of

u
the UniversityFould not explain. After the segmentation feature

was taken off these programs, they executed using the WICWE'test

data and printed the same reports a the docUmentation illustrated.

48
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TABLE A. TOTAL UNIVERSITY SUM OF. DEPARTMENTS MEAN. SQUARE ERROR* TOTAL

*(105)
0

Academic Years rojected

Technique 1973 1974 , 1974

Judeement Only 37.5 41.4 74.0

Baseline 20.4 23.6 60.4

Exponential Sthoothing 31.0 34,5 62.4

Linear Regression 80.6 '40.9 88.9

University Model 51.2 30.7 70.3

Speci41 Knowledge 46.1 29.9 36.6

WICI1ESFM-1A 56.6 44.2 82.6

N

Mndel with Smallest Error Baseline BaselOie Special
,Knowledge

Y
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TABLE B. TOTAL UNIVERSITY - SUM OF DEPARTMENT) MEAN SQUARE ERROR* BY LEVEL

*(105Y

"Techni ue

Judgeme

aseline

Only

Exponential Smoothing

Linear Regression

University Model

Special Knowledge

WICkE SFM-IA

Model with the
Least Error

Academic Years Projected

1973 1974 1975

Lower 24.9 16.1 47.8

Upper 6.2 23.7 18.1

Grad 1.5 5.8 16.9

Lower '10.9 19.4 39.8

Upper 6.3 25.0 13.4

Grad 1.6 -6.1 22.5

Lower 19.1 26.1 37.2

Upper 7.0 31.1 A 9.9

Grad 1.6 5.5 18.5

Lower 53.3

,

30.6" 67.4

Upper 11.8 28.9 17.7

Grad 3.1 6.5 26.5

Lower 27.4 19.5 49.1

Upper 9.0 21.2 17.2

Grad 1.8 7.2 27.4

Lower ..28.6 18.2 33.1

Upper 7.9 19.9 17.4

Grad 1.7 7.1 25.7

Lower 39.8 28.6 57.9

Upper 12.7 33.4 20.4

Grad 2.5 8,1 19.5

Lower. Baseline .
Judgement Knowledge

Upper.' Judgement Knowledge Smoothing

Grad Judgement Smoothing Judgement
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TABLE C. TOTAL UNIVERSITY SUM OF DEPARTMENTS MEAN. SQUARE ERROR - TOTAL

FACTOR OF JUDGEMENT ONLY BY YEAR .

'Technique

Academic Years Projected

1973 1974 1976,

Judgment Only 1.00 1.00 1.00

Baseline .54 .57 .81

Exponentta1 Smoothing ,83 .83 .84

Linear Regrestion
.99 1.20

University Model 1.37 .74 .95

Special Knowledge 1,23 .72 .49

WICHE SFM-IA 1.51 1.07 1:12

0

.
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TABLE' ): TOTAL UNIURSITy'-- SUM OF DEPARTMENTS' MEAN SQUARE ERROR BY;LEVEL
./ 0

FACTOR OF ,MGEMENT ONLY..-BY UAW BY ;LEVEL

Acadetilit Years Projected

'Technique .Level 1973 1974 , I 1975

Judgement Only L6wer 1.00 1.00 1.0

Upper, 1.00 1.00 1:0

Grad 1.00 1.00- 1.00

Baselfne L(*er .44 f.20' 4583

Upper 1.02 1.05 ..74
Grad
, ..,

1.07 1.05 1.33

Exponential Smoothjng Lower .77 1.62 .78

Upp r 1.13. 1.31 .55

G,rrad 1.07 .95 '1.09

Linear Regression Lower 2.l4 1,90 .78

P
Upper 1.90 1.22 - .98

Grad 2.07' 1.12 1.57

University Model L.gker 1.10° 1.21 1:03

Uper 1.45 .90 .95

Grad 1.20 1.24 1.62

Special Knowledge Lower 1.15 1.13 .69

,Upper 1.27 .84 -.96

Grad 1.13 1.22-- 1.52

Lower. 1.60 1.78 1.21

Upper 2.05 1.41 1.13
Grad 1.67 1.40 1.15
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e
TABLE E. PRODUCT OF THE FACTORS FOR THREE YEARS IN TABLES C AND D

Techilique

Judgement 1y

Table C
/'
Table

Total - Level Product

1.000 . Lower
Upper ,1.000
Grad 1.000

Baseline, 0.249 LOWe"
Upper'

r Grad

Exponential'Smonthing 0.579, Cower
Upper
Grad

Overall

1.000

.438 .129'

.793

1.494

.973 .50a

.814
1.108

4t.w.

Linear Regression 2.554 Lower, 3.171 66.948

Upper. 2.271

Grad 3.640

University Model 0.963 Lower 1.371 3.947

Upper 1.240

Grad . 2.411

Special Knowledge 0.434 Lower .838

Upper. 1.024

Grad 2.095

WICHE SFM-IA 1.810 Lower
4 Upper

Grad

3.446
3.266
2.689

54.777
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°TABLE F, UNIVERSITY SUM OF DEPARTMENTS MEAN CUMULATIVE ERROR BY LEVEL

-

Technique

.

Judgement, Only

e

8aseltne''

I.

(Errors =w Projected:- Actual )

Academic Yea's --Projected

110

Leve1 1973 V 1974

- Lower , 529

Upper -201

. Grad -37

.Lower 180

Upper -381

Grad -69

,

.

Expdnent ral Smothing. Lower, 411." e , 529 ___A:>>---, 9

. .,
Upper -256

s'1174:-

-165

Grad, -4'6 - ., -531: ,

Li near'N.,Rgressi on Lower 873, 434 -377

Upper , 1-75 640 , -91

Grad. -..,,,, .: 268 .
-.338: !'.715.

'' : 1 ------____,
: ,

.

,.-

Uni Versity, Model Lowgr --168
.

60 -168
6 Upper ''' -309 195' -200,,

* .brad '8 1p : 777

,

5Peci al Knowledge Lower -112 , 52 . 2,57

. . p
Upper -2,3'8 216 -114

'Grad ', 58 43 847
4. .-.. ,

,

WiCHE SFM- IA

,

Lower , 716 638 . -235
., ,

, . Upper -194 ,' 374 -187

,

4 02/Grad. 113 -134 ,.

.,

. . . .

.

112

261

-135.

'1975
Q.

47
-184
468

99

. 333 '-299

-486 719

4
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TABLE G. TOTAL UNIVERSITY'- SUM'OF DEPARTMENTS MEAN ABSOLUTE ERROR BY LEVEL

,

'Technique Level- 1973

Judgement Only 'Lower 11 1

Upper 6 9

Grad , 273

Baseline Lower 701

'-590or= Upper
Grad * -242

Exponential Smoothing Lower 992

Upper 622

Grad 247

Linear Regression ,Lower 1522

Upper 782
.Grad' 395

University Model Lower .988

4693Upper °

Grad 293

s
Special Knowledge Lower. 895

Upper "711

Grad 260

-

flICHE*PM70 .Lower 1364

Upper 681

Grad 382

Academic Years Projected, .

1974 - 1974

1096 1201..

1168 716
497 620.

718 , 1026

1146 8.79

558 789.

1045 1042

1265 717
515 641

1143 1509-

1249 957
794

812 ,1112

1090 916
579 a 857

789 .1021

968 915
461 "903

1114 1486

11.89 1012
614 868
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TABLE H. TOTAL UNIVERSITY - SJJM OF:DEPART,MENTSPERCENTA ERROR

Technique

Judgement Only

Baseline

Ex tial Smoothing

Linear 'Regression

University Model

Special Knowledge

WICHE SFM-IA

Level

Academic Years Projected

1973 1974 1975

bower. 6.35 4.75 5.62

Upper 3.81 5.28 '3.96

Grald 1.48- 6.19 10.1.1

Lower 2.15 .4 1.23 ,
.81

Upper 7.22 6.89 5.72

Grad 2,78 16.66 31.35'

Lower 4.93 6.44 .11

Upper 4.84 8.63 3.16

Grad 1.86 14.19 23.45

Lower 10.47 5.38 4.55

Upper 1.41 13.23 1.75

Grad 10.82 11.57 31.56

Lower, 2.02 .75; 2.03

Upper 5.86 4.04 3.83'

Grad 1.14 ,4.29 34.30

LoWer 1.96"
,

1.62
4g,

3.21

Upper 4.91. , 3.11 2.18

Grad 2.08 2.87' 37.38
A

Lower .91 6.85 5.64

Upper .06 15.12 3.01

Grad 9.37 15.38. 24.67
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TABLE I. COST - EFFECTIVENESS INDEX FOR STUDENT PROJECTION MODELS.

Index = (Error) (Cost)

Average of By-Level Data Mean'Square

. ,

Technique Error Average Cost Per Run

Judgement Only' /7.9 $ 0 (.10)

Baseline 6.1 .1'0

Exponential'Smoothing 17.3 .15

Linear Regression 27.3 .25

University Model . 20.0 , 1.85

Special Knowledge r. 17.7 1.85

WICHE SFM-IA 24,8 76.67

Index

1.79

1.61

2%66

5.83

37.00

32.75

1,901.42
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