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COMPARISON OF THE EFFECTIVENESS OF SIX MODELS IN

FORECASTING THE STUDENT DEMAND ON ACADEMIC DEPARTMENTS -

sUMMARY L I I d

’ «[ An accurate -forecast of the student demand by level.on the academic

I

departments of an 1nst1tutﬂon s v1ta1 for budget and financial p1ann1ng
decisions, for faculty workload scheduling and for physical facility p]an-

ning. Many methods have been used to forecast this demand rang1ng_from

J‘“s t of your ants" guess1ng to highly complex ‘computer mode]s .

1nc1uded judg

4

- This reésear

1

project studied 3ix basic mode]s for forecast1ng student

demand at variouy|levels of soph1st1cat1d% and complexity. . The models studied

nt only, a ratio mode], a Markov model and a comb1nat1on
modelij In addition, the dnmens1on of expert Judgement was. comb1ned to one
model to determ1ne the value of the add1t1ona1 1nput

The model W1%h the.expert judgement added was the best~mode1 based on

the cr1ter1on of 1easL error using severa1 error ana1ys1s 1nd1ces The

s1mp1e mode]s gave as good as or better forecasts than the more complex
mode1s us1ng the same least- error cr1ter1on Also, ostng a cost-effective-
ness cr1ter1on, thewsjmple models were again superior to the costly, sophis-

tieated'mode1s.

<%,
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SECTION H: DESCRIPTION OF STUDY

&

" PROBLEM STATEMENT . . -

Ten-year student enro11ment forecasts have two primary uses--financial
p]é;n1ng and faculty schedu11ng Oné*of "the bas1c inputs to a university
budget or long range p1an is an accurate pred1ct1on of the student load by
level on each academic department. Student demand by 1eve1 1s so vital be-

“cause cost per student varies widely by department and also by 1eve1 with-

~./

in " a department. Recent studies on- the cost of 1nstruct1on at the Un1vers1ty"'

&

, &
oF Utah?? have shown that cost per;student differs by as muchﬂas_a factor of

14..5. between departments and by as much as a’Tactor of'46.6'betueen levels in-

~

. the sgme department.- @'

CIn add1t1on to budget\and f1nanC1a1 planning decisions,another 1mpor-

'tant use of student demand data is for p1ann1ng facu]ty workloads and for \

\

, schedu11ng facu]ty, classroom and adv1s1ng ass1gnments

\

Many comp]ex factors affect the student demand on departments such as '
Chang1ng student expectations, Judgments concerning career opportunities,
and vahyiné'eggnomic and political conditiong{fvfhese fluctuating student

attitudes make the forecasting of enno]]ment by department increasingly

T,

difficult. To compound the prob]em these dynamic ghanges are occurring at

E4

a tlme when budgeting constra1nts in both the short and long run are demand-

ing more accuracy and when schedu11ng each faculty member to.obtain “+the—complete

utilization of his talents is critical. = oA




BACKGROUND : o, T S

Many attempts- have been made over the years to forecast student en-

.

roliments at un1yers1t1es. Some - ear]y methods were for uh1vers1ty budget

P

\\\ makers to make an educated guess on nExt year S enro]1ment. For small

schoo]s w1th only a few departments and limited students, these rough esti-
¢ -
mates:- were accurate enough
& :
- . As schools increased ‘in the number of students and in the number of

® [ L4 a

//de@antmehts, the budget makers had an increasingly difficult time making

accurate forecasts. In addition, the budgeting and p]ann1hg horizon that

the student forecast1ng problem was compounded beyond the limits qf the

admipistration to handle by the' "seat of their pants" or by their judgement

L4

alone. Sy . ,
a @& " . o L.

The next deve]opment was to use some mathematical technique or model
for forecasting student enrol]ments The models that have‘proyenvmost suc-
cessful fall 1nto the folJow1ng (%ve hroad categor1es o

5 o : 1. Ratio Techniqugs |

2. Regression Ana]ysds

3. Markov Models | BN

4

Simulative, Branch1ng, Network and Programm1ng
~ Techniques ,

Combination Models
A brief discussion each of these forecasting-methods as applied

to student enrollments [foliows in the next sections.

e

A . .
///’ . ] ' , o . » R ; ] f;"":ﬁ .
e ~(‘.ATEGORIES OF STUDENT PROJECTION MODELS . ’ S ..
Ratio Techniques = . gx”
o » . Ratioatechnique are generally based on the assumption that a ratio

f
S '/_ .

o : . . . | :
. g - - L' . )
4 ———
' f J : 3
- o 3
. ¢ T .
. > . A}
. . Do - ~ . IS .
1

the administrators were concerned about kept expand1ng into the future So N\\\

e~ Y
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adequate1y de\t\abes the probab111ty of pass1ng from one state or"'clas'sii

fLCation to another These “States" usua]]y refer to a category of a

classification variable such as'Student 1eve1'(undergrad'ate), majon (histofy)-;

) . . - .
or status (continuing) Some of,the mode]s using the ratio method as a .,

e bas1s for forecast1ng fo]]ows Cohort Surv1va1 Technnqueu 18, 28 Class Rate

18 26 / .

frogression Techn1que, and Simple Ratio Method‘

-
{

)

P . Regression Analysis :

Regression technigues are genera11y based on the assumpt1on that the e
trends and re]at1on;h1ps/pbserved in the past will cont1nue in the future |
/ Tes are taken 1ndependent1y Severa] mode]s 1n\erporat1ng
tiis techn1que as part of a larger, system are*as- fo]]ows the CAMPUS Mode1]6
developed by_the Systems Research Group, the M1ch1gan State Un1vers1ty M(Sdel]7

the Tulane University Model,6 and the Peat, MarWick, Mttche]] and Company

CAP?SC Model.27 - The Trend Line Mode126ana1yzed'in theJACT researgh is of

‘the regress1on fype The Un1vers1ty of Utah mode]3 1s basically a ear

-

regression modél. Tth mode1 w111 be d1scussed in more detail 1n a .Subse~-
quent section. .
-

b Mahkov Models

—~—

*

(trans1t1on probab111ty matr1h) Each probab111ty represent the 1ikelihood

- that a student will move from his. present state to another state dur1ng the




next t1me 1nterval Another asSumpt1on of this mode] 1s that this trans1tﬁon

-~ -

Qf\ﬁi o .probab111ty matrix remains cohstant over t1me

r

The Markov model 1s perhaps the most popu]ar mode1 of student f]ow

,at the present t1me at 1east1n the 11terature © Some Of the p\b11shed -Gl

I ports of Markov mode1s 1nc1ude the foltow1n9 Gani,8 Young a”d Al

Orwig,‘dones

o

* ;_-” 011ver,24 011ver and Marsha11~25 ManshaLJ 011vem and Sus]ow

11 23

and Lenn1ng,26 State of Nashington,22 Johnson and hu ‘erton.
} As can, be surm1sed from the number of cth//t models, the Markov
- ) 'model is very popu1ar for forecast1ng student enrot\\knts The bas1c
Markovian, assuf t1ons, however, tend to be counter- 1ntu1t1ve, as pointed out
y:hove11.19 The stat1onar1ty assumption seems 1nappropr1ate in the dynam1c‘

¢ )
edudatibna1 sygtem. Also the assumption that future transitions are com-. -

///} . pleteTy 1ndepe dent of the past is quest1onab1e in the flow of students o e

- ) through the h1gheh educat1on system

g?amm1ng techn1ques 2V

" v Most of these models have not as yet proven succepsful in represent1n@§MM1

M L T

. 'n,student flow buq\they do offer some prom1se for uture .
. : / ) \\“ . “i%;, S B4 \
o \\ - | {f v - Combination Mode1s E ) e S .

e LY

Severa] models used at 1nst1tutes of h1§her educat1on for forecast1ng

' student~demand are, con 1nat1ons of the above magdr categorqes of t;ZEE?aue f




SRR T
7y

ment. demands using ratio techniques:

RN
. .the transition matr1ces us1ng regress1on methods on prev1ous year s data.

The model 15, in effect, a nonstat1onary Markovian model. * ' "
.
‘The ‘University of Colorado simulation of operat1ons mode] (CUSIM)2 .

1nc1udes a student flow mode] wh1ch is a mixture of cohort surv1va1 ratios
and regression smooth1ng. o !

o PROBLEM DEFENITION S X

v
4

e o
;;%ﬁ“ _ Thus, over the’ years, new and innovative techn1ques have beem emp]oyed

/

to forecast student enro]]ments, each one adding a new d1mens1oﬁ'of soph1st1-
cation and\complex1ty. Perhaps the b&st- to date mode] for pred1ct1ng student
‘load on departments is the pne that NCHEMS at WICHE is currently test1?q,

SFM- IA Pre11mﬁnary documentatmn]2 1nd1cates that a]] the latest and proven

mode11ng techn1ques have been 1ncorporated into thémn newest mode] of student

flow including such 1nnovat1ons as trans1t1on probab111ty matﬁjces and Markov
J ® B 'R v

y

chains.

In another recent pub]‘matmnl26 the American Co]lege Testing Programﬁ

(ACT) repfrted a study compar1ng five methods for prOJect1ﬁg enro]]ment

1ng ratio, regress1on and two Markov models lhe conc]us1on of this

Aty Y

udy was,. among other th1ngs, that ”s1mp1e and stra1ght*forwand prOJect1on

’ models would appear $0 be just as‘useful as complex and: soph1st1cated models.'

) ﬁ . Thus the f0110w1ng quest1ons are raised: Ig the NCHEMS mode] suberior for .

’
Mww-hvmvmn\f\\f‘ VAT
.

forecas%1ng the student demand on a department by level? Or is there another

j~—-mode? that 1ncorporates techniques 1in add1t1on to the mathemat1ca1 techn1ques

that would improve the forecast? s the add1t1ona1 expense of. gathering the

detail ‘data and running the complex model JUSt1f1€d in terms of increased
ERIC accueacy .in projections? R o l'_ua o
o Provided b ERIC ) . \ . | i ) 1 1 . . PR

[

The Rensse1 M‘odel2 -yses a Markovian pr&EEss for projectﬁons but derimes

~




FORECASTING METHODS EXPLORED - - - ' . .- Lo e e e T

% ‘ ‘ ¢ N
. o Then% are many d1fferent ways 1n which to descr1be ‘the methods used’ N

1

1n deve]dp1ng forecast1ng mode]s ‘A recent art1c1e exam1nes two aspects " ®

of €h1s problems—the method and the type of 1nformat1on « The f1rst deals
w1th‘the method used to ana]yze the data apd is labeled the ! subJect1ve-

objectiwé"tdimension. The”second deals with the, type of information and

1

y 1s labeled the "naive- cauta]” d1mens1on ' o "

' . SubJect1ve VS. ObJect1ve Methods o

Subjective methogs are thoge in which the proceés used to obtain . B

T

the forecasts has not been well spec1f1ed These are . the Judgmental in: g . ,

tuitive, ”seat of the pants" methods ment1oned ear11er . ’

0bJect1ve methdds are those in which the procéss used to obtain the’

- a forecasts has been extreme]y well speettwed} These methods Tend themse]ves o

~o

¥

‘well to computer processing and are so t1ght1y7def1ned that other- researchers

can rep11cate the method and thain exactly jfhe same forecasts . Ty

»
4

L .’ | Na'iveys. Causa4 Methods S s

Na1ve methods are those wh1ch use data on only the dependent var1ab1e '
(e. g R number of students enro]]ed) %&p1€a11y, an analysis is carried out
s 'L to see whether the dependent var1ab1e shows any regu]ar1ties over time. The
time pattern is then*proaected 1nto the future as shown in F1gure 1 (5).

*, CausaTl methods go beyond the dependent variable to consider a]so

- variab]es wh1ch may .cause chédnges- dh the dependent variable. An attempt is .
AM - ’
\ made to deténm1he what causal var1ab1es are 1mportant then to forecast the _ J,w”

causa] va;;;gfes, and f1na11y, to 1nfer values for the~dependent variable

As of the changes 1n the causaﬁ variables. Th1s process is out— - ‘;//

5 I‘q o

I n‘Flgure 1( ) The key assumpt1ons,are that the causa] var1abk§§ can




e o ( _ . T

R o : —— ::z,'j

S .'%; . . F1ggre 1\/4hr1ﬁﬁistrat1on of Naive and iy .
R ?\ T . v Causa1 Forecast1ng Methods "_ : :

V- . - g N
| o . . | ‘
. . . ) I »

AR . l . I .- |
e - (b)  Caus¥edethods

S . . Key to Symbo]s ' f - I
o . c::""g S P -’ : . '0,\
, | o . is’ the dependent var1ab1e I
J . . ’ : - 8
: s . X is the set of causa] var1ab1es e lt »

f URTEE L : h Tis the number of years of h1stor1ca1 data

: % - Ce
' ' . f s the number of years in the future

2y
L]
H=

t s thespresent;year ST

N
. . L -

. - K ‘

. ’

"from Reference (1).




/andfprojeeted“rather'accurate.f i

over time,

i

Theoret1ca1 Forecast1ng Mode]s"fmafaﬂ% -

Cons1der each bf theséftwo aspects of thé forecastrng problem\as a

”

.

_dimension in forecast:ng model spage, F1gures2 with subJect1ve ob3ect1ve:
on one axis and naive - causa] on the other ‘uArmstrong and- Grohman have

, 1abe1ed the 1ntersect1on of the extreme p01nts of these d1mens1ons 25 shown

.

AL Figure 2, R “'fttan AR L

Armstrong s and Grohman S paper draws the fo11OW1ng conc]us1ons
1. Objectlve, methods are more accurate than subjective methods.ﬂ
2.+ Causal methods are more accurate than naive methods |

3. »The'%uper1or1ty of obJectnve and causaJ methods 1ncreases as
the forecast.hor1zon 1ncreases A :

-

Therefore, econometr1c-methods w111\produce more- accurate 1onq- o
range forecasts thah may be. ‘obtained, from novice: Judgement, exs-

trapp]at1on or expert Judgement 1{

In the3context of the above'ana1ysis the early'student,forecasting a

‘

; methods were "Expert. Judgement" wh11e the van1ous mathemat1ca1 que]s are .

L —/*”yfdﬁjzzt?apo1atﬁon Accord1ng to Armstrong and Grohman, a super1or ﬂong ~term
N\

forecasting method wou]d be a eomb1nat1on of. thése methods They suggest an
neconometr1c mode1 wh1ch wou1d be extreme1y comp]%cated demand Tots of ,
causal ana1ys1s, requare\bo]umes of data and st111 not guarantee that the -

" causal, re1atwonsh1ps can be e§tab11shed“for student ‘demand on departments. E
> Y

A rea11st1c comprom1se from the econometr1c method woqu be a mathemat1ca?
ety

extrapo]at1on mod1f1ed by expeﬂt judgement 0ne such moddi has already been

deve]oped at' the-Un1vers1ty of Utdh and 1s used extens1ve1y in prepar1ng

, )
management decrs1on tools for budget a11ocat1on and long range planning.
P 4 . y A

y .
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UNIVERSITY OF” UTAH MODEL

.aggregat1on levels cons1dered by the modeT are Tower a1v1s10n, upper d1v1s1on

At the Un1vers1ty of Utah, agstudent proaect1on modeT3 has been deveToped

that forecasts the student demand by TeveT by department‘for ten\years. The

'and graduate The model uses a ten- year student cred1t hour (SCH) h1story as

a base. From this . h1storfcaﬂ data both a ten-year T1near regrfss1qn and a

3

current four- year~regress1on are made on each Tevel for all departments These

regress1ons are then extrapoTated out ten years The average ofathe two end

’po1nt years js fixed as one end of the* prOJect1on line. and the Tast actuaT year .is

\p
f1xed as-the other end A linear 1nterpoTat1on\1s ‘made between’ these” po1nt§

"Fach department s SCH is Forecast by this method, and the total.SCH 15 added

together by level to determ1ne the. tota] un1vers1ty SCH by leyel.

-
1]

An 1ndependent1y derived student headcount ten year totaT un1vers1ty forecast

by level is also input to the modeT This" forecast takesa1nto cons1derat1on such

factors as préd1cted number of high schooT graduates, students 1nc11nat1on for

un1ver51ty tra1n1ng, JOb market demand for. coTTege graduates, drop out rates,
credit by exam1nat1on and .other factors that affect student enrollment. Th1s

_ headcount forecast is converted to SCH on the bas1s of an average/student course

v

Toad by TeveT Then the departments are each adJusted so that the total aggra~

gated department SCH by TeveT equaTs the converted unTvers1tyTheadc0unt SCH
totaT by level. = ‘ o L ,//f

The program aTso has the prov1s1on for ad3ust1ng the 1nd1v1dua1 departments'

,SCH proaect1on by . TeveT ‘to aTTow fot spec1aT knowTedge the un1vers1ty adm1n1-

strators may have that is  not refTected 1n h1stor1ca1 data or 1n gross, overall
gy

‘ -trends, such as the phas1ng out of a department over the néxt three. years. a

g

phys1ca1 space T1m1tat1o§'that w111 be reached in three years, a Teve11ng off of

a h1gh cost program, etc. A h1s spec1a1 knowTedge can be input 1h one of three ’

Y

o

Y
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o tenth year, or choos1ng the ten/or four year 11near extrapo1at1on as the pro-
3ect1on ]1ne Uf the three methods, the first shou]d not be. over1ooked 1n

1mportance due to the sianificant flex1b111ty it allows.

v At}

. A check on the va11d1ty of the data is-obtained by d1str1but1ng the
f1na11zed prOJect1ons té the department cha1rmen -for comments Or amendments

The above techn1que of a11ow1ng know]edgab]e administrators to:
k3 -

alter certin of the mathemat1ca1 prOJect1ons is re]ated to managem by -
exception and 15 ca]]ed “#orecast1ng by exception." This added dimensibn -

to mathemat1ca] forecast1ng has bamong others, the fo]]ow1ng advantages
\ . ' o
dver pure extrapo]at1on ) r ‘
‘ 1 Systém makes routine projections for each level of each
department, At the Universityo Utah, this amounts to
144 separate projections. , .
~ - \

° ' 2. System makes fu]]er use of know]edge of trends, h1story _ .
.. .and other ava11ab1e data. - N : :

, 3. System is cons1stent #nd pred1ctab1e in itd Judgements,
- removes prejudace from forecasts. n

4, ‘Management can’ concentrate efforts on.criti%a1"prob1em areas.

, S. Allows crises and critical prob]em areas to-be ana1yzed and
« "+ adjusted by concerned know]edgeab]e people. R

7~
6. Enables special know]edge of p]anned changes .to :be incorporated
* into the forecast, such ds increasing the freshman class of
the medical school by 75 students next fa]] T

7. 3%1mu1ates communication between various segments of the.
university-administrators, staff, deans, department chairmen
and faculty.; -

e
PURPOSE AND VALUE OF THE STUDY . . . v | ' @

A

The purpose o¢ this study is to compare'the accuracy of the forecast

of student demand by, 1eve1 on academ1c departments uswng six basic methods -

Judgement, ratio mode1 mov1ng averages, regreSs1on mode1 Markov model and a

comanat1on mode] (Student demand on a department is ‘measured in terms nf

r . 3
. student credit hours SCH In addition the researcher investigated the value
R ' s ‘ u * .
» | . -11- .
o S " . ,
‘ - . .:B/. ’ - . “ s Lo . "/
~ . . 17 B _ ) - -




the model with the aceuracy of 1he result. This index measures the relative -

cost-value of the s1x models studwed "
This study will help institutions deter ine whether the cost of the .
1ncreased comp]ex1ty and soph1st1cat1on of ithe forecast1ng mode1 1s compensated
LY
for by an increase in the accuracy of the student forecast used for budgeting
and planning purposes. ‘ a .
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SECTION I11r PROCEDURE ,

DESCRIPTION OF THE MODELS SELECTED = ,f | e S L
The mode]s se1ected for the study w1]1 now be discussed in their orden of

(.1ncreas1ng comp]ex1ty

v

Judgement Onlx

-

The s1mp1est and most stra1ght forward method of forecast1ng is for a

~know1edgeab1e gerson to s1t down and estimate theanumbers based on his own

,

',good Judqement deve]oped through Tong years of exper1ence This ”seat of oL .
f.your pants“ method suff1ced in, the past and is still in use today in many ,
institutions. _,3' 3’

[ven though the def1n1t1on of the - procedure is simple, the execut1on “

' “‘r ! . .
- of the tasL can be arduous At the Un1vers1ty of- Utah for examp]e, there 'v“‘ f j’
l'are 48 Cred1t produc1ng deparfments when.one considers 3 student-]eve]s X

- for each department that totals 144 decdsions. 'If one 1s~1ook1ng.5 years into

7.

the future, that exp]odes fo 720 individual decisions. Even though it is time

;4”:"'k consum1ng, the ¢ask can be accomp]1s§§d However, one must consider the pro-

s -
1

.b]em of human\;at1gue and 1ncons1stency when, est1mat1ng what the accuracy,Of the

final resu]t -will-be.

* < Never-the-less, the Judgement 0n1y Model 1s 1eg1t;mate and must be con- :
» , A ) o -
sidered as a poss1b111ty, espeC1a11y in t1mes of cost-value. . § :

»
» - - 1)

‘ .
i N - L "Baseline

The Base11ne is the next degree of* comp]ex1ty"when cons1dering fore- -
Cast1ng mode]s The Base11ne Mode] is an examp]e of-a rat1o medel. This

T a13-

) A\ N . > N ¢ ", ] . | o :
Q - . o .
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' L
s1mp1e ratio mode] forecasts next year's student 1eve1 by multiplying the
base figure by a rat1o. Only one rat1o is applied to each level in eaca‘
department, but a different ratio may be used for‘each year in the projection’ . <//

horizon. Stated mathemat1ca11y the Basgline Model becomes: - S

' Yt+1 + Y*R, ‘where Y, is the 'SCH of a 1eve1 w1th1n a, department,

.t is the base year and R is the un1versa1 rat1o

rd - The ratio to use for each year 1s based on the est1mated change in tota1

univers1ty SCH from one’ per1od‘to*the next. Thxs-un1versa1 rat1o 5 then

app11ed to all Tevels and all department f/yﬁ\\ﬁ L . {f o

e
Th1s ‘mode] could be made ‘more’ complex by. se1ect1ng a differenj ratio for

@

each' lelely, 6r™for each department, or for each 1eve1 in each department How-

-7 ever; the latter w qld boil down toa Judgement Only. mode1 if app11ed for JUSt

N
one year. If one selects different ratios ‘for each year, one again +is faced.

o -
Ty 4 R PN N

I

, w1th the human fat1gue facﬁor

Sow . - Exponent1a1 Smooth1ng | t

The’ Exponent1a1 mooth1ng‘Mode1 was selected ‘to demonstrate the-fore—
cast1ng ab#lity of a s1mp1e matﬁbmat1ca1 technique. " This mode] is an dwample
4 of a moving average techn1que and s s11ght1y more comp]ex than the Base11ne 2
ModeT. o -

Although no repprts of using exponential‘ moothing for projecting-student
p Po IS oo thir |

-» demand by level was found in the literature, Jny examples of applying ‘this

; technxque fo prOJect1ng other time series data are found One such example

"

~is the‘use of exponent1a1 smooth1ng to forecast a1es 31

........

-14- ‘. \.. L ¢ | 7. ’ ’
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. L . 4

Ihis techniqhe caibuﬂates a movt

-

- of all past observat1ons togetheh
R i

pred1ct1ng the next” and subsequ*nt va]ues The weighted average trend of

f

ayerage by usih? the weighted'a\‘/eragec L o
ae‘as the basis for

ithsthe current vat

.Xhe data is also considered in ‘predicting future data [values. -

' . The determination of h%w much_ weight to put -on past data versus the

current data po1nt in predicting the next va]ue is handled by smoothing con-

/v stant, a var1ab1e w1th a va]ue between 0 and 1. Uhen the smooth1ng constant

..v

. c (qlpha) is near zero, “the historical data has' the greatpst, weight. When

. alpha is near one, the'currgnt data has the greatest' weight in predicting
¢ 2 - -

“the.next value, : . . .
¢ The equation for ca]cn1ating_a1pha is as fellows:
» .‘ ] l . »¢ Y . '-.
a]pha = 2[(N+1), where N is the number of h1stor1ca1 .
‘ S . .
data po1nts to use in determ1n@“the“hext pred1cted va]ue \Examp1es of the
) re]at1onsh1ps.between a]pha and N are summarized below: ' , ‘ . .
’ ‘ . - . . | L. oo - \§'
. : o N , alpha
. ' h ) N i "
2 . . _ 666"
3 ' T #8500
L4 ' 0.400
5 0.333
¥ 10 0.182
’ 20 7 0.095

"The smodth1ng constant can be set to have any number of years as the

basis for(the prediction. : The a1pha that prov1ded the best resu]ts for this-

.

. study putbthe greatest we1ght on the most recent fohr yeats of data or on
a1pha of.0.40. This is cons1stent w1th an earlier test d) the University of Utah

where exponent1a1 smo6th1ng was used to pred1ct the tota1 un1vers1ty enrollment

- . for short per1ods ‘ : ‘ ,
L9 . N - - -15- A . S )
EMC ] ‘; s . ’ 21 . . . .




between the updated mov1ng average and the urrent moving average, gg is a]pha
the smooth1ng constant, Tt is the current moving average of the trend and “

Tt+l is the predicted next Va1ue’fd“~fhe trend.

e .

The- next pred1cted -value for SCH by level is ca1cu1ated as fo]lows
v

L[]
-

'Yt+1.=~Zt+1 + [(1- ‘:)/éb ] Ti+1, where é?*l\is'the-hext .

{

. predicted value. . ® | | -

L1near Regress1on .

,-. Linear Regress1on is one of the class of regress1on ana]ys1s models. Thgaﬂ\\) B
technique is more comp]ex than the Exponent1a1 Smooth1ng Mode] and requ1res ',f |
2 good dea] of accurate h1stor1ca1 data.

In th1s mode] the trend of the past data is fitted to a stra1ght Tine
by the method of least squares. It :? assumed that future va]ues will. fo]]ow
the same historical trend. The trends may be short. or 1qng range.

In this study, although ten year S h1stor1ca1 data. wé?eiava11ab1e on]y

“the most recent four years of SCH by 1eve1_byvdepartmentwereused in the

&

]

regression model.

>
F
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Combination - Linear Regression, Ratio and Judgement - ’ }
L o ' .
The Un1vers1ty of Utah Model is a comb1nat1on modet‘as deta11ed in a

prev1ous section. It beg1ns W1th two linear regressions,-adjusts these by

"a ratio to meet “an externally determined 11m1t based on several causal,factors

»

These prOJections may also be tempereds by human Judgement, exper1en,e\and,

spec1a1 know]edge These judgement factors are used on an exceptigh basis

only where deemed necessary

The data from the Un1versTty of Utah mode] is. 1abe1ed in th1s’report as
the"Unjversity Model." When the results of the Un1vers1ty Model output’ _
were modified by inserting judgehent into the model forvseletted‘levejs in

sélected departments, the data is labeled the "Special Know1edge”'Mode1.

Markov
As exp1a1ned earlier, the WICHE Student Flow Model 1s bas1ca11y a Markov

model using transition probabiijty matr1ces'and Markov chains. This is one

f the most COmp1ex models- currently in use.. using data ed1ts, historical
/jg The SFM system

naTsts of\data{*adm1ss1ons cr1ter1a and transition logic.
: uses 17 programs and 14 sorts to c0mp1ete its task of pred1ct1ng student

dema d‘on departments by level.

4

eta11 descriptions of the system, the inputs required, the processing

o)

1091c afid the reports are found in the WICHE documentat1on

~

"Introduct1on

- ito the Student Flow Modg? SFM IA W13 "Student F]ow Model SEM-IA System
Wl -

Documen

tat1on\“ 14 and "Student Flow Model SFM IA Reports.

In a nutshell,

the SFM IA system requires a f11e of students enro]led

The Fall Quarter enroﬂTments w%re

at the Un1vers1ty¢for two t1me per1ods

23 .. -




were pew from’ one per1od to the next how many students were cont1nu1ng ana

H B s
e T . N L e

at Hich 1eve1 and,department, andihow manyﬁstpdénts\ieft:therniversfty;*f':.

‘_, - ‘:.._: - LI

‘efther by graduat1on or by dnop out Thus data was used by the mode1
generate the trans1t1on probab111ty matr1x w6:ch spec1f1es what fractlon of
‘/buﬁ//ts from one year. move. to a different department or Ieve] the next i
- year and what fract1on stays where they are for the next year “V'xf» |
In add1t1on to the trans1t1on probab111ty matr1x, the SFM TA a1so requlres
the’ start1ng enro11ment for each department and ]eve1 together w1th “the -

expect‘d“number of new ;Iudents of var1ous categor1es, iJe., freshmen,_trans—;v

I

© fers, returnees, etc | ;"”f | "“553 | Lo T S

a

ﬂ summary of the character1s€:cs of each modeﬂ 1s shown in Tab]e 1,
Summary of StUdent Forecast1ng Model In addmt1on to the mode1 name and
type are some 1nd%cators of the comﬁfex1ty Qf the. mode1 |
Q The Data Requ1red te115 how extens1ve a f1&e must be. pulled together to
operate the. mode1 Average\Cost to Run and ‘the Number of Programs refér to the o
computer programs and the cost to execute the system for one year S prOJect1on ‘
These costs are the actua1 cost on the UNIVAC 1108 system at, the Un1vers1ty of Utah

The Contro1 Parameters show what the ana]yst has contro1 over when
using the mode1 . The parameters range “from- exact contro1 over each number
in the Judgement 0n1y Mode1 to contro1'over a s1ng1e parameter in the next
three mode1s,,to contro1 of several parameters that directly effect th:

resu1ts of the mode1 forecast 1n the 1ast three mode1s

s /

e
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RESEARCH APPROACH

. ,

ﬂ"““ el ¥
% A
S

Sl i

. f‘“ )
develdped / ]
"for the UNIVAC 1108 1n 1968 The mode1 was extens1vg1y mod1f1ed frod
’ 1965@to 1971 but has’ rema1ned fa1r1y stab]e since that t1he. .The mode& is
//used by the UnJvers1ty severa] t1mes each year to make projections “for dﬁdget
p1ann1ng and resource a11ocat1on j The data from the system is’used through-

!

out the: year., £

The data from the Un1vers1ty Model. and the Spec1a1 Know]edge Mode] are
by~ products of these annua] runs made by the Offwce of Academ1c & F1nan¢1a1
P]annﬂngz - - // %ﬁ | ' B, # R

[} : -;'-,

The Judgement Only Mode] got its data from the Director of the 0ff1ce

of Academic and Financial P]ann1ng D@rwng Fall Quarter each year he wrote

-
L]

down his exper1enced Judgement of whaf the SQh for each,]eve] of'. each depart-

[¥
ES

ment wou]d be for the academﬂc yearr He hs perhaps the best qua11f1éd
N,person on campus for th1s task because he ﬁ; 1nt1mate1y involved w1 the
) budgets and p1ann1ng of a]] academic departments at the Un1vers1ty. .
‘ The Base11ne Mode] ‘the Exponent1a1 Smooth1ng Mode] aﬁd the Linear -
Regression h%de1 were written espec1a11y for this proaect They are all in ~
" one program that has access to the same ten year h1stﬁr1ca¥ SCH data base that
; is used by the University Model, The FORTRAN programsﬁand subrput1nes were
all thorough1y‘tested and‘checked out pr1or to the exper1menta1 runs.

Several choices of the contro] parameters were’ exper1mented with before

v

[

the_ones f1na]]y_usedrwere se]ected,asrthe-best~for the part1cu1ar forecasting
task. . x | |
e -20-
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_“{'“ L The NICHE SFM IA ModeT caused the most probTems, used'the most time

= '." and cost- the most money to deveTop of any of the modeTs The; maJor pro-

~ 3

blems encountered are summar1zed in Appendex I, ImpTement1ng the WICHE ~ . ™
> Student Flow ModeT on the UNIVAC 1108. ey E

@ .

The SFM- IA ModeT aTso used a d1fferent data base thah the- other modeTs,

1

1 ? e requ1r1ng thf f1Te of student“\enroTTed‘bt the Un1vers1ty for four consecui
t1ve years These f1Tes‘mere availapfe but had to be converted 'to be used
'L\f eﬂt'on the‘UNIVAC 1108 machine. A spec1a1 COBOL program was wrltten téltake o
. Lthese f11es an‘consecut1ve pa1rs and create\the‘student records spec1f1ed -

by the SEMSIA que1 o L.

us1ng the test data,and reports prov1ded by wICHE AT1 17 programs and

. B )
o . > ' . AN

2% - : Lo ]

ExperfmentaT bTan Ce 2

\N_, BT

¢ . ) The research pTan was to run each modeT us1ng theﬂdata for three

“ ! B’r oo
academ1c years. The prOJected SCH was to be compared to the actua] SCH for ‘Jj_

o - K ' . :
'« . that year by departm%nt and by Teve}.» ' n S ﬁv S e e
A% Al ,' ‘ s ',.,:{" ) o, j R Oh |
o e Data Pnalysis ;" oo SR
’ Lwrw»h o A spefﬂal “data ana1y31s program Was wr1tten‘to subtract the ac{uaT SCH -
L 4 7
“ﬁj‘kf; éromftheéﬁroqected SCH by department“by TeveT and to exam1ne the d1fference

= or the erfor. SeveraT'stat1st1cs weme caTcuTated us1ng these d11*ferenci’a':’,,a

s T . : - ° ' ' Y - s
2 including the foTTow1nb. : R *',\.ff»a. : ﬂf"‘ C ST
\ . \‘ A , ’ . , B a ) B . - .SV"‘ : . ' . N - L . - <A . - ‘.
. _ . . a. Mean Square Error-", ™ 77t o : o
. - Lo -5 N
b:- Mean AbsoTute Error . e
R T . Ve
~ SRR Mean CumuTat1ve Error - .. 5 ® o
: X - AR ' e =21- . o L e,
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prOJect1on techn1que, i.e., is the proaect1on a]ways over or a1we;§\hnder

fvthe actual-value. , - " . bv”ﬂ, o
The Mean Abso1ute Error gives an estimate ‘of the ayeraée degﬁee of

progectﬂon error.

F

The Mean Square Error g1ves o, estimate of the average var1ance of the g

projection. y ' ' : . o
B

These d1fferences for each department were summed into co]]eges,ahd ‘ ,
1nto the total Un1vers1ty where the above stat1st1cs were ca1cu1ated forxthe
'co11ege and;ﬂhgghe Un1vers1ty by Tevel., F1gure 3 showsvah‘examp1e of the
'computer printout for the TOTAL UNIVERSITY us1ng the Un1veh§1ty Mode1 for ,
Academ1c Year 1975. Each of the above stat1st1cs is shown cﬁ]cu1ated for _:E -

e

this medel. -
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ANALYSES OF RESULTS

ferent years

’ when sunhmd by departments Th1s tab]e 1nd1cates that genera11y the erngrj

L SECTION IV: RESULTS

LS ey / ’ t .
~ . .

J

e ~ Mean Square Ervror

The statistics from the various data anal 1S computer runs are sum- '
_marized in tables in—Appendix IT. Tab]b A shows the,Mean Squane Error for

the’ tota1 Un1vers1ty when summed .by departments Th1s tabTe and1cates that ,

the Base11ne and Special Know]edge Mo havefthe §ma11est errd\\ﬁon'd1f-

RN

Lo

L4

Tab]e B shows: the Mean Square Error by ]evel‘for the total Un1vers1ty

~

~ g I
is of that standard for the tota] SCH for the total Un1vers1ty The Baseline

9 g,

@ .

]

_Mode1 Ts}cons1§tent1y 1ower thanxJudgement Only as is “the Exponentia1 Smoothing
¥ : wo - .

Model., A o 7 e

v

W v : . s B ,
: When the factor is taken on the Mean aquare ‘Error data by. 1eve1 fab]S“B;)

is the resu]t. This tab1e shows. that except for. the fo110w1n§ynpmber of
. ; ye . . ) :

-

o
v
=24 .
-
B ‘ - .
. .

.30
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" the nine independent projections for each model:

times, the Judgement 0n1y_Mode1 had the smgilest mean. sguare e}ror‘out of-
2 [ . ”

L

S , . 4 ) Numberfbf Times out of Nine
. that Mean Square Error was

_ .7 Model ' ' . less than Judgement Only Model
. ] - > T

‘BaseTine - e
Exponential "
Linear Regression
University .
Special Knowledge ‘ “
'wICHE SFM-IA - . : , ‘

a H ’

oW W

e
4

‘To try to get a fee1 for the Qvera11 comparat1ve effectiveness of the
mode1s in re1at1on to the Judgement Onty Model, a product of the factors was

taken "Table E summar1zes the regults from both Tables C and D.'

‘ Nhen ‘the three factors/for each model -are mu1t1p11ed 1t produces a num-

-~

herdthat indicates the relative size of the mean square error gf the mode1

e oLt

ﬁhen cdmpared to thé mean squarg error of the Jhdgement Only. Mode1 as shown

in Table E a11.m6de1s are”much greater than or pre fa1r1y eﬁose to the Judge-

T

. L]

ment Only Model except for@the fo11ow1n S </:7 v -
, @ . . : "\ »
L o | IR "‘wRe1at1ve size of Mean Square .
e S e Error with Respect to the Judge-
. "Model ’ C ‘ . * ment Only Mddel --.Total SCH
Ba$e11ne « A S
S;cpbnerf‘t1a1 Smgoth1ng o .58
péc1a1 Know1e ge .~ - - i A3
// o : Lo ‘,é
a When the three factors for each 1eve1 of each mode1 are mu1t1p11ed
\. p:
together t e/hroduct is a. number th;é répresents the relative magn1tude of.
o } _ e L , )
T g T . o \\-‘\n_ ) \T : . “
‘M‘ s T

L
f




- : : » . A
, ///” |
the mean square error with reepect to the Judgement Only Mode],“'fheee values '
are shown for each Model in Table E. Nete that Bdse]ine and Exdonentih]
. Smooth1ng both have two va]ues 1ess than 1.0 and Spec1aT'Know1edge has one
To produce a single number that represents the relat1ve value of each
mode] the four products in Table E were multiplied to produce ‘an overa]]
factor Th1s factor measures the relative sl/e of the mean square eryor of
each model when compared to the mean square error of the Judgement 0n1y Model., "
A va]ue less than 1. 0 wou]d mean that most of the t1me the mode1 S error was 1ess
than the error of the Judgement Only Model. The 1arger value wou]d shéw the »o

vdegree that the mode] S error was greater than the error of the Judgement

0n1y'Mode1. ’ 4 o \)

¢

Based on this ovBrall criteria, the rankirg of the'queis,WOUJd be as

fol]dws:

Modet - Rank -Overall Fattor (Table E)
. ,Base11ne , 1 129 )
Exponential Smooth1ng 2, . 508 7 -
Special Knowledge 3 ' 4838 4 ,
‘ Judgement Only 4 - - 1.000 ’
h ~ University o 5 3.947
WICHE SFM-IA “ 6 .54.777
7

“Linear Regression 66.948

In add1t1on to the mean square error, severa] other measures of model
aécuracy were.used The fo110w1ng paragraphs d1scuss the mean cumulative

error, ghe mean abso]ute error and\the percentage ePror

\v ‘ . - A . - i
» - . Mean Cumu1at1ve Error

The error of the progect1on for each level by each model was calculated

by taking the proggcted valde and subtract1ng the actua] value, i.e.,

@ _ ‘Error = Proaected - Actual

-26- T I
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_ thz,mpde1.-.Th1s average is the mean cumulat1ve érror,” If the mean cumu-

,_sma11er values than needed 1f the mean cunulatiye error s always positive,

.
1

An average of these errors gives a measure of the degree of bias in’

¥

1a. T

ive ervor is always negative, this means that the model is progect1ng

this means that the model 15 prOJect1ng va1ues 1arger than actual too much of
the t1me The 1dea1 is to have sma11 ya1des for the mean cumu1at1ve error
that are about equa11y pos1t1ve and negative.

Tab1e F 1s a summary of the mean cum?1at1ve error for the models in this

"exper1ment A The average abso1ute value. of these errors, the ayerage poss1b1e

-

errors, the average negat1ve errors, and the number of positive and negat1ve

Y
va}ues is g1ven be1ow. . ,

.

o : Mean Cumu1at1ve Error

Mode1 . Positive Negative A\g Positive  Avg. Neqat1ve Avg Abso1ute
- ), 5&4"‘,:/2' B
Judgement Oily~ =~ 4./ 5 T342.5 N Vsos . 219.3
Baselfne N 4 5 -  330.5 - 260.4. - . 291.6
Exponential, ; ' . ' & ”
Smoothing * 5 4 377.6 ¢ .220.3 - . 307.7
Linear Regression 5 4 586.0 . 220.3 ‘ 423.4
University 5 7 4 237.0° .211.3 225.6
_Special Knowledge, 5 - 4 304,0 - < 182.8 . - 216.3
WICHE SFM-IA 5 4 506;6’ / 187.5 . 254.1

f‘pos1t1ve and negat1ve va1ues, therefore no mode1 b1as s suspected Howewer,

’

,The above table shows that all-of’ the’ mode]s are even1y matched with

é {
the average pos1t1ve values are,hagher than, the averaQe negat1ve va1ues for

f Nt
each mode1 1nd1cat1ng a tendency to forecaét h1gh
The average abso1ute values wou1d ‘rank the mode1s as fo11ows

Model Rank o Average Absolute Mean
: T L0 Cumulative Error ]

Special Knowledge 1 o 216.3
Judgement Only 2 219.3 <




azsae. - g:;S%ff

- ~ DUniversity 3
: WICHE-1A_ 7 4 25151 o
Baseline J 5 291.6 -
Exponential. Smoothing ~ 6 - . -307.7
() Linear Regression 7 " "423.4 ~

{

Mean Abso1ute Error

—~ The mean absolute error is ca1cu1ated by taking the d1fference between

~the- prOJected va1ue and the actua1 va1ue by Tevel and then by averag1ng the

¢

abso1ute vaTue of these d1fferences This stat1st1c gives a measure of the

Akt degree of error of thé prOJect1on from the actual. The advantaqe of this

-

statistic over the mean cumu1at1ve error in measur1ng the magn1tudeL9f the o
proaecﬁ1on Brror is that in the mean cumu1at1ve error a 1arge negat1ve error
v and @ 1arge positive error wou1d cance1 each other out and maPe the mean’,

k _ cumu1at1ve error 1oek sma11“ In the mean abso1ute error, all dev1at1ons from -
' '

the actua1 va1ue are taken 1nto account

&

Table G is a summary of the mean abso1ute error for the models in th1s

@

experiment., The average mean apso]ute error for each modgl is g1ven.be]ow._'

o
. . ' :
" . . : . w

()N . .

: ’ Model Kj ° - Average Mean/Absolute Error .

e ' ‘ ’ 12.3 oL T
[ I 1% S
LA . .. 787.3 o
L .- Lin ar Regression 4 =~ . 993.1%

- University. = T c . 822.2 .
‘Spec1a1 Knowledge " - 769.2 - S L
WICHE' SFM-IA ’ « s ' 97.8 A

®» | - ¢

®

K The*average mean absolute error values would rank the models as ‘follows:

J
9

~28-




. \ b
.

—

: . . . _ é o - .« .
Model ," “ __ Rank ' Average Mean Absolute Error . - . | v
* . :Baseline I I 738.8 . v <i% _
T -~ Special Knowledge - ...g o e 769,20 , -
. ’Exponent1a1 Smoothing PO 787.3° - : Lo -
' ‘gement Only - - 4 7 812.3 R o
F Uniwersity p 5 . e 82z.2 " B ‘
) WICHE SFM-IA 6., - 967.8 > ,
P o - Linear Regression 7 - " © 993 ' '
Percentdqe Error o | o ” K
. The percentage error reveals what percentage of thelfota1 va]ue .
_ the error is, e. g , for lower d1v151on SCH in the account1ng dep rtment the
o >
S ) error—was 2% of ‘the 1ower d1v1s10n SCH for that year. Th1s mea ure of. error
N . L 4 .
is va1uab1e because it reports the érror re]at1ve to, theigptua1 va]u 5~Aq .
J . . .
g : error of 4 compared t6 a value of 10 is much more s1gn1f1cant than an er or -~
., of 4vcompared to a va]ue"of 100; (The d1fference 1s “40% error compared wit
4% error). T .. - ' 2 : : A | SR
v , . o : A
Table H is a summary of the percehtage error for the models in this
experiﬁenf The range of - error for “the mode]s goes from 0.11% to 37% The \\u .
_ tab]e quickly revea]s that all the mode]s had troub]e pred1ct1ng the 1975 L. T
. graﬂdﬁte 1eve1 SCH EXC]ud1ng these ya]ues,‘as out11ers, the’ average _ B )/\‘,
percentage error for, each model, 1s g1ven beﬁow L. T ' . f”‘5‘ . \\\‘
' 1 o Mode1 . S F Average Percen;age Error - "“%4 o b
' ' ot . Judgement 0h1y . % 4%68 . | . b ‘j‘?;y/?
B : . Bdseline , - 5,43 PR SR o .
o Exponential Smooth1ng 5.52 = 7 o /%{5
y . . Linear Regresgion Al 7.40 A .
o University' ., .4 .3.00 ! ‘ , K
L, . Special Knowledge L 2.8 v\i Ce e
 WICHE SFM-IA ‘ 8.54 : &

&
-
1

‘n//“ o \ » =29~ A B * . ‘ N =‘§
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- - ) s ‘ ) ' (Qu ‘
’ ’ The average pertentage error values would rank the models as o T
- ” L OO : - C e !
follows: )  { ; - . T » o g :
Model - ' ' ~ Rank Average Percentgge Error ‘ ; S
.~ Special Knowledge " N %}A/ T I s
: “University . . 2 .00 : e
Judgement Only 3 '4.,'68 e !
Baseline 4 © 5,43 _ . . '
——Exponential Smoothwng 5 -5.562 . o R
Linear RegnESs1on & 7.40 . S
f MICHE SFM-IA 7 8.54 S .o
/CONCLUSIONS S v e

8 ' . @ ° . ‘ »:' © v ' . a
I . N " Rank .
Model > Mean Square Mean CumuTat1ve Mean Absolute Percentage
- . . vo . “ i ) N l-\p - ¢
Judgement 0n1y~ 4 2 . : S 4 3
, Tine - 1 -5 1 4 ’
Exponential: Smoothwﬁg 2 "6 .3 © 5
\“\\\\\bwnean Regression’ 7 7. 7 .6 ,
.. TSHnjversity 5 . 3 v 5 2 ;
S % Spdcial: Knowledge - 3 N N 2 coo
1CHE SFM-IA " 6 4 7 6 Q e Ty , -
i ¢ ' . B B

The purpose - -of th1s study was to, compare the accuracy of the foregast

+ of student demand’ by 1eve1 ;n academwc departments d/Qng six baswc metn0§: KR 1
and to select the best mode] The *study was also tg_ determ1ne if. the cost of
the more comp]ex models can bhe Just1f1ed in terms of 1ncrea§ed accuracy of the e
~ forecasts. . | :; | B Ct , o f;:Vi |
w The resu]ts of the study preSented 1n the prevwous section are summar1zed

be]ow show1ng how each mode1 was ranked by the van1ous error ana]ys1s cr1ter1a'

w», LI 4

R o . , \ % /
To get a feel for thé overall rank, add the rankings above ‘and compare. .
The results érehshown’be]ow:

©30- o




Mode] _* Accumulated Rank:

Spec1ak Know1edge
Baseline
. Judgement Only ~ :
! "~ University . - .
- E ponent1af Smoothlng
_WICHE SFM-IA oo
. [Cinear Regress1on ) ‘.

N RWN—

Summany of Rankings

. , ,

11

13. :

15. B
b 23 ’ .

o 27 ; . £l

® -
. - (-
o

“The above tab]e suggests three groupings. for the mode]s

SpeC1a1 Know]edge Mode] wh1ch appears superior to the others.

The first is the
The second o

L 4

. grouping is the- Baseh%ne Judghment Only, Un1vers1ty Mode1 and Exponent1a1

©,

Smoothing where there seems to be no significant d1fference-between the modeTS.

The third group1ng 1nc4udes the HICHE SFM-HA and E1near Regress1on which

| appears to"be- 1nfef1or to the other models stud1ed based on the chosen cr1ter1a

€« - 3

cost

square error data
,__,\'

»

The measure of cost selected was the computer operat1ng cost,

s

To determ1ne the ré]at1ve cost effect1veness of the mode]s, an 1ndex vas ;. . '.

deve]oped which is the product of a measure of effect1veness and a measure of«

e

The effect1veness measure chosen was the average of the by 1eve1 mean

Th1s is the: prime accepted measure of error for the study

It is B

recogn1zed that a11 the mode]s require some huyman t1me to “set, up and prepare

s
T ) '

" the data for a-run.’

, It wai_@ssumed that for, thecmodels the human time was%not s1gn1f1cant1y ~

!‘A.

Even the Judgement Only Mode1 requ1res somé human time. S

; different among the mode]s and cou1d be: e11m1nated from the se]ect1on criteria,

\ The rema1n1ng ‘cost Js the computer cost which can be obtained d1rect1y off '

" the run sheet and is, thus, readily available,

L

The average mean square error for each mode]l and the’ average cost are

" summarized in Tab]e‘I

t

there.

-31-

" The ca]cu]ated cost-effect1veness 1ndex is also .shown




»tender in-the costceffect1veness contest hav1ng both a réTat1ve1y 1arge

~every time, f
J

" also po1nted out the value of s1mp1e mqgi; o o

L3

Model | ' Rank = - . »Index

Baseline ¢ v e
“Judgement Only .~ 2 R

Exponential Smoothing . KR \ L 2.60

Linear Regression § g o 6.83 h
Special Knowledge 5 —n oy /- 32.75 T

' University : ‘ﬂg oot 37,00 J
e WICHE SFM-IA - e 7 ' g 1,901.42

- . . N . . .
- "

'From the above tab]e the NICHE SFM- IA mode] is def1n1te1y no% a con-

. 2R

d N ‘ ’
N . »

error and ar1arge cost
o ° @2
“The conclusion of the study, then, qs that a model - that comb1nes the ¢

a

obJect1ve extrapo]at1on with the causa] expect Judgement produces ‘the best

) resu1t5 in forecast1ng the student demand on academ1c departments by 1eve1

as, demonstrated in the-Spec1a1/Khow1edge Model.
The study has atso shown that s1mp1e mode1s prov1 e Just as good 1f
not. better forecasts than do comp]éx models. - If the cost of execut1ng the’

mode] is- cons1dered the simple model should be chosen over the comp]ex one--

* RECOMMENDATIONS - - : S "

A

The research reported "here showed the vaﬂue of comb1n1ng expert judge-

(

ment with mathematical-models in f0recast1ng student demand The research'

a

The next logical step to exper1men ith is to use expert Judgement in

some simpler mode1s such as Base11ne “and Exponent1a1 Smoothing. Ear11erﬁ1n
the report it was suggested that uhe un1versal factor in the Base11ne Mode]

cou1d be replaced by d1fferent factors for each 1eve1 or, by d1fferent factors

o
.

-32-
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' * for each department Perhaps d]fferent factors could be used for se]ected
N departments or se}ected 1eve1$'as~1s done in. he Specma] Know]edge Model.
'f7v{_¢.:'; Qu1te a b1t oﬁ.work has been ﬂbne w1th he- Exponentia] Smooth1ng Model.
. where the CantrdT parameter is a]pha the smooth1ng consbant Severa1 modeTs
_— - have been deve1oped to change aipha based on certain ca]cu]ated criter1a.
e . Perhaps a que] cou]d ba\¢eve1oped to change alpha based on expert Judge
. . 3 o » men wers #
- e w nmni for. certawn deﬁartments ngfdw certain1eve1s. : oo ;,,f ‘
- o , - ' -
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Imp]ementing the WICHE Student F]ow.Model,on the UNIVACJQ]OS.

_ APPENDIX

Data Tab]es C \\‘\ ‘ A .
,A. Mean Square Error for Total $CH of the Total Uh1vers1ty Summed
: by Department. . \ , a
. ')"\ ._
‘B, Mean Square Error by Leve1 fbr SCH of the Total University Summed
by Department
C. Factor of Each Mode1 s Mean Square Error for total SCH of the
Judgement Only Mode] . N v
D. Factor of each Mode1‘s Medn Square Error for SCH by Level of the
. Judgement Only Model
E. Product of the Factors\in Tab]es C and D for Three Years.
F. Mean Cumulative Error by LeveT for SCH of the -Total Un1vers1ty
Summed by ‘Department, .
G. °Mean Absolute Error by Level for SCH of the Tota1 Un1vers1ty
. Summed by Department. ‘ 4
H. Percentage Error of SCH PrOJect1oq for SCH of the Tota] Un1vers1ty
. Summed: by Department .
I. Cost - Effect1veness Index for Student PrOJect1on Modé]s

-37-




S UNIVAC 1108 computer in the Spring. of 197%, SeveraI actions are requ1r%d of

AT . APPENDIX I

‘ \NTINemlHI;LHCHE;SIUDENT FLONJMODELmON THE UNIVAC 1108

The NICHE Student FIow Model was 1mp1emented on the Un1vers1ty of Utah:

) the systems anaIyst to get the series of programs up and runn1ng Some of \

_ these actipns were ant1c1pated and documented by HICHE and soine were unexpected
Below is out11ned the types of problems encountered in gett1ng the 17

ANS COBOL programs of the Student FIow ModeI to run on ‘the UNIVAC 1108 mach1ne

< . o

I. Sottware and documentation delivered late.
'.III Act1ons documented by WICHE u ' \
= . A. Mod1f1cat1on to the ENVIRONMENT DIVISION “ .o
m . Req\prement of 14 ‘sorts (
III. Unanticipated problems .

- A. Corrections required to get a clean compile .
. , 1. TOP-OF-PAGE -
2. REDEFINES - L
B{”fCorrections~required to get an error—free'execution

1. Imprdper labelihg of sart control fields-
2. Referencing data items in closed files
3. Remove Segment Feature from some programq

&

A detail description of each of the above actions requ1red to get the system
runn1ng is g1ven below: : . . v

I. Software and Documentat1on De11vered Late Tne NCHEMS Student

FIow Modél SFM-IA was’ or1g1na1]y scheduIed by NICHE to be reIeased in October

- 1973. ‘I received a copy of the "Type I : NCHEMS .early Release Programs" and

"Preliminary Draft for Reuiew Purposes Only" system documentation in mid- .

&

44
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Appendix 1 (oontinued)

Septembery1974, a1most'one fu]l”year.éfter the_promjsed Qate. ‘The difference

between the origina] and the actna] de1iyery date haé‘raised havoc with the - ; j't

scheduled comp1et1on of this project., - ) ' o N |
In add1t1on to the 1ate de11very, these "Ear]y Re1ease Programs" conta1n .

‘a narn1ng that, software will be proqrams that have not yet been adequate]y

tested or documented for re]ease as Type I software." The fo11ow1ng»paragraphs

discuss in detail the problems encountered using these programs.- Track1ng and cor- -
recting the errors., caused at least a two month delay in this project comp]et1on

o . ?
" I1. Actions Documented by NCHEMS.

A.'ModifiCation to the Environment DiVision. Part of the WICHE documen-

- . tation warned that certain changes must be made in the ENVIRONMENT )

DIVISION. }ke fo11ow1ng are. examp1es of cards that were 1nput to -

S

correct each of the 17 programs.

“ o
-

+ SOURCE-COMPUTER . UNIVAC - 1108 - “ .
OBJECT-COMPUTER _ UNIVAC - 1108
' L K . ' ,
N ° . SELECT REPORT-FILE ASSIGN TO PRINTER
: / s
: * SELECT ~ OLD-SFM-FILE  ASSIGN TO UNISERVO NEWFOL.
./ SELECT USER-MAIN-FILE  ASSIGN TO CARD-READER - “

B. Requirement of Fourteen Sorts. The“SFMFIA system requiree the user

to supply 14 sorts to operate. A standard UNIVAC 1100 STANDALONE

éORT/MERGE package was used for this task. Following is an'examp]e_

of the sort control cards: - L F

@ RUN 4 | |

@ HDG SORT10 STANDALONE SCRT ~ HISTORY MObULE

e ASG,A NEwr10 WF2o.

@ ASG,T  NEWSIO., F2 . . o : _
. {’\\‘\A o

SR P : =




Appendix Ii(c0ntinue55 o o :
. . ‘ " .2 v "_‘@
@ UUCC* . SORT MERGE. SORT ; ) (
T PILEIN = NEWFIO I |
KEY = 1, 37,|A A . N . | SR
FILEOUT = NE‘TS 0o e
@ FIN ' ﬂ;
III. Unanticipated Probdens. ‘ . ;:i
In addition to the abové aétiong docuﬁentéd‘by NCHEMS that are redug}ed ’f
to get the system operating, sevérd] actions were requiredmto gét a clean compile ?
énd‘pthers were required to échieve a successful §Xecu£%on.of éhe)programs‘ » ‘ﬁi%
A."CorWections Reqyired td'qé£'5'01ean Coméj1e The‘fo11owihg’cards were E
uvchanged *to get an error. free comp11e us1ng uhe @ ANSCOB comp11er ‘on R N
. the UNIVAG 1108: | e B
1. TOP-OF‘-PAGE | | | u TM.,\‘;\
© Delete the following card from the Y
’ u "ENViRONMENT DIVISION: |
SPECTAL-NAVES Is TOP-OF-PAGE, T IR

“Add the fo11ow1ng card to the DATA DIVISﬂON

. 77 TOP-QOF- PAGE77 PICTURE 99 VALUE 60, \

- WRITE REPT-RECORD—OUTJ AFTER ADV CING TOP’OF -PAGE 77

..
7

2. REDEFINES - | .o

“In'programs  SFM 40, s, 50, 70 and 75. .
| An 05 1e;e1 REDEFINES Statemént}did not ;eferende back to the
, original 05 Tevel data name but 1nstead referenced a data name
‘ wh1ch was a redefinition of the or1g1na1 05 level d;ia name.
v ‘a : ,‘ _ | - | .h? - 16 '- ; . 3 .
| a0 oy

! ' ‘ 0"
. ‘

RS
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Appendix 1 (continued)

B..

~ cessful run using the WICHE ‘test data set. Following ‘are examp]es

2 roe ‘ ' . T - . )
. . . . ) ) . . . ' i 4 v
"Ihe'fo11owing is an example of the changes that were made to fix
lﬁthjs“probTem flagged by the compiler: - | _
i ' ' ) ‘o
05 OLD-SPPI-DATA -  REDEFINES = OLD-SFM-DATA
05 NEw-SPP1;DATA , _REDEFINES ) NEW-SFM-DAIA ‘
Coprect1ons Regu1red to Get an Error Free Execution Once a c1ean‘
| compile was achieved, more energy was expended try1ng to get a suc- 'i*,,_"

-

of this kind of problem:

1. Improper Labe]lﬂg of Sort Contro] F1e1ds NCHENS ma11ed out a s

program change in December 1974 updat1ng program SFMO]»by fnoving
spaces to NEw SFM-RECORD, However when EXecut1ng SFM02 after “:
SORT02, a vital control record was f]agged as m1ss1ng ahd SFM02 .
abdrted. Th1s record is the one. that assures that SFMO] exe- .
cuted\proper1y. | T e ~
It was found that the record was created by SFMO] hdt 1t*was’
located in the f11e out of ‘the sort sequenCe expected by SFMO2. -,
The NCHEMS program change put spaces in. the sort contro] f1e4ds ,
when the system requ1red that vital sort data such as "1terat1on"
“code and "term number" be in those f1e1ds B ” -
Once these data were 1nserted back in the records, the SOrt (SORTO])
i pulled all the control records to the front of the file where pro~ ,

gram SFMO02. expected them to be 1ocated'SFM02 ‘now execute proper]y

2. Referenc1ng_Data Items in Ctosed Files. In programs SFM20, 25,/40 -

45 55, 60, 70, 75 and 80, “the proqram referenced a data name Tﬁ a
-41- \




e, flﬂe pr1or to the f11e ‘being opened and ﬁt also referenced a data

S o 'l~¥" name in a f11e after the f11e was c]osed Both of those cond1-,

| ' t1ons caused program xedut1on errors and aborted the run. The
3?ograms were changed 50 that' the UPDATE FILE in SFM20 and the - R

¢ OLD-SFM-FILE SEM25, SFM40 SFMa5, SFM55 SEMGO SFM70, SFM75

v

and SFM80 are opened f1rst th1ng 1n the program and closed the

-

1ast th1hg These changes a]lowed a successfu] execut1ow of these
. o f r pnograms. | :,hﬂ_Tm , . - e
oo - 3;‘ Remove Segment’Featdre. In several programs mystétious‘execdtﬁbn
‘errdrslwene'occurring th;t the prodrammdng and,systemg people of

s

/ »
-

0 " the University .could not exp]ain". After the segmentatiOn feature

s e,

. - ‘ was taken off these programs, they executed using the WICBE’test

o data,and printed the same reports if the docUmentat1on 111ustrated
e 7

-
'
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TABLE A. TOTAL UNIVERSITY -~ SUM OF DEPARTMENTS MEAN SQUARE ERROR* - TOTAL

.

o : Y
v -
. EE . ® >
‘ ‘ " 1
. N

» | *(109) o ' : .
’ Acad,emic Years ,/K'ected _ | “ .
Techni’qﬁe 1973 M 1974 | . 1974 -
| 7 Judeement Only k . 37.5 41.4 74.0
Baseline 20.4 23.6 60..4'
. Exponential Smoothing - o " 31,0 3.5 " 2.4
Linear Regression 80.6 4.9 89
University Model » 0 51.2 .30.7 - 70.3
. Spacial Knowledge 7 TRE 299 . 36.6 .
VIiCHE:SFM-‘I_A - \\ 56.6 442 82.6
B, Model with Smallest Error B.é\sTe\inéf Basehné o ’Spe“c‘iarl
< o : : N ‘ . K.‘now1edg'e S




’ o« o . B . ‘6 )j
S :..'_- ,L ,'_“‘ - l .
' " ; S . , ‘ . ' v '
}; - - , . . -
‘ TABLE B. TOTAL UNIVERSITY - SUM OF DEPARTMENT% MEAN SQUARE ERROR* BY LEVEL:
» . - ' . ‘ - .
, o ,‘,*(105) h <
s ’ / ///// | gX’// ~ Academic Years Projected
"Technique Level. 1973 1974 . 1975
— //// — | : — ' . T
Judgement Only _ Lower 24.9 16.1 ' 47.8
‘ ' Upper 6.2 ) 23.7 18.1
) ~Grad 1.5 5.8 16.9
_“Baseline . Lower  10.9 19.4 39.8
. « Upper 6.3 25.0 13.4 :
/ Grad 1.6 6.1 22.5 ¢
- Exponential Smoothihg Lower ¢ 19.1 26.1 37.2
‘ . Upper f& 7.0 31.1 R 9.9,
Grad . 1.6 5.5 18.5
' P L
Linear Regression Lower 53.3 30.6 67.4
' Upper 11.8 28,9 17.7
GY'ad T e 3.] 6:5 26.5 ”
University Model Lower 27.4 19.5 49.1
‘ ‘ . Upper 9.0 21.2 17.2
Grad 1.8 - 7.2 - 27.4
&
Special Knowledge ~ Lower 28,6 18.2 33.1
' ~ Upper 7.9 . 19.9 17.4
" Grad 1.7 7.1 25.7
| WICHE SFM-IA " Lower  39.8 28.6 57.9
o : Upper 12.7 - 33.4 20.4
. ' ~ Grad 2.5 8.1 19.5
. : Model with the Lower Baseline . Judgement - . Knowledge
Least Erpor Upper .- _, Judgement - Knowledge Smoothing ‘
s ; . Grad Judgerent Smoothing Judgement. ‘
" -45-
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2 \ | 4
‘, i. Ivl
TABLE C. ' TOTAL UNIVERSITY - SUM OF DEPARTMENTS MEAN SQUARE ERROR -. TOTAL
, o FACTO% OF JUDGEMENT ONLY BY YEAR . =~ e
) ) . . v ’ >'/_
) ‘
. Academic Years Projected -
Technique 1 1974 1975
* . Judgéent Only 1,00 - ~ 1.00 - . 1.00 -
Baseline .54 .57 - .81 -
Expone'nti'a‘l Smoothing © .83 .83 .84 -
‘Linear Regression’ “21% .99 . 1.20
University Model " 1.37 74 .95 -
, Special Knowledge 1.23 72 .49
“ WICHE SFM-IA ' 1.51 1.07 1.12
;/g’/'
> ; ‘:’ :‘ ) .
. N y ® )




) o K ; 
TABLE’D.‘ TOTAL UNIVERSITY - SUf‘I OF DEPAPTMENTS MEAN SQUARE ERROR B‘( LEVFL .
e L ~ FACTOR OF JUDGEMENT ONLY.-BY YEAR'BY. EEVEL o
s v s ‘ » " ‘ / - . « .’ * e
‘ ' Academic Years Projected "
' Technique Level * 1973 1974 1975 :
. S , . V , ’ 2
Judgement Only’ Léwer  1.00 1,00 1.00
. N Upper . 1.00 : 1.000 ° 1.0 :
Grad 1.00 1.00" - 1.00
'u5 o Baseline ' . " Lower N & 1.20° 283
B _ Upper 1.02 1.05 74
~ *Grad  1.07 1.05 1.3
"} \ ' : o of ki ‘ ‘.
’ Exponential Smoothjng .Lower 7 1.62~' f';78 X
_ - . Up 1.13. 1.31 .55
grad . 1.07 .95 .09
Linear Regfession | Lower 2.14 f 90 .78
. o Upper = 1.90 1.22 - .98
Grad 2.07° 1.12 - 1.57
.o .+ University Model Lofer 1.10° 1.21 1.03 ‘
; Ubper 1.45 .90 ‘ .95 )
; ; Grad  1.20 1.24 . .82
A Special "Knowledge Lower 1.15 1.13 .69
Upper. 1.27 i .84 -.96
| “Grad 1.13 .22« 1.52
WICHE SFM-TA Lower - 1.60 1.78 1.21
S Upper  2.05 1.41 . 1.3
Grad 1.67 1.40 ' 1.15 »
I ’ v )
[
” 7 § .
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a : » /
P N ) - . . , e
. ! . TABLE E. PRODUCT OF THE FACTORS FOR THREE YEARS IN TABLES C AND D .
. - . ' B
. i . . ot _ o
| o "
‘ Table C Tabie D ‘ o
Technique ‘ Total - Level Qf *  Product T Overall
- : P o . oot S " . :
L Judgement Qply 1.000 .. Lower S 1,000 S 1.000° - 4%
» S : - - Upper i~ ,.1.000 o o
. Grad | 1.000 e,
[ - . R . ) . “‘ B \ . o R \ ‘ . & " .
T Baseline . 0.249 Lower ; " .438 : o129 oa
_-/ o ’ : Upper” « = 793 T &
‘ S : : - .Y, Grad "+ 1,494 - ,
/ . o K PR S .
J . Expoenential Smoothing 0.579 ‘Lower : .973 - 508 i
L, o v Upper . .814 . '
.~ Grad <Y 1,708 | »
Linear Regression © 2.554 - Lower: 3.171 . 66.948
' . Upper - 2.271. - o
o Grad _ 3.640 . |
University Model 0.3 Lower 1311 3.947
‘ . Upper 1.240 - ) ' "
SRR ~ Grad . 2.4Mm SR
. Special Knowledge ., . 0.434 Lower ' ..900" 838 ot
: . . . Upper - N 1.024 , o
c Y grad o *2.095 .. * .
“ WICHE SFM-IA | 1.810  Lower 3,486 - 54T
9 . ' Upper - = 3,266 S T
o o . Grad, 2,689
. . o > . ‘ S
»>. i v ‘
- -
l:‘?' a{\ Y ¢ ’
;\"‘;-,E ) o , ;
' | 'd"
N |

. ' o | -48-
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I ﬂ.éa Tethnigq . glevel 1973

s o

W .. Judgemerit. Oply
(f??j - Baséline™

Exbdnentih1"5mqothj
. : R A .
e
. “Irinear:Regression
. University. Model .

.SﬁeciaT.KnowTédge .

WICHE SFM-IA

@ U CTABLEF. *TOTAL UNIVERSITY - SUM OF DEPARTMENTS MEAN CUMULATIVE ER

(Errorw :: PF‘OjectEd,ﬂ" ACtua'l) -

»

~

%

W

o

ROR BY LEVEL -

4

~

“Lower , 529

.~ Upper -201 -
#  ,Grad =37

/“bLowgr? 180

Upper - -381
Grad © -69

3
>

Lower, - 41T«
Upper -256
Grad-  =-46

Lower ' 873§’
‘Upper - "-75

Grad." 268

Lowdr ~™--168" "
Upper ~©-309 "

, - Grad © .28 . :';

Lower  -112
~ Upper  '-238 .
‘Grad V58 -
Lower . 716
Upper -194
Grad 113 |

@

- Academic Yeais\Prbjected

1974

nz. .
261" -
-135.

99 -

L3338

486 &

- 468

710

-165

R
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IABLE G. TOTAL UNIVERSITY'~ SUM OF DEPARTMENTS MEAN ABSOLUTE ERROR BY LEVEL

’ \
N\~ . R
B I . NS N . A » A N ¢ N . .
R L. '; . .. & . |
, ) . [y R N 3 ) o . . . . !
. - . .
v - . I
@ . .

SO N ‘ ~ * Academic Years Projetééd;‘

» - i

7 'Technigue " - Level” " 1973 . 1974 - 1974

o JudgehEQt"6n1y C “Lower 1151 R 1096 - L.,
. Lot ‘ -~ - . Upper ' 629 : 1168 SN 716 I
R - ~ Grad 273 ¢ - oae7 620,
. Baseline "3‘“ o 'L-;Lowgr ' 70]”‘\ ". .. 718 . 1026
. . o Upper 590 » 1146 : 879 " |
K i . - Grad - 242 - 5568 . . 789.
'Exbdngntia] Smoothing - 'Lowerj 992 . o~ 1045 | i 1042 -
. . L " . Upper., 622 1265 . 717
r L “seo. oo Grad 247 515 . 641

o

¢ - Linear Regiession ~, Lower 1522 PR O VE R 15090

. ;,a_}-" T ' .. ] . -N_‘ ) - Upper o 782 s ]249 957 B \
. «Grag o 395 ,587 - .. - 794 R

o Lower 988 o 812 - - oI i

‘ Upper-- » . 693 . - 1090 976 -

Grad 293 Yoo - 579 e 857 - ©

IR Univérs}ﬁy Model -
8 o : . o
‘Special Knowledge »  Lower © 895 . 789 1021
: i - ¥+, Upper 711 : 968 . : 915
- , ' Grad 260 : 461 . 903
. ,‘7\ ® w M } < % . .ot X .
-  WICHE'SFM-IA . Lower 1364 " 1114 o 1486 .
) oo ' . _ Upper 681 .- 1189 - 1012
. Grad -, 382 - .. 6140 , 868 .

o
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. TABLE H. TOTAL UNIVERSITY - SUM OFﬁDEPARTMENTS PERCEUT&Qé/ERROR
.c . ? N N .b . , X
. . |
_ Academ1c Years Projected .
, _' _TechniqUe S Level - - 1973 = - \JJ974 '
< - Judgement Only Lower 6.35 475
L o R N Uppgr . 3.81 -~ 5,28
. © Grad . 1 48- < 6.1
‘ o | ra | ‘ 9
Baseline . Lower 2,15 .a& 1.23
A ‘ . Upper 7.22 689
’ ‘ Grad -~ " 2,78 7 16.66
? . ’ g . :
Expdﬁﬂﬁtia175moothing Lower 4,93 6.44
AR ' ’ : Upper 4,84 8.63
' ' Grad + 1.86 14.19
- Lineaf.Regression Lower 10.47 - 5.38
. Upper 1.41 13.23
Grad 10. 82 ‘ 11.57 K
- University Model - Lower. 2,02 . .75,
: . . Upper . 5.86 , 4,06
' Grad 1.14 T 4.29 "
Special Knowledge Lower 1.96 1.62° g
o . Upper 4,91 B
Grad . _ 2.08 2.87"
WICHE SFM-IA Lower ::§.91 6.85
' Upper .06 o 15,12
g Grad 9.37 15.38.
’ ‘
[
[ J 7 .
# . S
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TABLE 1. COST - EFFECTIVENESS INDEX FOR STUDENT PROJECTION MODELS
' Index = (Error) (Cost)

Average of By-Level Data Mean:Square

Technique Erro} Avefage Cost Per Run . Index
Judgement‘0n1y“u'. - 7.9 $ 0 (.10) >, . 1.79
Baseline . 61 .~ 0 . el
: Expohent1a1'3moothing 17.3"' 5 | - 2'.60
Linear Regressidn 27.3. ‘ 25 " 5.83
_ University Model =~ « '20.0 . . 1.85 . 37.00
" Special Knowledge PRV C1.85 - 32.75
- _WICHE SFM-IA  °~ * 24.8 | ' 76.67 1,901.42
7" @ "
- §
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