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hd LINGUISTIC THEORIES: WHERE ARE WE GOING?

( ,

1. Introduction. Although it 1is relativel& easy

to state, with a bit 'of myopia, just where linguistic
theories are, it is somewhat more difficult to séy why we /EM
are where we arg, and even more difficult to pfedict——or 1 //i
better, to guéss——where we are Qéing. For this reason, it
is useful to summari;e my bosition before developing it in
detail.
4 , Linguistics h@gjp;sséd through a long and complex
period of théorizing based, in the transformational frame-
work, én formai syntactic analysis——énalysié of the language

product. Coupled with formal‘anélysis have been claims about

the psychological3reality of rules and structures embodied

ih formal descriptions.: This Zeitgeist has been so pervasive
that linguists have not felt uncomfortable about asserting
< that their’grammatical rules are "psychologically real” in

the sense that the rules reflect either actual psychélogical.
processes or something called the "linguispiq competence" of
the native speaker, or both. At the presentyfime, this
shell 6f exuberant confidence in the psyéhological reality
of_formally motivated rules Ehucrumbling.' More and mo;e
scBolars are asking for evidence in éupport of such claims.
«. And such evidence is sadly lacking..

While it is difficult to guess exact}y“where.we are

> L]
going, some general signs are féirly clear. I feel that_we
: P

are moving toward an empirical investigatioh of language,

e | . L * N
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with the persuasive power of formal arguments giving way to
the strength of emplrlcal results.- In ‘other words, I think,
feel, and hope that we are mov1ng toward a more experimental
approach te lahguage--—-an aéproach characterized not so much
by formal nicetiQS and ihtrqspective judgments as by strong

empirical evidence. New linguistic ‘theories are being con-

L} 1
B

structed which feel no obligationvto such-heretofore en-
shrined Soncepts as deep structure and transformations.
Such theories wili be'buiit pliece b& piece in artedious way,
Aw1th‘tr1al and error, .minor v1ctor1es* stinging deredts, and
eventual progress. This attltude W1Jl I suggest replace,
the plethera of "heroic solutionséﬁtha;,linguists'have ‘ \\\-
offered overvthe past twenty or so years. We are, in short,
moving idfo a liggpistics which links theory construction

A

with empiricasdl facts to the extent that—the theory is psycho-

1

In order to make my case for this direction in giéf?\\\;.
linguistics, I wish first-to characterize some of the epi' o-

»

lo%;cally interpretable and testable.

dologidal dilemmas'in thch current traﬁsformational.theory
finds.'itself, and then prepose the outline of a psycho- =~ = ° \
iinguisticaily plausible alternative_theof&. Finally, I will_}
provide some examples-of internal and external evaluation for

certain rules of the proposed theory. In all that follows,

however, a basic assumption must be kept in mind: I consider
( .

liqguistics to be more than an exercise in formal description.

To~be called a science, linguistics must be responsible to

and constrained by,empirical facts, such as those gained by
3 -
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the experl ental.inbestigation of language phenomena.

3

2. undamental Problems in Linguistic Theoryi * Over

the'past several years, much research in the fields of reading

A 4 @
}

and other disciplines concerned with lénguage use has beeni'

-
4

.
’ e \ o ¢
linguistic theorizing called transformational generative,

heavily influenced by that large and heterogeneous body of

grammar . Tranéformational grammar has often influenced the

theoretical approaches taken to various experimental proﬁlems

and has even ‘governed the choice of specific research topics.

.
— ‘ L2 2N

qh,experimental work %is frequently interpreted

: Furthermor%,

?

in terms of the theoretical pronouncements of 1inguistics.

The role played by transformational theory in experimental

3

studies has been enormous.

On& reason for the great influente of transformational -

grammar on perimental studies is that the linguist has’

- developed extgemely pdwerful descxiptive tdéls for the formal

anaiysis of language. A theo;éticmi apparakus has been con- . .-

structed for formall epresenting relatioens both within aqd

among sentence types. Included in the theoretical arsenal
. . a .
are such concepts as deep structure, transformations, and

rule ordering.  The resultiﬁgé&QEEﬁ& system, however, has

3

the computational power of an unr§€ﬁrigted revwriting syﬁssf;— .

a system generally acknowledged to be"entirely too powerful
for the description of human language (since "an ihfinity of
non-human language structures can also be chafacterized by

the system). But the linguist's tools and system are

addressed to the description of the language product--mostly
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sentences: While he is imnterested in descripinq the structure
" of sentences,'the linguist has not shown a corresponding;
igterest in thé.psychological procesges involved in language
use. These latter are generaliy sert under the rug as
matters of "mere performance" rather than of the more highly
'valued‘"competence.P Yet since his descriptive system is .

o . D\
so powerful, thHe linguist feels compelled to impose qﬁnstraints.

. Y

He requires, for exam?le, that his grammar relate in a, \
systematic way those sentences which are thought to 'be

‘ syntactic paraphrases of each otnerx He insists that his
grammar account for structural/ambiguities in a way that f‘
.prov1des some syntactic differentiation for gentences which
HEV& multiple meanings. In general, the coneepts of deep
structure, trans%ormations, and rule ordering are usedito_
accomplish such ends. ’ T

For example, in analyzing English, the'linguist

notices that two sentences 1like:

4

1l a. It I's obvious that ‘Mary left early. o

b. That Mary left_early'is obvious.

are paraphrases, sharing roughly the same meaning. In order

Y

to relate the two surface structures, a coﬁmon abstract deep

structure is proposed, roughly of the form:

lc. [ [ it [Mary left early] ] [is. obvious] ]
-S NP S , VP

In order to obtain t&e)two surface structures, ‘a transforma-

tion of EXTRAPOSITION is posited which moves the embedded S

‘ . R

¢
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' are expressly designed to deal with formal, not psychological,

' 5
) Lo ‘

talong with its transformationally introduced compleméntizcr

) .

Ehéﬁ) to the end” of the main clause. Such a rule is (usually)
-regarded as opt;onal and is c¢onsidered "meaning-preserving."
If we“extrapose the embedded Syrsentence lb results, but if
we do not moVe the\g3aﬁse, wé can obtain la only by using
) [
another transformation, that of IT DELETION. This example
illustrateé the use of deep structure, transféfmations, and
rule ordering in £he anal&sis of the language product.
The treatment of ambiguity also utilizes the same
tools of deep stru?tﬁre and orderqd“trapsformations. We
Qill return to questions of syntactic ambiguity below. |
“When he is able to charaétgrize the sYntax of para-
phrase and ambiguity by a set of syntactic ru}es, the
- linguist often claims that he ‘has also charaéterized the
"linguistic intuition" or "linguistic competence" of naﬁi;e
speakers. Biut not only is the status of such a.élaim
extremely uhclear,ias'ﬁany writers have»pofﬁtéd out Co.
(cf. Derwing, 1973; Prideaux, 1971;"Watt,“ 1970), t&t more
importantlyf the linggist‘has not included*anythiﬁé in his .

]

formal description about language procegsés or states obtain-"
. ’ 3
ing within £he language user. All he has done is to’analyze
S . . v : -
and relate the structures of sentences. His descriptive tools

problems. Furthermo;e,"since‘éttention is largeiy addressed

to formal structures, little attention.is paid to the

. 1 " ™ - ‘
functions which language structures serve. \ That language has '
’ . - . . ' ' - R 4 Q
as its basis a communicative function, and that various &ﬁ &
N »
.

5 :
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syntactic structures serve“tP signal different kin%s of

functional information may be obviouls to the man in the
., e I . . . ﬁ'.l . “
street, but the linguist gen#rally does not concern himself

w1th such,functlons any more than he does w1th psychologlcal

processes. His interest is in structure ' While one might \ J

~

be so foolish as to claim that the desgriptionlof a

5

chocolate cake is equivalent to a statement of how the cake
' .

was- made or tastes, the progf is unfortunately not in the

eating:

Ling@ists do. not seem terribly interested in experi-
mental resuIts, eGen_if their theeries have spaQned tie
. .experinents r In factyasome linguists have gone so far as. to
clalm that llngulstlc theory is so self contalned that
experlmental evidence’ is totall}Alrrelevant Such a position
1nvolves the assumptlon hat when faced with negative experi-

mental evidence regarding some theoretical issue, it is

- -

always the experiment and not the theory which is out of

step. For example, F?dor and Garrett stated -
. -N - ’ R ’
A grammar is simply dn axiomatic representation of -
an infinite set of structural descriptions, and the
T e internal- jbldence in favour of the structural
s o descrlptl ns modern grammars génerate is so strong -
.that it is dlfflcult to 1maglne their succumbing
to any purely experlmental disconfirmation. Rather,
one would best interpret negative data -as showing
‘. that an acceptable theory of the relation between
competence and performance models w1ll have to
represent that relation as abstract, the degree of
abstractness being proportional to the failure of’
g formal features of derlvatlons to correspond to »
N ) e penﬁormance varlaﬂies (1966, 152). -

\ ///fﬂk\'<The claimlhere is simply that gramﬁars are so well-motivated

N

internally that no experimental évidence :against some

.‘ ». ’ . . . 8
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theorctical claims can ever be valid, althouih presumably

evidence in favor of a theoretical pronouncement would be

'gladly aéceptéd. One reason,'then, Why linguistic theory has

been so l1ittle influénced by experimental werk is that the

v . .

theory has been ‘declared immune to disconfirmatory experi-
mehtal‘evidence.l Over the past few years, however, this
attitude has begun to change, and one reason, although not

necessarily a "good" one, for the change ié that linguistic

‘éheories have proliferated into'a multitude.of.coﬁﬁeting and

conténtiouS'camés, each mak{pg different ciaims abouF the
nature of syntactic and semantic %epresentgtion,.transforma—
£ions,”énd the like. Conseéuently, confidence in the’
"internal evidence- in favour of étractnral descgiptions" has ;
beguﬁ to.erode.. In fact, internal¢evidencelis‘extremely
weak for ggx~partidular theoretiéalnstance nowadays, ‘and by
necessity many linguisfé are’nOW'claiming that external

’
evidence is cruciql in evaluéting theoretical claims. Un-

s

fortunately, the véry natung‘Bf lingdi%tic theorizing is
<

sucﬂ\fﬁat it is not.at a}l‘clear.just how such external

evidence can be related to'fbrmal theories. How, for example,
. W ’ )

* is one sypposed to give any sort of psychological interpreta-

Eiqn to an abstract level of deep syntactic structure, since
4

" *such a structure is never available for investigation? . Or

how is one tb interpret a notion of'tﬁepsformatipn which

allows constituents to’be moved about in the cou;se of a

derivation? Or how, for that matter, is one to)interpret

a syntaEtic derivation psychologically? The notions of deep

/

e 9
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‘less freguent in the language, and involves a complex of

- -

structure) transformation, and derivétioneobvieusly play a

role in a formal'deSCriRt}en of the language product, but

thé& make ho\sense'a; all in terms,of_xhe'language process.
One earlywattempt to interpret formal grammars, the

so-called "Derivational Theogy"of Complexity,"

involved the

supposition that the degree of syntdctic complexity as

represented in a formal derivation might correspond to

P

psychological cohplexity in sentence production or compre-
” : ) . .

hension. Under such 'an 1nterpretatlon, a\sentenceﬂsuch

as John saw the dog should be easier to produce, or to com-

prehend ‘than the pass1ve The doggyas seen by John since the

'pa551ve form involves a transformatlon (PASSIVE) not used ﬁ?

in the active.  However, the pa551ve sentence is lenger,

1

' co-occurring structures (beten, by, and. the inversion of two

3

NPs).3. Furthermore, according to the Derivational Theory
Wl -

of Cpmplexity) a truncated passive such as The ddg was seen

should be even more difficult to ptocees than the full

i ' . . &
passive since in the truncated version a deletion transforma-

‘

tion has-operated. Experimentai evidénce»revealed that'littlc
: l"‘ N ) . ) 5
credence could 'be given to the Derivational Theéry Qf Com-
1Y

'plexiﬁy,iend‘in fact much evidence has refuted the theory

(c.f., Watt, 1970; Fillenbaum, 1970; Reid, in progress)’.

’

If the Derivational Theory of Complexity 1s not an appropriate

_ipterpretation‘of a Set of rules, what is? How ¢ould one ‘'

a

1n pr1nc1ple evaluate psychologlcally a netion 1like deep

A ]

structure or ordered transformatiohal rules? Could it be

» . . 1

. ’ [ f
, . ’ A . - .
R LR
§ . .
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'that linguists, and those they sO glibly advpse, iave the
'theoretical cart before the emOirlcal hdgse’ Perhaps a
theory should be constructed which disallows in pringiple
untestable notions like deep structuré, syntactic derivation,
and transformation. Qy.so doing, -one Would.automatically
rule out a priorij a great'nuqber of potential interpretations.
A Derivational Theory ‘of gomplexity, for example, would not
be a viable interpretafjion of such a theory. *

| Most sciences rely heavily on theoretically and

experimental work going on hand in hand. Most scientific
theories are empirically testable in-at least some of their
statements,‘eVen though no modern scientist wéuld require ”'3
that every statement in.his theory be empirically testable.
But on_the other hand,-no astrophysicist, for example, would

ever expect his theory of stellar interiors to be in principle

empirically immune. No cosmologist would ever seriously

{
’ 1

. propose a theory that'had no observational consequences:’
Relativity theory is supported by specific observational tests.,
And- ubble discovered the expansion of|the universe observa-
tiorally, with ,the theoretical explanation residing in
Einstein's field equations: In such sciences, theory and
experimemtjfeed, bolster, and~even confound each other. But
they,do interact. 1In linguistics, on the other hand, the
‘notion of what constitutes‘an empirical observation has

generally been relegated to statements about the form of

sentences and intuitively felt relations among them.

u M ‘
In summary, orme of the reasons why experimental

' ‘ . .
. ) i L
. . VK
; . . * "-A-% \9
1 ! M
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evidence has had little impact on linguistic thcory is that
L /" . . o

the Iin@uist is primarily interested in the l?nguage ﬁroduct,,
B N4 -

and his descriptions are of- sentences. Most empirical

r

investigations, however, are directed toward such facets of

langugge use as comprehenSion, prod@ss1ng difficulty, and

language acquisition. Such studies focus attention on‘the
language user rather than gn the particulars of the language

i

. - . . [
product. While the modern linguist may make extravagant

°

psychological claims for his theories, sucn theories are

usually treated as invulnerable to psychological eVidence.

'They cannot be interpreted and_therefore they cannot be refuted.

Given the current unrest around the theoretical camp-

]
v

1

fires today, plus the increasing sophistication of experi-

mentalists dealing with language behaviour, more and more

their minds to be opened by the studies carried on outside

interest is being directed toward tnevexperimental study

¢ - A

of _language. At the same time, some linguists are éllowing

.
i
s

their own camps. The time is ripe for linguistics to gain
o -
its maturity by ackn?wledging the input from experimental

" studies. ' .

3. Information Structure. Given these preliminary
remarks, I now turn to the sketch of a linguistic model
B i .
which attempts to deal with the problems outlined above. The

A

model was, and'is'being,’developed in our psycholinguistics

‘research group at the University of Alberta. Our basic

assumption is that the function of language is to communicate

-

information. A natural language, in the model, is assumed

to consist of two levels of organization: the level of

12 -




- : ~— (surface) syntactic representation and the level 6f informa~‘

. tion organization., | . .
* ) 13 : "" : . . -‘ M - . R N
- RN S Before outlining the model, it, is.impoftant to/make

e . i .o .

explicit'the constraints imposed on it . First, the model

321 must be psychologlcally 1nterpretable For this reason,

3

P the syntactlc generallzatlons we propose are just those ;

whlch are extractable -at the surface and’ thus potentlally

learpable. Seoond -to av01d any’ooss1ble Derlvatlonal Theory.~
K r  ' S . of éomplexity ﬁnterpretatlon, the notlons of transformatlbn/
and deep syntactic'structnres are avoided' vThird slnce ‘ '

s
~

4 there 1s no ev1dence of language users "mov1ng" constltUents

about as they produce-or'percelve sentences, all constituent

)
«

Fourth, while syntactic

movement ‘rules are disallowed.

representations must be dealt with; there is more to a human
4 : R
language than syntax ‘In partlcular, varlous syntactlc
. N .
conflguratlons exist to signal distinct klnds of 1nformatlon.

-8

\

" For example, a certain word order in Engllsh s1gnals a

v

. yes-no questlon “while a dlfferent word order represen{\wa~
LA J? ' statement. The model, then, is reSpons1ble not’ only to the

syntax of the language but ‘to the functions that syntactic
& . ’ . v‘ ~ ’ ’ .

'<f~//. structureés convey. , L : ' : .

The model .can be represented roughly as follows:

- . : _ I 'Meaning L
Information Structure
I' $yntactic Rules

L]

: ’ Syntactic Structure: .

< ) - | Phonological Rules

Phonetic Structure -




\ ) . .12
: / The grammaf?of'a languaée is a specificatio"of Surface
4 _ N L. ,
N "~ .syntactic generalizations which are paired with specific kinds

of information. We take meaning not as a static notion but

- -
N -

rather‘a'dynamiC‘one since the meaning of an utterance in

: : ' S

\
~ . , dlstlnct contexts may 1ndeed be.very dlfferent . . K‘

The 1nformatron structure lével consists of four nest-

“ed pdrts: denotatlonal,1nformatlon, relational 1nformat10n,_
i ) . “,\, . . ] - - PR

;sentential-iﬁfbrmationf%fﬁd contextual information. /Denotation—)

. ’
* -

l .

al inforﬂétion refexs to the informatioﬁ'conVeyed by specific ‘}‘

) ' . lexical items, For'e'ample, a NP like the boy consists 'ﬁ
' ‘ 7
. > 1nformatlonally of a lex1cal head N ( x) plus the denotatlonal

1nformatlon 'sifgular, male, human, deflnlte,' etc.

1

Relational informatieon refers to the various grammatical

. . ~
& s - v

functions played by syntactic constituents. Such relations

-~

include subject, direct object 1nd1rect object predlcate,/ﬂ\

v : %

‘etc. The function of a particular constltuent is paired by

syntacfic rules to its osition in surface syntax. T
Y P

Sentential-information_refers.basically to sehtence

. s . 7 . . .
typeg: declarative, interrogative, or imperative. Again,
syntactic°rules linearize constituents in terms of sentential
‘information. If the sentential information fof a particular

.

’ '_sent nce is SI = Q (the sentence is a question), then certain
‘ synthtic rules reflect this choice {n the surface word -
. ‘. AN
N orders. ) '
N ‘ . Contextual infcrmaticn refers to the contextudl ox

‘discourse' factbrs which govern the syntactic shape of a

. ' sentence. For example, while the two sentences:

Q »

14




_Whlle the latter ls not. The two sentences differ in their

. " : | 13

,2 a. What Jason stole was the fleece.

b. It was Jason who stole the fleece.
3 N : . /\

both‘share'the same relational inforﬁation, namely that Jason

1s the subject and the fleece ig the dlrect ohject of steal,

the former is an(approprlate answer to:

2 c. What did Jason steal?

'

-

. )
contextual 1nformatlon to- the extent that they dlffer 1n i

focus.

Giveh these basice notions, the next import?ht
) y . t

question is: How is information structure paired with sur-

face structure? or, What do the syntactic rules look like?

It is to this question that I now turn. o
‘ . o,

4. Some Syntactic Rules. A syntactic rule in our

model is a statement which pairé information structure with

'surface_gonstituent orderings. ‘The IS level is‘no; represent-

' . : . '
" ed as a labelled tree, but.a surface structure--a’syntactic

representation--is representable as a labelled tree or
alternatively as a labelled bracketing.' Syntactic rules
must represent generalizations true at the surface. They may

not move constituents about, derive one form of a sentence

-~
s 4

from another, nor depend on an abstr t level of syntactic

'represehtation. Surface structure is the only level of

¢ ) -

syntactlc representatlon in the model .

Syntactlc rules are of two basrc sorts: linearization

1

rules, which pair some part of information structure with

15
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o -

- some part. of sydtactic structure, and redundancy rules, which
- i
, state surface re@undanc1es independent of the information
structure. To eIpcidate certain of these rules, let us con-
v : ' sider the follow1mg “data base. :
- ' ’ i »,(, ~ * . @ N
0 3 a. Declaratives 4 .
. ’ i. Jason:has stolen the fleece. . NP Va V NP
g } E ii. Susan left. ° i : NP V
. o b. Yes~No Questions . o
< . ’ . ’ * < . ’ . LN
| ' L +i. Has Jagbn-stolen the fleece? ~Va NP V NP .
"v‘ ) Jﬂ * - 1 . ~.
ii. pid Susan leave? . .Va NP V
@ . A
. * c. WH Questlonﬁ ‘ &
i. Who stole the fleece? WH V NP
7/ . ii. What did 'Jason steal? ) WH Va NP V

Beside each example is a syntactic representation of ‘the

Sro. T
g - ~

sentence (where NP is a noun phrase,.WH is a questioped NP,

V a main verb, and Va an auxiliary verb). If we now assume
the notions of subject .and (direct) object as basic relations
(relational information), we can state several sur face

-

syntactic rules.

Notice that in all the sentences, a subject NP is to

the left of the main verb. This is true for sentences which
) ] ’
) have. an overt subject, and consequently not true of 1mperat1ves.

A rule for representlng this fact 'is:

~

.R 1. SUBJ > [ X NP vP _ - .
4 ' %

The rule states that given a subject (SUBJ) NP, it is plac€d

to the immediate left of the VP, where VP (verb phrase) is




‘The variable .X between the VP and the dirii;/7bject can be

15

taken literally as a main verb and its adjacent auxiliaries
(if any). ThHe VP does not contain objcct phrases. Notice
further that the rule is bidirectional: it can be read from

right to left- (from syntactic structure to ihformafipn
/ : . . ’ \

structure) or.left to right (from information structure to

surface constituent orderihg). X is a (possibly null)
variable. )
Furthermore, if a partiﬁular information structure

contains a direct object which is not a questioned (WH) ‘NP,

then the direct object is ordered to the right of the main

. ' A »
verb. This generalization can be,represented as:

R2. DO#WH ° &> [X VP X NP
! .
L4 .

B - . - ﬂ
empty or it can be another constituent, such as an indirect

object. -
. ' ' )

Turning now to questions, where SI = Q, we notice that

English (and all other languages that T am.familiar with)

, -

exhibits two kinds of questions: yes-no question& and wh-

questions. Yes-no questions seek information regarding an

entire ‘proposition, while.gh—questions seek specification of
: ‘ .
a particular constituent (the wh constituent). In both kinds

of questidns the subject NP still precedes the main verb

(as specifieq by R l)‘and'the direct object (if not a wh-

" form) follows the véb. The word orders signalling a question

often, but.not always, involve the placement of an auxiliary

verb (Va) before thé[sdbject NP. 1In a QE— question the wh-

L)
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, . s . >
element is the left-most NP in the sentence. These generali-

zations can be represented as two lincarization rules:

\ \

- where: X does not contain a NP. —

‘R3. NP =WA ¢+ [ X WH
. S -

4 : .

R 4, SI = Q and SUBJ # WH <> [ (WH) va NP
o ‘ S

<

.R 3 simply states that a whsform is the left-most NP in a

sentence. Such a rule is probably a special case of a more
1

general rule which étates: Place the focused NP to the left.
R 3 also applies in relative clauses,‘where the wh-form

is left-most in the relative clause. R 4 states that for
questions in which the subject is not a wh-form (i.e., in all

yes-no questions anél in all Eh-questions where the subject

= L . . .
is nat 4he questioned form), as_auxiliary precedes. the subject

* NP. %uch rules -automatically account for sentences like 3ci.
In this casé the "'wh-form (who) is the subject, so'rules R 1, °
R 2, and R 3 appﬂy,*but R 4,does not., The rules as formulated

indicate that we do,not«get'an aﬁxiliary verb before the sub-
% ‘ . . - ¢
ject NP iq5ygfquestions,where the wh-form is subject.
. § 4 T , '
Other rather'obvious surface generalizations-can be

statiﬂAas well. For instance, it 1is the left-most verb, be

it main verb or auxiliary, which receives the tense suffix

RS

in an English sentence. This generalization can be(stated as:

RS5. T € Dp &> [ Xx [v+T]
) v ] v

- ) %,

K »

whete: X does not contain a verb.
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_NPS; they are bracketed with the main verb qe a Vp, as

' ! [T ' 17
* ] . \ a0
This rule can be read as: if tense (T) beldngs to the denotgtion—

al information of the predlcate (Dp) , then the tense morpheme

is sufflxed to the left -most verb (v), such that the phono-

\’logiqal shape of the verb and the tense are bracketed as the
" : - L4

syntactic category V.

. . . Ny

Auxiliary verbs are treated “in-the information struc-
ture model as part of the denotational information of the

predicate. If the progressive aspect is selected, this.infor-

mation is lexicalized with the auxiliary verb'be and a

pureiy syntactic redundancy rule attaches the progressive . K )
shffix ing to the next verb to the right. Likewise, the
perfect aspect?ls lexicalized as have, with the en suffix . ¢
attached 'to the next veﬁ(L These lex1cal 1tems,,§{u¢ the

« ~—~

modals and the auxiliary gg, are part of "the lexicon. Re-
dundancy rules account fqQr the proper order of auxiliaries
ot ) : . : ¢

and for the correct aspectual suffixes.. Such rules are:

RRl;" [ (M) X (have) X (be) X V ‘
| en have
p2[Sngd /- e ) X v
. : & .
Rule RR l'prqyideS'the correct linear order of auxiliaries

~ . >
4

while RR 2 attaches the correct suffix to the first verb

following an aspectual verb. Finally, if several auxiliary

verbs immediately precede the main verb with no intervening

represented in:

RR 3. [ . (Va) (Va) (Va) X V X ]
v




\
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statemeﬂés, such rules might reasonably be.learned by children

"in the course of language acquisition. The rules are testable

"which relates them. Studie$ in Ianguage acquisition can in-

The rules sketched here, unlike those in transformaf

#ional theory, pay equal attention to the form of seﬁténces ¢ -
.{syntax) énd to-the function served by various syntactic con-
figurations (ianrmation structure). Syntactic rules are
m?tivated to the extent that they signal various kinds of in-
formation--syntax does not exist in‘a vacuum. The rules state
generalizations,which'are ér&e at the éurface and as,such they T
are élaﬁsible candidates for psydﬁological realify. fhey do T
not ‘depend on. either an abétract underlying‘leV§l of syntax

» . .
or ogftgansformdtional derivations. .As surface syntactic
- .

-

"both inﬁernélly'and externally. The next quesffon is, of Y

. !

«course, Are they correct?

. v . . L

5. Testing the Rules. Testing the psychological

validity of a set of rules constitutes a challenye to expé:i—v

7
mental ingenuity~and requires input from a variety of sources.
For example, controlled experimenis dealing with ambiguity are
essential in defining just what naive speakers dg\with

NI , i
‘ambiguous sentences. Experiments in paraphrases to see
whether, and to what extent, various sententes are treated as

: : 4 o
related are logically prior the cons ’ftion of a description

form us to what kinds 'of rules are learned and ih what

éequence. Such empirical evidepce can be called external

to the extent that it deals with the psycthogich\S?rrectness

. \
of the rules. -

¢

| s % ’ oo ' 20
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Iuternal evidence is also important in .theory coh-
a . /" []
! struction. If it can, be shown, for example, ‘that a partlcular

set of surface structure llnearlzatlon rules formudated for ‘

main clauses is also adequatelfor a certain class of embedded

. ST
clauses, then such rules are internally strengthened, even N

v _ though such evidence does not in itself show that.the rules

are'psycholpgically correct. Almost all the evidence in
L ’” ~ .

current liﬁguistic theorizing is of the internal sort, with o

little external eV1dence avallable for anything. (See °
N

Prldeaux 197l for a discussion of the issue of 1qternal versus

' -

exte¥nal ev1dence.)

r

" At this point, then, examples of the two kinds of

-

“=gmwidence will ‘be examined. First; concerning internal’

evidence, let us consider the issue of structural ambiguity.

L SRR - . ~ ‘
I havexchosen this example for two reasons. First, transforma-

tienal theory has consistently claim&d that the resolution ef

¢

. structural ambiguity;requires the existenge or deep structure.
I hgpe to show that such a level is not needed in an informa-
tioq;structure approach to the problem Second, -I’will try
“ : .to show that the llnearlzatlon rules provided for main clauses
are also approprlate to embedded complement clauses, thus
yielding 1nternal support for the rules
A sentence is considered structurally ambiguous if its

two or more meaninés can be attributed to distinct labelled

bracketings. 1In transformatiomal terms, two kinds of structural

‘ambiguity have been proposed: "suUrfade structure ambiguity"
and "deep structure amblgulty -Surface structure ambiguity

obtains in those cases where an ambiguous sentence has two

-




_ T : : : - : N
distinct surface bracketings,"' as in 'sentences like: C

,\\ ) . )

4 a. 01d men and women .sleep late. .
. ~ A . ., . \\, -

In this sentence, old can be taken as-modifying either men and

women or just men. The sentence can be bracketed in the two
, : . . » ~h « oo
following ways:

4 b. 0ldpn[men and women] éleep late.

c.‘[Old men] and women sleep iate.
. , .
Such ambiguity is clearly resolvable by surface bracketings,

and I will have nothing flirther to-séy about it except to
AN ’ il ) 1 -
comment that an information-structure approach would treat

old as ﬁart'of thedenotational information. of the cénjunct

men and women in 4b, whereas in 4c, old would be 'included in

thg genotational information of men alone.

On the other hand, so-called "deep structure-ambiguity"

is representéﬁ by sentences such as the following:

5 a. The princiéal\asked the teachers to stop smoking.

This sentence can mean either of the following:

5 b. The principal asked the teachers to stop everyone’

from smoking.

c. The principal asked the teachers to cease smoking.

Tranéformationalists claim‘that'to res?lve suCﬁ ambiguities,
two distinct deep structures are needed, one corresponding'
to each of the two meénings. It is also claimed tha£‘such

sentences have only one-surface bracketing for the twd mean-

ings. I have argued élsewhere (Prideaux, 1972) that such

20
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sentences in fact have distinct s:rfaee bracketings; one
corresponding to each of the two me

anings. Evidence for this’
k\{/ claim is based on paraphrase tests which show that in one
case, for instance, smbking ﬁunctioﬁs as'a nominal, the

direct object of stoE; and in the other that stop+ smoking is

a compound verb. , .

Now let usfconsider a sentence like:

5 d. The principal asked the teachers to stop smoking gigars:

. which is clearly unapbiguous. Where, then, does the ambiguity

of 5a reside? " Notice that stop can mean either cause to

terminate, as in Sb, or cease, as 1in 5cC. Furthermore,‘%moke
< LEase SHo72

. can be used elther transitively as in 5b and Sd or 1ntran51t1vely,

as in 5¢. In light of these facts, I would treat 5a as follows~

in both readings of the sentence, the princigal is subject

»

of ask and the' teachers is direct object. Furthermore, the

‘ teachers is also subject of stop. However, in one readrng of

5a, I woul treat smoking ‘as a nomlnallzed verb, a NP function-

ing as the direct object of stop, while in the other readlng,
. \ )

gﬁ‘stop+smoking is treated as a compound verb,

the cpnstrugZ'

{ m' much like fihi¥h{dressing, begin eating, etc. Notice that

this treatment §§5t0p+smoking is also applicable to 5d in

{ which cigars is the direct object of the compound verb. Here,

king cannot be interpreted as -the direct object-since

c1gars preempts that role. ¢

///A\\ Pistinct labelled bracketlngs at the surface removes

-~

the need for an abstract underlying level of syntactic structure

A

’ijm/The‘distinction, although of course, the meanings associated . 1
. . I
|

-

Q . ) ‘
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apply to main clause'subject an direct object placement also

_apply td'?pmplement clauses. C e /

. . ) 22
Ty v,

‘with the sentence mugt still be*represented. In a transforma-

tional theory, meaning is.an interpretationsof %yntactic
structure (at a deep or surface leVd@}, whereeSyin an informa-

tion-structure theory imformation ig paired with distinct sur-

Lo

face’bracketl S. C R .-
ng St . . .

'Thps, an 1nformatlon structure approach can handle

structural amblgulty just :as readlly'as a trapsformatlonal

X
»

analysis, but even better, nohleval:of 4Fstract syntactic

1
.representat;on’is required. How doés such an analysis provide

»
Ty

internal evidence for the linearization rules? In. the follow-

ing way: k smok;ng ‘is a NP in one readlng pf 5a, then as

L
a dlrect object is should; follow its governlng verb, and it

does. 1If the teachers is both direct object -of ask and ..

Y

subject of stop, it should follow ask and precede stop. And

it does. , fg other words, the same linearization rules which :
N N

o
Al

. In this illustration, then, it has. beén shown that

deep structure@is not needed. Further, it has been shown
/. ‘
that since the linearization rules have a broader scope than
4

the domain for -which they were posited, internal evidence
for the rules also exists.

To illustrate an instance of éxternal evidence, I,

want to mention oné experimenta&ﬁ§tudy briefly and-then

present some evidence from -language acquisition in support
. , |

of linearization rules. ‘In his Ph.D. thesis, Paul Fletcher

(1973) investigated theg .question of syntactic relatedness

o




among members of a paraphrase set including senﬂences 11ke

'

the follow1ng o i N B

,ﬂ. | - 6 a. I%xwas John who broke the clock.
b. John was the one who hroke the clock.
c. * The one who hroke the clock was John.
d. It was the'olock that John broke.
e. The olock was what John broke.

ef What John broke was the clock.

All these sentences-share the same relational information,
» namely that John is subject and the clock is dlrect object

of brokea Some llngulsts have clalmed that the- sentences

* »

Co are eompleteugaraphrases, all having exactly the same mean-
ing. Yet it is fairly obvious that they differ in focus,
and thi% {is what Flet$her demonstrated. For example, in

-" N

~ . résponse tp the question:

[

"6 g. What did John break?

sentenoes 6d-f are appropriate’responses while 6a-c are not. '~
An analysis which treats all the sentences as identrcal in
meaning is inCOrrect, but an analysis which treats the
" sentenc¢es as sharing common sentential and“relational informa~-
tion, but differing in.conteXtual information, is closer to

»

the empirical facts.

Finally, 1et us explore the achlSltlon of wh-quastions

in Engllsh - I w1ll contrast the usual transform?tlonal analysis

of the problem with one formulated in terms of the.surface
stqucture rules presented above.  The data and stages of

acquisition to be dlscussed are taken from Klima and

ERIC. - /
) 2
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Bellugi (1966%7 Thgy oﬁéline &Pree %tages through thch
children>pass as théy acquire negatiJ@s and quesfiohs, but
I will focus aftention dnly'on the acquisition’ of Qdestions.
The data collected in the study Qére analyzea-by~Klima and
Bellugi in.q,transformétionallframework_which migh£ be.,ﬁ

characterized as an accretion theory of transformational
<0 ) o T : ’
,rules. That is, language acquisition is seen as the

e‘;_v t . ‘. . . -~
acquigition of transformational rules and underlying struc-

tures. I will contrast this interpretation with one of
learning surface syntactic generalizations.

.-~Let us first lay out the stages which Klimag and

Bellugi established.fof their daga.. The earliest stage,

Stage I, involves yesrno questions signalled by intonation

only, as well as simple wh-questions. Examples are:

.

Stage I. g(p. 200) k2
stage

See hole? Where kitty?

I ride train2 Where horse go? ~

Stage II contains yes-no questions again only marked by

~ intonation (and $till no inversion), and‘yg—questions without

. ¥
.

auxiliaries. Examples are:

Stage II. (p. 202)

You want eat? - Where my mitten?
See my doggie? What me think?
Why you smiling?

What thé doggie have?

The basic difference between the first two stages is !gat in

s
-

Stage II there has been some further elaboration of sentence

s | 26
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structure (including the use.of slightly longer utterances, ,
‘ : ..use of pronouns, and the development of some*inflections).
. . T . A - : .
- *°  Stage JII involves thé€ occasional use of auxiliaries in yes-nd
¢ < v - ' : .
, jdestions but none in wh-questions or declaratives. Examples
& N\ are: _ o , ‘ . - S, ‘
- . . . 3 '

¥

. Stage III. (pp:204-5)

. V — T . '
_ o es lions walk? What I"did yesterday?

Dld—I saw: that in my book° What he can rlde 1n° ®

‘,Whlch ay they should go°

. s L. -
N .
»

Notice‘that in all cases of wh-questions, the wh form is

’

always sentence initial just as it is in the adult language.

Furthermore, there are no aux1llar1es 1n any wh-questlons, @ e

although there are some..in yes-no questions. ' And there«;s .

no inversion in wh-questions.

Under a theory of accretion of transformational"

X B . -

' rules adOpted by ‘Klima and Bellugl, the child learns some

rules, then later drops them and learns more compléx rules.

They suggest .that at Stage I, the element Q what/where is
learned 'as‘a 'sentence-initial form, thus allowing the child
“ to place the wh-word in sentence-initial p0s1t10n.4 At

< 7 -Stage II, they posit a.rule of»th@ form-

-

7. S+ what/where + Nucleus
< .

where the Nucleus. is the basic kernel structures (NP AUX VP).

-
©

. At this stage, the child, dccording the Klima—Bellugi_analysis,

retains the generalization that the wh-word is sentence

initial. Yet at Btage I11, the analysis changes sharply. it




f

is claimed that the child gives up'his earlier anaiys;s of '
pl&éingséﬁé'ﬁg—wofd first, and rather learns to a§sociéte

the wh-form with an indefinite NP, generated in its "déep"
syntactic position (in th subject, direct object, etc.) slot.
In addition, it is claimed that the child also learns a rulé

of "Ihterﬁogative Preposing"” which attracts a ngwo¥d to

~ > N
sentence initial position. Under such an analysis, the

structure underlying the sentence "What he can ride in?" is

'_roughlyﬁ

é. Q he 'T can ride in wh-Indef.

St

Notice, however, thaﬁ und§r such an accretién theory, one
would require that if the trangformation of "I%Ferrbgative
Preposing" is lgarned,‘then'fhe input (e.g., 8) must also
have been learned for the rule to apply to. Under such an’
'assumptioh; one would GXPeCE children to overgeneralizp.and\
make errors. In paxticular, one woqld expect children at’

Sta&g III to utter sentences with the wh-form in a deep

structure, non-initial position, as in "He can ride in what?"

. But as Klima and Bellugi point out, such»mistakés do not

s »

occur. The. absence of such forms is totally unexplained in

a theory of-accretion of transformational rules. Furthermore,
. “‘ . .

- one wonders why children use auxiliaries in yeé—nz:?uestions

but pever in wh-questions. Shouldn't the child 1

arn the
N ,

"simplest .generalization about auxiliaries? Such a theory would

so suggeét.

If we anal&ze the data from the pqipt‘of view of
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surface syntactic genexalizations, no such skewing or mistakes
are pred;cted. The lineqrization rule R 3, for example,

states that a wh-wordis the left-most NP in a sentenée. It

-7 .

is in such a position in-all its occurrences in wh-questions
) , .

a K
and relative gclauses. It is perfectly reasonable that it.is

learned in such a pbsition since that is where the child hears

’ . , <P
‘it. This theory does Tiot rely on an 'underlying syntactic

trepreseﬁtation of which locates the wh-form in non-initial
position., Thus, at no stage should a child be tempted to-make

mistakes like "He can rideé in what?" (not to be confused with

4

"He can ride fn'WHAT?" which I would construe as an "echo

L4

question" and not as an information-seeking question at all).
Notice, furthermore, that in all the children's yg-éuestions,

the subject NP still precedes the verb. F nctionally, one

3

might-notice that the distinction between a declarative and .

a

N ) a yes-no question is very iﬁportant éarl¥ on in %ife, and .
thus the means to distinguish the. two is of high value. Thus,

either intonation or the use of an auxiliary is soon acquired

to make the distinction. But'at this early time (until late

Stage III), tbé child has no concept of a relative clauée. .

Notice the gg—quésf;gps of Stage III do not involve éd%iliafies,

A , simply because that the child does not need at this stage to

distinguish relative clauses from %g—questions. The relative_'

clause structure does not involve the so-called "inverted"
word order, but a wh-question dées>\ The child, not recognizing
or using relativé clause structures, takes the simplest path--

he uses the linearization rules for WH placement and for

S

RIC - 3




tion in word 8rders for the two different functions.- The
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subject (and direct object) placement, with no- need for

auxiliafries. The surface structure rule theory would predlct

"that the auxlllarles would not emerge 1n wh questions untll

the child gains a substantial control of_relatlve clauses, ®

at which time the child would need to establish the distinc-

- auxiliaries are not introduced simply.as syntactic devices

all at once under ‘this theory. Rather, their'acquisition
is linked to that of funetional?distrnctrons. |

. I thus conclude from these data that a transforma-
tional theory of language acquis‘ition which .employs ar(

accretion interpretatien'ef rules ig incorrect. It predicts

"errors" where none appear, and it does not place adequate

importance on the funetional~distinctions signalled by
)

different. surface constituent orderings. A surface structure

generalization theery, on the other hand, is more plausible
in that its generalizatioss are true atxﬁhe surface and
therefore available for;extraction from the linduistic
environment Furthermore, such‘a theory does not predict

\ .
a class of mistakes which just do not occur. Over-

generalization ‘has been used time and again by llngulsts in
their study of language acquisition as evidence for a

particular bit of theoretical. apparatus. But in this

‘partlcular area, Klima and Bellugi are.strangely

silent about the matter. . Their only comment is that the

wh-forms are sentence-initial. Strange indeed for their

‘theory: But not at all strange for the ‘surface generalization

theory. A surface-structure theory thus has empirical support

30
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absent in a transformational theory, and consequently external }

evidence is .provided- in favor of one theory over and against

the other. .

¢ . .

¢

6.. Conclusions. I have attempted to characterize

the current state of unrest in some of the linguistic camps.

* N
I must hasten to add that by no means all linguists feel

1
-

such unrest. Many are content to spin webs of abstract '

- ,

structures w;th-no external evidence at all. In addition

I have tried to characterize an alternative theory which in .

‘principle responsible to empirical evidence and I have

attempted to cite both internal and external*é&idence for
guch a theory. It is my hope that a more common-senseg
attitude to the problems of linguistic theories in in its

birth throes, and that empirical evidénce will be of central

importance in testing such theories.




.

REFERENCES

eDerwing, B.L. Transformational grammar as a theory of

language acquisition., Cambridge: Cambridge University
Press, 1973. oy

+
¥

Fillenbaum, S. 'Psycholinguistics. ‘Annual Review.of -
Psychology, 1971, 22, 251-308.

Fletcher, P.J. An egperimentél approach to syntactic
paraphrase. Unpublished Ph.D. thesis, University
of Alberta, 1973.

Fodor, J. & Garrett, M. Some reflections on competence .and

performance. In J. Lyons and R.J. Wales (Eds.),
Psycholinguistic Papers. Edinburgh: ’'Edinburgh
University Press, 1966/ .

Klima, E.S. & Bellugi, U. Syntactic regularities in the
speech-of children. In J. Lyons and R.J. Wales (Eds.),
Psycholinguistic Papers. ' Edinburgh: Edinburgh.
University Press, 1966.

Prideaux, G.D. On the notion 'linguistioally significant
generalization.' Lingua, 1971, 26, 337-347.

Prideaux, G.D. Surface 'structure resolution of structural
ambiguity. Paper read at the annual meeting of
the Alberta Linguistic Assoc1atlon, Banff, 1972
(1n press) . i , .

Prideaux, G.D. " An information stgucture view of language.
Invited public lecture presented at the University
of Ottawa, 1975 \ .

~

Reid, J. Raymond. On the gramm tlcal meanings of voige
syntact in English. Ph.D.} thesis, University of
Alberta (in progress). 6

4

Watt, W.C. On two hypotheses conpernlng psycholinguistics.
, In J.R. Hayes (Ed.), Cognltlon and the development
of language. New York: ‘




